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EXECUTIVE SUMMARY

The present guidelines on ensemble prediction system (EPS) postprocessing describe various 
postprocessing methods by which WMO Members can use information from available EPS 
forecasts to enhance and improve forecasts for their own specific regions or areas. They provide 
background on which statistical methods and data choices may be used for training, real-time 
forecasting, and validation. This publication is not a comprehensive instruction manual on how 
to implement methods or an explanation of the detailed mathematics behind the methods used; 
however, wherever possible, it provides references to where such information can be found. 
References to where available postprocessing software can be found are also provided.

These guidelines cover aspects of both physical and statistical postprocessing and take into 
consideration the opportunities offered by data science methods. With respect to physical 
postprocessing, a number of aspects are examined, including meteorological diagnosis and 
orographic downscaling. For statistical postprocessing, issues covered include bias correction, 
deterministic model output statistics, and ensemble calibration. The use of verification 
techniques to test and validate the postprocessing of both deterministic and probabilistic (EPS) 
forecasts is also discussed.

The present guidelines propose that WMO Members access real-time forecast data, historical 
data and reforecast data sets from the WMO Global Data-processing and Forecasting 
System (GDPFS). Obtaining data from GDPFS is much more cost-effective for Members 
than independently operating their own numerical weather prediction (NWP) systems. 
Postprocessing can greatly enhance the accuracy of real-time forecast data for applications at 
relatively low cost. The development of many of the postprocessing methods requires access to 
historical and reforecast data, both for statistical training and for validation purposes. 



﻿

KEY RECOMMENDATIONS

1.	 Statistical postprocessing has consistently been demonstrated to improve the quality of 
both ensemble and deterministic forecasts and is one of the most cost-effective ways to 
produce higher-quality products. It is recommended that National Meteorological and 
Hydrological Services (NMHSs) utilize these postprocessing methods to enhance their 
forecasting capabilities.

2.	 NMHSs can apply postprocessing methods to model data which are available from existing 
prediction centres at a minimal cost relative to the cost required to operate an NWP system. 
It is therefore strongly recommended that NMHSs leverage data from WMO-designated 
GDPFS centres (see Section 8.1).

3.	 An archive of quality-controlled observations and past forecasts is essential for the 
training of statistical postprocessing and data science techniques and for validation 
and verification purposes. It is recommended that NMHSs continue to archive local 
data and, where possible, that they share these data with Regional Specialized 
Meteorological Centres (RSMCs) and global centres for statistical adaptation and model 
calibration purposes.

4.	 When beginning to apply postprocessing methods, it is recommended that NMHSs 
start with simple variables, such as surface temperature, and with data from their own 
local stations, rather than gridded data (which require greater storage and computation 
capabilities). 

5.	 For deterministic forecasts of easier variables, it is recommended that NMHSs start by using 
the decaying average bias correction method, also referred to as the Kalman filter-type 
method (see Section 3.1). For ensemble forecasts, it is recommended that NMHSs start by 
using the ensemble model output statistics (EMOS) method (see Section 3.3.1). 

6.	 It is essential that NMHSs use best practices in the development of their postprocessing 
methods. These practices include separating training and validation data and verifying 
both the original and the postprocessed forecasts against the validation data using 
a number of metrics (for example, continuous ranked probability skill score (CRPSS), 
reliability) and by comparing a visualization of the forecast with the verifying observations. 
(Ideally, this should be done by independent forecasters). Languages such as R and Python, 
for which there are many available software packages, can aid in the development of 
postprocessing methods (see Section 8.3 and Section 8.4). 

7.	 In order to construct an operational forecasting system, NMHSs must have the ability to 
periodically obtain model and observation/analysis data for training and validation. In 
addition, NMHSs must have the capability to develop appropriate postprocessing methods 
and must be able to display and validate the products of those methods. Implementing 
and maintaining a comprehensive operational forecasting system will entail a significant 
investment of time, resources and effort. 
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CHAPTER 1. INTRODUCTION 

Numerical weather prediction (NWP) involves the use of mathematical models capable of 
simulating the atmosphere to forecast the development of the weather over the next several 
days. Models are initialized using an analysis of the current state of the atmosphere generated 
from the most recent observations through a process called data assimilation. There are two 
standard forms of NWP: the older deterministic method, and the newer ensemble prediction 
system (EPS) method. The deterministic method is still widely employed today and generates a 
single model forecast. The problem with deterministic forecasts, however, is that they provide no 
information on the confidence or uncertainty in a forecast. Sometimes, for example, a forecast 
can go badly wrong very quickly and the forecaster or user has no warning of this. An EPS, in 
contrast, runs the model many times instead of just once. Each forecast within an ensemble is 
referred to as an ensemble member, and the members are initiated from very slightly different 
versions of the analysis. If all the members evolve similarly, this provides high confidence in the 
forecast. If, however, the various members diverge from each other, this indicates less confidence 
in the forecast, with the ensemble providing an estimate of the probabilities of different 
outcomes. EPSs are therefore generally used to provide probabilistic forecasts and to support 
risk-based forecasts and warnings. EPSs have become a powerful tool for forecasting weather 
and its uncertainty across the globe and underpin severe weather warnings intended to protect 
life and property.

Developing, operating and regularly improving modern EPSs capable of producing high-quality 
data is extremely expensive. By comparison, postprocessing systems which enhance the quality 
of EPS forecasts are much more economical to develop and apply and can result in improvements 
in the skill of EPS forecasts equivalent to many years of EPS system upgrades, particularly for local 
weather forecasts.

A number of Global Data-processing and Forecasting System (GDPFS) centres designated 
by WMO as World Meteorological Centres (WMCs) or Regional Specialized Meteorological 
Centres (RSMCs) make NWP data (from both EPSs and individual deterministic models) 
available for use and postprocessing by WMO Members. Even for National Meteorological and 
Hydrological Services (NMHSs) with their own EPS or deterministic NWP systems, investing in 
postprocessing systems will greatly enhance the quality and usefulness of their forecasts.

These guidelines provide an overview of those postprocessing methods which have been proven 
to be effective. Although the focus is on EPSs, some simple deterministic postprocessing is also 
included as a starting point and to aid in understanding.

This publication does not provide a full documentation of postprocessing methods or a 
step-by-step guide to their implementation; however, it does provide references for further 
details. Two particular books are especially recommended in this regard: Statistical Postprocessing 
of Ensemble Forecasts, by S. Vannitsem, D.S. Wilks and J.K. Messner and Statistical Methods in the 
Atmospheric Sciences by D.S. Wilks (see the References section for full bibliographic details).

Postprocessing methods range from the relatively simple to the highly complex, and the 
computing resources, data and technical expertise of the staff required to develop and 
implement these methods are variable. In order to help WMO Members select the methods 
most suitable for their needs, capabilities and resources, each method described is allocated 
to one of the three tiers outlined in Table 1. In general, it is recommended that NMHSs should 
start by implementing a method corresponding to the complexity, requirements and limitations 
indicated for Tier 1. These methods are some of the simplest postprocessing methods and 
can produce substantial benefits while requiring relatively little investment. NMHSs can then 
progress to the more advanced methods described in Tiers 2 and 3 as requirements and 
resources allow.

https://public.wmo.int/en/programmes/global-data-processing-and-forecasting-system


This table is intended to provide a general overview of the various tiers of postprocessing 
methods. Not all methods will clearly fit into a particular tier. For example, a certain method 
might meet the requirements for Tier 1 but might require Tier 2-level computational capabilities 
if applied to large numbers of sites or high-resolution gridded data. In general, a method will 
be categorized according to its highest demand with respect to its scientific, technical and data 
requirements.

Table 2, below, presents a specific example of the breakdown of the Kalman filter model output 
statistics (MOS) postprocessing method. The Kalman filter MOS postprocessing method is a Tier 
1 method because its complexities, data requirements and limitations are consistent with those 
described in the Tier 1 category in Table 1. Throughout these guidelines, when a postprocessing 
method is introduced, the tier to which it corresponds will be indicated in bold.
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Table 1. Breakdown of postprocessing methods according to complexity, requirements and 
limitations

Tier Scientific and 
mathematical 

complexity

Technical implementation 
complexity and resource 

demands

Data requirements Limitations

Tier 1 Conceptually 
intuitive systems and 
basic university-level 
mathematics

May be implemented at 
a basic level on a desktop 
PC; standard software 
likely to be available and 
implemented without 
specialist software 
engineering skills

Access to basic EPS 
(and individual 
deterministic 
model) outputs 
and observations or 
analyses with a short 
historical record 
(≤1 year); typically, 
single-site, rather 
than gridded data 
sets

Univariate 
improvements may 
lose consistency or 
covariances; may 
degrade forecasts 
of rare or extreme 
events

Tier 2 Moderate 
complexity, 
possibly involving 
multivariate 
inputs and some 
performance 
optimization 
requiring scientific 
testing skills before 
implementation

Requires a 
high-powered desktop 
PC or larger computer, 
high-bandwidth data 
connectivity and the 
ability to process large 
(Gbyte) data sets

Access to gridded 
EPS fields and/or long 
archive records of site 
data amounting to 
many Mbytes (up to 
one Gbyte); complex 
data handling to 
match observations 
to forecasts (for 
example, large 
databases)

Risk of over-fitting 
to rare and extreme 
events

Tier 3 Advanced 
mathematical 
methods and/
or detailed 
meteorological 
understanding 
required

Requires 
high-performance 
computing installation 
and expert software 
engineering skills to 
implement operationally 
or for real-time 
prediction; may require 
access to large “big 
data” archives (many 
Gbytes) with high 
connectivity

May require very 
large data sets or 
long time series of 
data for training

Challenging to write 
algorithms and to 
put into operation
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Table 2. Example of the complexities, requirements and limitations of the Kalman filter 
MOS method

Tier Scientific and 
mathematical 

complexity

Technical 
implementation 
complexity and 

resource demands

Data requirements Limitations

Tier 1 Kalman filter MOS 
method for bias 
correction of site 
forecasts using site 
observations

Standard Python 
or R code from 
software library 
implemented on 
a PC

Site forecasts provided from 
an EPS centre for a small 
number of sites on a daily 
basis and received over a low 
bandwidth connection; site 
observations from a local 
archive updated daily

May degrade 
extreme forecasts

Chapter 2 in this publication describes simple postprocessing techniques which can add 
significant benefits in terms of increasing the accuracy of a forecast. These techniques include 
calculating additional diagnostics from a small number of model output variables based on 
a physical understanding of the geography and atmospheric conditions, selecting the most 
relevant values for a location from model grid values according to factors such as coastlines and 
land elevation, and adjusting the model values to account for elevation using simple physical 
laws. These techniques can be applied equally to deterministic model outputs or to each 
member of an EPS.

Where a set of past forecasts and observations is available for one or more locations and 
where errors are Gaussian-distributed and relatively consistent across samples, simple bias 
corrections or regression relations can be derived to correct systematic errors. However, more 
involved techniques are typically needed for elements such as heavy precipitation amount or 
precipitation type. Statistical methods which are designed to improve the quality of forecasts of 
a specific element of the weather are called “univariate”, and candidate univariate techniques 
for both deterministic forecasts and full ensemble probability distributions are briefly described 
in Chapter 3.

Both EPSs and individual deterministic models provide gridded scenarios where many elements 
of the weather are physically consistent with other elements, both temporally and spatially. 
However, many univariate calibration methods do not take this consistency into account. For 
some applications, these covariances are important, and multivariate techniques which do 
account for physical consistencies among elements are described in Chapter 4.

Chapter 5 provides some brief guidance on suitable approaches to use with multi-model 
ensembles if one synthesized forecast is desired.

It is essential that forecasts be verified and validated in order to allow end users to obtain 
quantitative and qualitative information regarding forecast skill and to ensure that 
postprocessing methods are improving forecast accuracy as expected. Chapter 6 provides some 
background on common verification metrics and the best practices to follow when constructing 
a verification system. Key reference material includes the Australian website  
https://​www​.cawcr​.gov​.au/​projects/​verification/​, the contents of which were developed by the 
WMO Joint Working Group on Forecast Verification Research and books by Wilks (2019) and 
Jolliffe and Stephenson (2012).

Chapter 7 discusses general issues concerning data handling and computational requirements. 
Statistical postprocessing methods depend on the availability of high-quality data, and this 
chapter reviews some of the issues which can be expected when obtaining and maintaining 
training and validation data. While it has been a common experience that short-lead forecasts of 
variables such as surface temperature can be improved using a relatively short time series of past 
forecasts and observations, both longer-lead forecasts and forecasts of more extreme events, 
such as heavy precipitation, may benefit from longer training data sets and data from more than 

3
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one prediction system. Long-lead forecasts and extreme event forecasts are both in demand, the 
former to provide more lead time to make decisions and the latter because of the much greater 
societal impact of extreme events.

Chapter 8 contains technical information, such as where to obtain the software and data 
necessary to build or improve postprocessing systems.

4 GUIDELINES ON ENSEMBLE PREDICTION SYSTEM POSTPROCESSING



CHAPTER 2. PHYSICAL POSTPROCESSING 

An NWP model uses the principles of dynamics and physics in relation to the atmosphere 
to make predictions about weather. Depending on the model’s horizontal grid spacing and 
number of vertical levels, it may not fully resolve all atmospheric processes at the grid scale. If 
this is the case, the NWP model needs to use physical parameterizations, such as condensation 
and convective schemes, at the sub-grid scale to fill in the gap. However, in some situations, 
even with the most sophisticated parameterization schemes, some of the finer details of the 
atmosphere are not predicted well. Examples include the mode and severity of convective storms 
and the partitioning between the various phases of the precipitation. In addition, because 
the model’s surface data depends partly on the atmosphere, if the atmospheric processes are 
not fully resolved, over areas with complex topography, the model’s surface data may not 
be sufficiently precise. In these situations, physical postprocessing of the direct model data 
can add extra details to or improve the quality of the forecast. In this chapter, some physical 
postprocessing methods are discussed. All these methods assume an unbiased model input. 
Although these methods are explained in terms of deterministic models, they can be applied to 
all members of an EPS. Once a range of values is obtained, these values can then be put into a 
probabilistic context using statistical methods.

2.1	 Meteorological diagnostic information

The meteorological diagnostic information presented in this section can be calculated using 
methods involving prognostic variables (temperature, humidity, wind speed and direction) that 
are output from operational NWP models.

1)	 The following diagnostic information concerns the impact of ambient temperature, 
humidity and wind on human well-being.

a.	 HUMIDEX (Materson and Richardson, 1979): A dimensionless number representing 
the level of discomfort people feel that is attributable to humidity during hot days. 
It is calculated based on the temperature and partial vapor pressure of the ambient 
air. (Tier 1)

b.	 Wind chill index (Osczevski and Bluestein, 2005): The combined effect of wind and 
low temperature (below freezing) on how cold the ambient air feels on human skin 
(see Figure 1). (Tier 1)

2)	 The following diagnostic information concerns the severity of the convective storms 
that an environment can produce. It is calculated based on the available instability and 
wind shear data.

a.	 Lifted index (Galway, 1956) is calculated based on the difference between the 
temperature of an air parcel lifted from near surface to 500 hPa and the corresponding 
environmental temperature. (Tier 1/Tier 2*)

b.	 Showalter index (Showalter, 1953) is calculated based on the difference between the 
temperature of an air parcel lifted from 850 hPa to 500 hPa and the corresponding 
environmental temperature. (Tier 1/Tier 2*)

c.	 Severe Weather Threat (SWEAT) index (Djurik, 1994) is calculated based on the low 
to mid-level wind and temperature. (Tier 1/Tier 2*)

d.	 Total Total index (Djurik, 1994) is calculated based on the low to mid-level 
temperature. (Tier 1/Tier 2*)

e.	 George’s K-index (George, 1960) is calculated based on the low to mid-level 
temperature and dewpoint temperature. (Tier 1/Tier 2*)



f.	 Storm Relative Helicity index (Thompson, 2006) is an index that gives information 
on the low-level environmental wind shear, taking into account both wind speed and 
wind direction. (Tier 1/Tier 2*)

g.	 Convective Available Potential Energy (CAPE) (Markowski and Richardson, 2010) 
is the theoretical maximum energy available to a convective storm. Conceptually, it 
is proportional to the kinetic energy that a parcel can gain from its environment as a 
result of positive buoyancy. This parameter is usually available as a direct NWP output. 
(Tier 1/Tier 2*)

h.	 Convective Inhibition (CIN) (Mapes, 1999) refers to a negative buoyant energy 
that will inhibit the convection from occurring. Conceptually, it is the opposite of 
CAPE. The presence of CIN in most cases is at the lower part of the atmosphere. 
(Tier 1/Tier 2*)

* The above diagnostic information is classified as Tier 1 if it is provided as an NWP model 
output. If it is not provided as an NWP model output, and instead requires data from multiple 
vertical levels within the NWP model, it is classified as Tier 2.

3)	 Most existing operational NWP models have condensation schemes that can only 
produce liquid and solid precipitation as direct model outputs. To obtain mixed-phase 
precipitation, some diagnostic methods (Bourgouin, 2000; Scheuerer et al., 2016) are 
used. The calculations for these methods are usually done within the model, but they can 
be postprocessed outside of the model. They are usually based on model’s environmental 
temperature and assume unbiased input. Diagnostic methods for calculating mixed-phase 
precipitation are classified as Tier 1 if they are carried out within an NWP model with 
precipitation types presented as model outputs. However, if methods for calculating 
mixed-phase precipitation are carried out outside of an NWP model, they require data on 
multiple model levels and are classified as Tier 2.
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2.2	 Orographic downscaling (Tier 1)

The surface fields, such as the surface temperature, of a model at a point m1 can be projected 
over a given region at a corresponding point m2. Depending on the resolution of the model, 
a direct interpolation may cause a misrepresentation in the continuity of the field once several 
other neighbouring points are projected. This occurs in particular over areas of complex 
topography due to height variations between the model topography and the actual region. 
Postprocessing can be used to downscale the surface temperature, for example, by using a 
standard lapse rate of L=6.5 °C/km (or the model environmental lapse rate when available) 
to estimate the temperature difference between points m1 and m2 and then by adding or 
subtracting the correction to the field at m2. This is done by simply defining the height difference 
between m1 and m2 and then multiplying this difference by L. The same technique can be used 
for the neighbouring points. The resulting output is an adapted and continuous model surface 
temperature projected over the needed region.
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CHAPTER 3. UNIVARIATE STATISTICAL POSTPROCESSING 

Because statistical postprocessing can dramatically improve the quality of forecast products, it 
has been discussed in the literature for many decades. Early weather forecasts were sometimes 
adjusted based on a technique known as the “perfect-prog” method (see, for example, 
Wilks, 2019), which required no training data from the dynamical model. The MOS method 
began to be used when sufficient dynamical-model training data became available (Glahn and 
Lowry, 1972). The MOS approach, based on linear or multiple regression, has generally been 
preferred over the perfect-prog method because the latter is unable to make adjustments to the 
forecast in situations when the weather forecast is clearly biased. 

Figure 2 presents a brief example illustrating the potential benefits of statistical postprocessing. 
In this example, past numerical forecasts at a certain lead time and the corresponding 
observations are available for a certain time period in the past. The upper panel shows the 
temporal evolution of the forecasts generated via the Global Forecast System (GFS) without 
correction. A clear overall bias is present in the forecasts (estimated from the differences in the 
dashed lines). Statistical postprocessing aims to adjust the forecast to remove the estimated bias. 
The lower panel shows the forecasts with corrections based on the classical MOS approach of 
Glahn and Lowry (1972). This approach will be introduced in Section 3.2.

Slightly more complicated corrections can be made to ensemble forecasts to incorporate 
corrections for typical overconfidence in raw ensemble forecasts. These corrections fit a 
probability density function (PDF) using equations to predict a postprocessed mean and spread 
(standard deviation of the ensemble with respect to its mean). This is illustrated in Figure 3. The 
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Figure 2. Temporal evolution of predicted (grey) and observed (red) 2-m temperature at 
Grand Junction Airport (Colorado, United States of America) at +72 h forecast lead time. 
Upper panel: raw forecast; lower panel: postprocessed forecast. The dashed lines in the 

upper panel provide smoothed time series to more clearly illustrate the bias.

Source: M. Scheuerer, NOAA/Office of Oceanic and Atmospheric Research/Physical Sciences Laboratory and University 
of Colorado/Cooperative Institute for Research in Environmental Sciences
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grey area in the upper panel represents the spread of values given by the raw ensemble forecast 
generated via the Global Ensemble Forecast System (GEFS). If only mean bias is corrected, the 
ensemble is overconfident and unreliable. However, the observed temperature, represented 
by the red line, frequently lies outside that spread, so the forecast is overconfident in how 
accurately it can predict the temperature. The lower panel depicts quantiles of fitted distributions 
that account for both corrections to the mean and the spread calculated using ensemble 
MOS (EMOS). Popular methods of mean and spread adjustments are presented in Section 3.3. 

Different users may desire different types of postprocessed ensemble outputs. Some may simply 
want PDFs that are reliable at each observation location or grid point, while others may wish for 
the postprocessed guidance to still have realistic variability in time and space. For example, the 
raw forecast for ensemble member 1 may be the windiest member at Los Angeles in the western 
United States but the least windy member at New York City, and the application (for instance, for 
airplane flight routing) may need ensembles with realistic variability in space and time but with 
the biases removed. Methods that process the data “univariately”, that is, independently from 
one grid point to the next, may destroy the underlying rank-order relationships that existed in 
the original ensemble. The focus of this chapter is on univariate statistical postprocessing, but if 
the end products are reconstructed ensembles, multiple statistical postprocessing methods may 
be possible. Multivariate statistical postprocessing will be addressed in Chapter 4.

The remainder of this section presents an overview of several common univariate techniques, 
starting with simple techniques and progressing to more algorithmically complex ones.
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Figure 3. Temporal evolution of predicted (grey) and observed (red) 2-m temperature at 
Grand Junction Airport (Colorado, USA) at +72 h forecast lead time. Illustration of an 

ensemble MOS approach to statistically adjusting for both bias in the mean forecast and 
overconfidence. Top panel: quantiles of the raw ensemble forecast; bottom panel: 

statistically adjusted quantiles of the ensemble prediction.

Source: M. Scheuerer, NOAA/Office of Oceanic and Atmospheric Research/Physical Sciences Laboratory and University 
of Colorado/Cooperative Institute for Research in Environmental Sciences 



3.1	 Deterministic bias correction (Tier 1)

Deterministic bias correction may be suitable for correcting a single-member (deterministic) 
forecast or adjusting the mean of an ensemble. It is most suited to variables that have Gaussian 
or near-Gaussian distributions and variables whose systematic errors are relatively large 
compared to the random errors in the training sample. This method has been used successfully 
to adjust many forecast variables such as surface temperature, pressure, and winds. Because of 
its simplicity, this method has been applied widely around weather forecast centres and private 
sectors for forecast calibration. The Kalman filter-type method (Kalman, 1960), a very simple 
method of deterministic bias correction, is described below.

1)	 Produce a bias-corrected forecast: The bias-corrected forecast Fc(t) on a particular day 
of year t and for a given location and forecast lead time is generated by applying a bias 
estimate B(t) to the current (raw) forecast F(t). These forecasts are computed independently 
for each lead time and each grid point or station location. When the procedure is initiated, 
the bias estimate is typically cold-started with a value of 0.0:

	 F t F t B tc ( )= ( )− ( )� � � � 	 3.1

2)	 Compute the most recent forecast bias: When the verifying observation becomes 
available, the sample forecast bias b(t) is calculated:

	 b t F t O t( )= ( )− ( )� � � � 	 3.2

3)	 Update the bias estimate: The running bias estimate is updated using a weighted 
combination of the previous day’s bias estimate B(t) and the current day’s sample bias b(t) 
using a weight coefficient w:

	 B t w B t wb t+( )= −( ) ( )+ ( )1 1� � � � �� 	 3.3

An advantage of the Kalman filter-type bias correction method is that it is easy to implement. The 
system does not need to store or save a long time series of prior forecasts; it only needs to update 
and save the previous day’s estimate B (t + 1).

The weight w is the parameter that controls the characteristics of the accumulated bias B(t). An 
optimal w can be obtained through trial and error. The larger the w, the more the bias estimate 
reflects the most recent data, which is appropriate if the bias is quite consistent from day to day 
but exhibits some seasonal dependence. A smaller w correspondingly provides greater weight to 
samples in the more distant past and is more appropriate if larger samples are needed to quantify 
the bias and/or the bias is less seasonally dependent. Practically, the optimal w may be some 
function of the forecast variable, forecast lead time, location or seasonality. Many operational 
centres use w=0.02 globally for all forecast variables and for all lead times (Cui et al., 2012). When 
w=0.02, it estimates the bias with the most recent 50–80 days of information (Figure 4). The 
relative impact of older training samples for other decaying average weights such as 0.01 and 
0.05 is also shown in Figure 4. The x-axis is for past days (negative number), and the y-axis is for 
normalized weight.

An example of the benefit of this simple Kalman filter-type bias correction is shown for northern 
hemisphere 2-m temperature using a decaying average weight w=0.02 (Figure 5). Verification 
statistics were calculated over the two-month period ending 27 April 2007 and indicate that 
mean absolute errors (Wilks, 2019) were reduced by nearly 50% across all lead times. 

Like any method, this particular deterministic bias correction has advantages and disadvantages. 
Its simplicity is a major advantage, as is the lack of any need to store long training data sets. 
A simple method like this, however, may not provide the magnitude of improvement that is 
possible with more involved methods, and this method is not applicable for very long training 
data sets such as multi-decadal reforecasts. It is also not the method that should be used for 
non-Gaussian-distributed variables such as precipitation amount. 
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3.2	 Deterministic model output statistics method (Tier 1)

A step up in terms of algorithmic complexity (with respect to the deterministic bias correction 
method) involves applying regression analysis procedures that permit corrections not only 
for overall biases but also for some state dependence (for example, different biases for warm 
versus cold forecast temperatures). The classical MOS correction approach operates on a 
single deterministic dynamical forecast available at a specific lead time t, applying multiple 
linear regression:

F t F tc
i

N

i i( ) = + ( )
=
∑α β

1
3.4

Fc(t) is the corrected forecast and Fi(t) is the set of predictors generated by the dynamical model 
at time t. The parameters α and βi for i=1, …, N, are estimated by minimizing a cost function, 
typically the squared difference between past observations and forecasts coming from a training 
sample, which must be archived in contrast to the decaying average bias correction discussed 
previously. Often, one of the predictor variables corresponds to the quantity F of interest if it is 
available as a prognostic variable in the dynamical model.

The forecast performance of the first raw dynamical model outputs was not as high as those of 
the present day, and the MOS equations sometimes included 10 or more additional predictors 
(Glahn, 2014), including other dynamical prognostic variables, recent surface observations, 
climatological values, and some aspects of seasonality or orography (see, for example, 
Jacks et al., 1990). With improved model performance in recent years, fewer predictors 
may be needed.

A word of caution about correcting each ensemble member separately

Deterministic forecast errors consist of two components: systematic errors (such as model bias) 
and random errors. Ensemble forecasts are designed to account for random errors by sampling the 
synoptically dependent uncertainty in the evolution of weather systems, so the ensemble spread 
typically increases with increasing forecast lead time. Deterministic forecast corrections such 
as those described by Equations 3.1 to 3.4 are designed to correct for systematic errors, but the 
data used to optimize the forecasts also include random errors, which increase with forecast lead 
time. In applying a MOS procedure to each member of an ensemble with the usual least-square 
minimization approach to compute regression parameters, minimizing the effect of the random 
errors results in a “regression to the mean” effect, where forecast corrections adjust each member 
forecast towards the climatological mean. If such a technique is applied independently to all 
members of an ensemble, the regression-corrected ensemble members will exhibit a much smaller 
spread, counteracting the ability of the ensemble to represent random errors. 

There are several options to counter this effect and retain the spread in the EPS forecast, including:

(i) Using the perfect-prog approach, where the regression corrections are calculated only at
short lead times, when random errors are small, and then applying the same corrections at
all forecast lead times. This approach will correct for consistent model biases and errors in
representation of local conditions by the model while retaining the ensemble spread but will
not correct for any model bias which varies with lead time.

(ii) Using the calculated biases to adjust the ensemble mean forecast at all lead times but then
adding the anomalies from the mean of each ensemble member to the corrected ensemble
mean, thus retaining the ensemble spread. This approach preserves the original ensemble
spread but does not increase it. Increasing the spread is often warranted, however, as raw
ensembles are often under-spread, even after correcting for bias.

(iii) Modifying the cost function of the minimization problem, as is done in Vannitsem (2009)
and Van Schaeybroeck and Vannitsem (2015), in which constraints are imposed to correct
the spread of the ensemble together with its mean. This approach can still be applied to the
individual members and provides reliable ensemble forecasts at all lead times.

Alternative methods which calibrate the entire ensemble distribution rather than treating ensemble 
members individually are outlined in following sections.
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Probabilistic forecasts can also be constructed using Equation 3.4, either by estimating a 
predictive distribution – usually Gaussian – around these corrected forecasts (see, for example, 
Glahn et al., 2009) or by adjusting each member of an ensemble separately (see, for example, 
Van Schaeybroeck and Vannitsem, 2011, 2015). This extension of the MOS concept to ensemble 
forecasts allows both the correction of biases due to model errors as well as a representation of 
variations in uncertainty based on variations in the ensemble spread. 

The classical MOS correction approach, which is based on linear regression, although widely 
used and an approach which provides important corrections, is difficult to implement when 
dealing with highly non-Gaussian data sets, such as hourly precipitation. This necessitates 
the use of alternative approaches. One possibility is to transform the data in order to get an 
approximate Gaussian distribution in order to implement classical Gaussian approaches (Hemri 
et al., 2015). A second possibility consists of fitting other predictive distributions, such as logistic 
or gamma, or even generalized extreme value distributions (see, for example, Wilks, 2018). 
Combinations of distributions and truncated distributions are also often used (see, for example, 
Baran and Lerch, 2018, for recent applications).

3.3	 Ensemble calibration methods 

3.3.1	 Ensemble model output statistics  
(Tier 2 with site observations; Tier 3 on a grid)

Another approach to postprocessing involves adjusting the appropriate probability distributions 
for the ensemble of forecasts. This approach is often referred to as ensemble MOS (EMOS) 
(Gneiting et al., 2005). One of the most popular EMOS methods is Non-homogeneous Gaussian 
Regression (NGR), which consists of fitting a Gaussian distribution to the set of ensemble 
members with a mean that is linearly regressed to the observed training data set, as in the 
classical MOS method (Equation 3.4), and a variance which depends linearly on the variance 
of the ensemble (see Wilks, 2018 for more details). NGR has been shown to work very well for 
variables with a probability distribution close to a Gaussian shape, for instance temperature. For 
variables such as precipitation or wind, other distributions should be used (see, for example, 
Wilks, 2018, Scheuerer and Hamill, 2015) and may be more difficult to implement successfully. 

An example demonstrating the application of two postprocessing techniques, a 
member-by-member method called Error-in-Variables MOS (EVMOS), introduced in 
Vannitsem (2009), and the EMOS-based NGR method, is provided in Figure 6. Both approaches 
provide an uncertainty band; however, there is a larger variance for NGR due to the presence 
of representativeness errors. Representativeness errors are not accounted for in the EVMOS 
method, which only corrects for the impact of model uncertainty at the scale of the model. 

In general, the EMOS approach has been used for site forecasts using site observations for 
training (Tier 2). However, this approach may also be applied to gridded data using trustworthy 
analysis fields in place of observations (Tier 3). This may be done either by calculating the EMOS 
coefficients independently at each grid point, by pooling the grid points together to generate a 
single set of coefficients for the entire domain or by employing an intermediate approach where 
grid points are pooled over a sub-domain. Calculating the EMOS coefficients independently at 
each grid point provides optimal local corrections; however, this method requires significant 
computational resources in order to generate robust EMOS coefficients and an adequate sample 
size within the training data set for each grid point. The method of generating a single set of 
EMOS coefficients for the entire domain focuses on correcting a domain-wide bias and will 
likely require a reduced training data set (compared to the method of calculating the EMOS 
coefficients independently at each grid point), as all grid points within the domain are used in 
unison to generate the EMOS coefficients. This method increases the sample size but does not 
provide location-dependent error corrections. The intermediate method of pooling grid points 
over a sub-domain produces fewer localized corrections than the method which calculates 
EMOS coefficients independently for each grid point; however, the corresponding computational 
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requirements and training data set requirements are also reduced. One disadvantage of this 
method is that there may be discontinuities at the edges of subdomains where biases are 
estimated from different samples. 

EMOS on the grid Calculation of coefficients 
at each grid point

Calculation of a single set of coefficients using 
all grid points

Advantages Local corrections Reduced training data set requirements 
to compute robust coefficients

Disadvantages More computationally expensive. 
A longer training data set likely 
required to compute robust 
coefficients. 

Only domain-wide corrections possible 
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Figure 6. EPS meteograms (EPSgrams) for one specific date (14 February 2009) at Uccle, 
Brussels (Belgium). The black dots represent the observation. The ensemble distribution is 
represented by the box-and-whiskers, with 50% of the ensemble lying in the inner box and 

the remaining members represented by the whiskers. At each lead time, the 
box-and-whiskers represent, from left to right, the EVMOS-corrected ensemble (dark grey), 

the raw ensemble (light grey) and the NGR-corrected ensemble (dark grey). 

Source: Vannitsem and Hagedorn, 2011 

3.3.2	 Bayesian model averaging (Tier 2)

Another important postprocessing approach involves combining a large set of probability 
distributions centred around or associated with a specific ensemble member. The most widely 
used method of postprocessing in this manner finds its roots in the Bayesian framework (Raftery 
et al., 2005), although it is not fully Bayesian (see Wilks, 2018 for a discussion on this topic). This 
method is known as Bayesian model averaging (BMA) and consists of constructing a corrected 
probability distribution as

f F t w f F tc
i

N

i i i( )( ) = ( )( )
=
∑

1
3.5

where wi represents the weights given to each distribution fi(Fi(t)) associated with each 
ensemble member i=1, …, N. These weights and the distribution parameters are fitted based on a 
past training data set. BMA yields a continuous predictive distribution for the forecast variable F. 
However, rather than imposing a particular parametric form, BMA predictive distributions are 
mixture distributions, or weighted sums of N-component probability distributions, each centred 
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at the corrected value of one of the m ensemble members being postprocessed. This approach 
has been used widely for both exchangeable members (where all ensemble members are equally 
likely by definition) and non-exchangeable members (see, for example, Sloughter et al., 2010; 
Baran, 2014). Other postprocessing methods corresponding to this approach include ensemble 
dressing, which was proposed prior to the development of the BMA method (Roulston and 
Smith, 2003), and other Bayesian alternatives (see, for example, Marty et al., 2015). 

There are disadvantages and reasons to be cautious of the BMA approach. These are discussed in 
such publications as Hodyss et al. (2016) and in the references therein. 

3.4	 Quantile mapping (Tier 2)

For some variables such as precipitation, bias correction may depend on the precipitation 
amount and may involve over-forecasts at low precipitation amounts and under-forecasts at 
high precipitation amounts. Techniques that are flexible enough to account for state-dependent 
biases are thus extremely useful. One approach to addressing state-dependent biases is quantile 
regression (Bremnes, 2004), which can also be of much interest when the user does not want to 
specify a distribution. 

A commonly applied procedure, known as quantile mapping, is illustrated in Figure 7. Quantile 
mapping can be applied to a deterministic forecast or individually to members of an ensemble. 
In Figure 7, two cumulative probability distributions are represented, one for the forecast and 
a second for the observations, which are obtained via a large ensemble of past forecasts. The 
red arrows show how the quantile mapping operates: given a forecast of the current day’s 
precipitation amount, the quantile associated with this amount is identified, and the forecast 
amount is replaced with the observed or analysed amount associated with the same quantile in 
the cumulative distribution. 
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Quantile mapping is an intuitive and appealing technique in concept. In practice, the differences 
between the mappings of forecast and analysed/observed distributions may be very large 
and prone to sampling variability unless large samples are used to generate the underlying 
cumulative distribution functions (CDFs). In practical applications, data from supplemental 
locations (other locations with presumed similar forecast characteristics) may be used to 
populate the CDFs (Hamill et al., 2017), and/or more conservative mapping approximations 
may be used in the tail of the distribution (Hamill and Scheuerer, 2018) to prevent unrealistically 
large mappings. 

3.5	 Machine learning 

Statistical learning or machine learning methods are used in a wide range of postprocessing 
approaches in order to extract some key representative features from a set of raw data. These 
representative features can then be used to infer new outcomes based on new information 
entering the machine learning algorithm. Machine learning methods are very successful at 
recognizing patterns in image processing (see, for example, Goodfellow et al., 2016). 

Deep learning is a particularly effective machine learning method in which the original complex 
pattern is decomposed into much simpler patterns. Paradigmatic examples are the multi-layer 
perceptron and the multi-layer neural network that allow the complex link between an input 
and an output to be decomposed into a multitude of simpler connections between nodes, at 
which linear or nonlinear functions can transform their own input (see, for example, Goodfellow 
et al., 2016). This type of method was used quite early in the atmospheric sciences (compared to 
other fields) for both statistical forecasting (Hsieh and Tang, 1998) and forecast postprocessing 
(Marzban, 2003; Casaioli et al., 2003) purposes. Early learning approaches used simple forms 
of neural networks, usually with a single layer between the input and the output. Since then, 
considerable progress has been made in increasing the types of algorithms (Goodfellow et al., 
2016) and also the efficiency of the computing. 

Simple machine learning techniques, such as employing a single-layer neural network using 
the standard software routines available in Python libraries, for example, may provide a 
quick and effective Tier 2-level alternative to some of the statistical techniques, such as MOS, 
described above. However, care should be taken to ensure that sufficient training data is used 
to cover a wide range of situations and to keep the neural network simple; otherwise, there 
is a risk of over-fitting to a small data sample, leading to poor and misleading behaviour with 
future forecasts. 

Ensemble learning methods are techniques used for classification and regression based on 
building decision trees in a training data set. As these are known to be highly dependent on 
the sample used and prone to over-fitting, randomization is used through bootstrapping and 
random predictor selection. The result of this randomization is known as a random forest (RF). 
Once a new realization of predictors is presented to the trees, the split is followed until a leaf is 
reached. The average situation associated with this leaf from the training sample is the forecast, 
which is then averaged through all the trees of the random forest. A further development to 
get distributions instead of the conditional mean has also been proposed and is known as 
quantile regression forests (QRFs) (Taillardat et al., 2016). An example of the application of the 
QRF method is displayed in Figure 8. 

Machine learning techniques will generally be Tier 2 or Tier 3 due to the requirements for 
managing large quantities of data for training and testing. Whatever machine learning technique 
is chosen, a key requirement for success is careful attention to the quality control of the data 
used, which can often be the most time-consuming part of the work. 

A comparison between neural networks, EMOS and BMA was performed in Rasp and 
Lerch (2018) and demonstrated the usefulness of adopting machine learning approaches. These 
approaches can, however, be very demanding in terms of training data. 
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3.6	 Analogue methods (Tier 3)

Analogues (or analogs) were first introduced in the 1960s to evaluate the predictability of 
large-scale atmospheric flows (Lorenz, 1969). The idea was to find similar atmospheric situations 
in a catalogue of three-dimensional pressure fields that were recorded during a certain period 
and to investigate the error amplification between forecasts starting from these analogues. At 
the time of the work of Lorenz, only five years of daily data were available to him. With these 
large-scale fields, Lorenz did not find very good analogues and hence could only reach quite 
poor estimates of the predictability of large-scale atmospheric fields. At present, the size of the 
catalogues is much larger, with longer periods of coverage and higher frequencies of recording. 
It is therefore currently possible to obtain better analogues even at very large scales; however, the 
possibility of finding “good” analogues that would allow high quality forecasts to be generated 
is still very probably quite unrealistic (see, for example, Nicolis, 1998, and the references therein). 

The analogue approach is nevertheless very useful, as illustrated by the multiple applications 
that have been made of this empirical approach to assemble similar dynamical fields. One 
prominent example is the use of analogue methods for downscaling. For example, it may be 
that there are two different data sets available, one at coarse resolution and another at high 
resolution. Furthermore, there may be a map relating some of the coarse resolution fields to 
the high-resolution ones. Usually, the coarse resolution catalogue is much larger than the 
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high-resolution catalogue. In this instance, the analogue approach seeks to find coarse resolution 
analogues to a specific target situation for which there is no high-resolution correspondence 
and to associate to the target the high-resolution field(s) of the analogue situation(s) (see, for 
instance, Maraun and Widmann (2018) for a general description and more specific references on 
this topic). 

For statistical corrections, the analogue approach has been shown to produce results 
comparable to those produced with more traditional approaches (Hamill and Whitaker, 2006; 
Delle Monache et al., 2011, 2013; Nagarajan et al., 2015). The various steps in this approach 
are nicely illustrated in Figure 9. In this example, the first column contains the targeted 
forecast (here, for precipitation), which could be a single deterministic forecast or a specific 
moment of an ensemble forecast, for instance the ensemble mean. In the catalogue of past 
forecasts, four analogues are selected based on a specific distance (second column). Once 
this selection is made, the corresponding observations (reanalyses or point observations) are 
selected (third column) and used to make probabilistic forecasts (fourth column). The verifying 
observation is provided in the last column. One very interesting advantage of this approach is 
that higher-resolution observations can be used, providing a statistical downscaling. Another 
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Figure 9. Illustration of the basic analogue technique for a two-day forecast 
The coarse-mesh ensemble mean precipitation forecast is shown in the first column, defined 
at the 16 dots and contoured in the graphic. Analogues and probability forecasts are desired 

for the dashed box in the middle. The four closest matching two-day ensemble mean 
forecasts are shown in the second column, and the higher-resolution analysed weather on 
those dates is shown in the third column. Probabilistic forecasts formed from the analysed 

analogues are shown in the fourth column for 3-mm, 10-mm, and 25-mm thresholds, and the 
analysed data are shown in the far right column. In practice, many more than four analogues 

are used to estimate probabilities. 

Source: Hamill and Whitaker, 2006
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advantage is its generality: the procedure can be applied similarly to many forecast variables 
(wind, temperature, precipitation, and so forth). A disadvantage is that it typically requires larger 
training samples to produce results as accurate as those obtained with other methods. 

3.7	 Statistical downscaling using high-resolution 
observations/analyses (Tier 3)

A high-resolution precipitation analysis, such as that produced by the Integrated Nowcasting 
through Comprehensive Analysis system (INCA) (Haiden et al., 2011) at the Austrian Central 
Institute of Meteorology and Geodynamics (ZAMG), contains information such as radar or 
satellite data applicable to areas in between observation sites. Such an analysis can provide 
observations to be used for statistical postprocessing in order to produce spatial forecasts. 
However, with a spatial resolution of 1 km and over 250 000 grid points, individually 
postprocessing every grid point can lead to spatial inconsistencies and is computationally 
expensive. Dabernig et al. (2017) introduced a method which allows all stations to be 
postprocessed simultaneously. This method was adapted in Dabernig et al. (2019) to enable all 
grid points of an analysis to be postprocessed simultaneously. 

The basic idea in Dabernig et al. (2017) involves the use of standardized anomalies of 
observations and NWP forecasts. These standardized anomalies do not contain any 
station-specific characteristics, which allows all stations/grid points to be forecasted with one 
single non-homogeneous regression (NHR) simultaneously. This method is called standardized 
anomaly model output statistics (SAMOS). To standardize observations and forecasts, a 
climatological mean is subtracted from the daily forecast and divided by a climatological spread, 
as shown in the following equations:
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with µ as the climatological mean, σ as the climatological spread, y as the observation, ens as the 
ensemble forecast and y*, m* and s* as the standardized anomalies of observation, ensemble 
mean and ensemble spread, respectively. 

A forecast example for temperature is shown in Figure 10. The 1-km resolution in INCA 
displays clear temperature differences between valleys and mountains, whereas the European 
Centre for Medium-Range Weather Forecasts (ECMWF) ensemble mean forecasts, with 
a resolution of ~18 km, are not able to reproduce any valleys. SAMOS is able to reintroduce the 
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complex structure of alpine valleys into the larger forecast pattern of ECMWF. Further details, 
other variables and verification compared to a station-based method can be found in Dabernig 
et al. (2019). 

To summarize, SAMOS allows all grid points in a 1-km resolved analysis to be postprocessed using a 
parsimonious method, preserves the spatial pattern and is similar in skill to a point-wise NHR. 

3.8	 Spatial methods – neighbourhood processing (Tier 2)

Most postprocessing methods are based on an assumption that the NWP model or ensemble 
can approximately predict the spatial location of weather events. Errors in location or timing of 
such events are common but are particularly severe for very high-resolution convection-allowing 
models and ensembles in which convective storms can be explicitly represented. While the 
models may represent convective storms realistically within a region, the precise location and 
timing of storms is very unlikely to be predictable. Neighbourhood processing methods have 
been developed specifically to address this problem. The assumption in a neighbourhood 
approach is that a storm prediction centred on one model grid cell is equally likely to occur at a 
number of grid cells within a neighbourhood around that location. This is illustrated in Figure 11 
for an event (for example, rain rate exceeding 1 mm/hr) which occurs at a number of grid cells 
that are highlighted in grey. The probability of rainfall occurring at a grid cell is calculated 
as the proportion of cells within the neighbourhood where the event occurs – in Figure 11, a 
neighbourhood of 5 x 5 cells is used. Use of a larger neighbourhood will smooth the spatial 
uncertainty more, but use of an excessively large neighbourhood risks losing the resolution of 
predictable detail that is available from the models. 

Neighbourhood methods can be used to generate a probability estimate from a single 
deterministic model forecast where there is spatial uncertainty but can also be used for every 
member of an ensemble forecast. With an ensemble, the neighbourhood method will smooth 
unrealistic spatial variability in the probabilities from the raw ensemble by, in effect, generating 
a much larger ensemble size with which to estimate the probability at a grid location. The 
ensemble members account for uncertainty due to the larger-scale synoptic evolution of the 
forecast, while the neighbourhood takes account of local spatial uncertainty. In practice, to 
achieve reasonably smooth probability fields, a much smaller neighbourhood is generally 
required with an ensemble than with a deterministic model, allowing better retention of spatial 
resolution in the forecast. 
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Figure 11. Illustration of the use of a neighbourhood of grid cells, in this case, 
a neighbourhood of 5 x 5 cells, to estimate the probability of an event occurring in the 

central cell when there is spatial uncertainty in the prediction

Source: F. Rust, N. Roberts and K. Mylne, Met Office UK © British Crown copyright
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The basic neighbourhood method is most applicable for precipitation from convection-allowing 
models and EPSs, but some additional enhancements may be required for other applications. 
It may be desirable to use the same size neighbourhood for all variables for consistency, but 
in many cases where elements are less spatially uncertain, it may be more appropriate to use 
smaller neighbourhoods for some variables. A simple neighbourhood as described above may 
not be appropriate where the weather element is sensitive to local geographic effects such as 
topographic height or coastal effects, and some enhanced methods are given below:

• Topographic neighbourhood: For temperature or wind speed, for example, where the value
varies significantly with orographic height, a topographic neighbourhood can be used to
select only those neighbourhood grid cells with a similar orographic height. An alternative
approach might be to make orographic adjustments of values to the height of the central
cell. For some elements, such as visibility (or fog) occurring in valleys or over hilltops, this
method may be important to retain model-resolved detail.

• Orographic enhancement: Where precipitation occurs over a region with significant
orographic variation, some orographic adjustment of precipitation rates may be required to
adjust values from one grid cell for use at a neighbouring location.

Software and documentation for neighbourhood processing, including topographic 
neighbourhoods, are available at https://​github​.com/​metoppv/​improver. 

3.9	 Extreme events 

Reliable estimation of the probability of extreme events is important for many applications such 
as the issuing of risk-based severe weather warnings. However, the calibration or bias correction 
of extreme event forecasts presents particular challenges for statistical postprocessing because 
extreme events are (by definition) rare in the data samples. For example, a simple bias correction 
of a temperature will reflect the mean error of a model across a wide range of weather types, 
but it is likely that when the model forecasts an exceptionally high (or low) temperature, its 
error characteristics may be quite different, and the bias “correction” applied by postprocessing 
may be inappropriate, possibly even in the wrong direction, making the forecast worse rather 
than better. There are a number of methods which may be used to better account for extreme 
forecasts in statistical postprocessing. Caution should also be exercised in assessing the quality of 
any correction for extreme events since the sample size in any verification is likely to be small and 
may not be representative of future extreme events. 

• The use of more complex state-dependent corrections, for example, the development of
a regression line (or curve) to estimate the bias as a function of the forecast value, may
better estimate the expected bias for an extreme forecast. One approach may be to use
an extreme value distribution to estimate the error for an extreme forecast. However, care
must be taken not to over-fit estimates to very small samples of extreme events which may
not be representative of future errors. (Tier 1)

• Various methods may be used to increase the sample size of statistical training data for
extreme events:

– Reforecast data sets are available for some major EPSs (see, for example, Vitart et al.,
2019). These data sets provide re-runs of the forecast system for many previous
seasons. Combined with the corresponding observations, reforecasts can be used to
train a calibration over a much longer period with consistent forecast performance,
better capturing extreme events (Hamill et al., 2004; Hamill, 2012). (This approach
requires access to long archives of quality-controlled observations and the
management of very large quantities of data.) (Tier 3)

– Another approach to increasing the data sample, which may be applied for training
a calibration for a location without access to reforecast data sets, is to identify other
supplemental locations with similar characteristics and therefore similar forecast error
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characteristics. Data for these supplemental locations can be used to provide a much 
larger sample for calibration at the location of interest (Hamill et al., 2017). (Tier 3 
due to complex data handling)

• A simple approach to avoiding the use of inappropriate “corrections” where there is a
concern that the method used may not be appropriate for extremes is to apply a weighting
to the correction which reduces towards zero as the forecast value becomes more extreme,
thus reverting the forecast back to the raw model forecast in extreme situations. One
example of this approach is given by Equation 6 in Hamill and Scheuerer (2018). (Tier 1)

One of the challenges for forecasting extreme events is the limited extent to which NWP models 
may be able to fully represent meteorological extremes, or of the ensemble to capture the 
extreme event within the ensemble spread (sampling). An effective way to compensate for this 
is to consider forecasts in terms of the predicted anomaly from the model climate rather than 
in absolute terms. By relating the model climate to the real observed climate using a technique 
such as quantile mapping (see Section 3.4), the predicted anomaly may be related to expected 
extremity in the real climate. For this purpose, the model climate is best defined using a set 
of reforecasts (see Section 7.4), where available, or otherwise from as many recent forecasts 
as can be accumulated. Anomaly forecasts may be expressed in different ways, but examples 
may include:

• Probability of exceeding the 90th or 99th centile of climatology;

• Probability of exceeding two standard deviations above or below the climatological mean.

Where the model and observed climatological data are readily available, these methods are 
classified as Tier 2, but if these data have to be generated, the methods are Tier 3. 

Some advanced postprocessing methods have been developed at major centres specifically to 
address extreme event prediction from global ensembles. Two examples, the Extreme Forecast 
Index and Point rainfall, are given below.

3.9.1	 Extreme Forecast Index (Tier 3)

The Extreme Forecast Index (EFI) (Lalaurette, 2003; Zsoter, 2006) is an example of a 
postprocessed product that is specifically designed to provide guidance for anomalous, extreme 
or severe weather events (for example, heavy precipitation, strong winds, extreme temperatures, 
or unusually high ocean waves). EFI compares the ensemble forecast probability distribution 
to the distribution of the model climate for the chosen weather variable, location, time of year 
and forecast lead time. The underlying assumption is that, if a forecast is anomalous or extreme 
with respect to the model climate, the real weather is also likely to be anomalous or extreme 
compared to the real climate. EFI takes values between +1 (all members are above the climate 
maximum) and -1 (all members are below the climate minimum). The closer EFI is to +1 or -1, 
the more likely it is for extreme weather to occur. Complementary products that focus on the 
magnitude of the extreme, such as the Shift of Tails (SOT), can also be produced.

The model climate that is needed to compute EFI is usually generated from reforecasts provided 
by the producing centre. More information about EFI and SOT can be found in the ECMWF 
Forecast User Guide. 

3.9.2	 Point rainfall (Tier 3)

The model output fields from an ensemble forecast are grid box average values. For precipitation, 
for example, they represent the average rainfall over the grid box, which can represent an area of 
20 x 20 km to 100 x 100 km for global ensemble model forecasts. The observed rainfall totals at an 
individual location (such as a particular rain gauge) can be quite different from these area-average 
values. For extreme rainfall in particular, it is important to take account of this difference, and 
postprocessing methods have been developed to address this issue. 
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ECMWF point rainfall probability (ecPoint) (Pillosu and Hewson, 2017) is an example of such a 
postprocessed product. A comparison of raw ensemble and point rainfall charts is presented 
in Figure 12. Postprocessed products add value to existing products by accounting for the different 
degrees of sub-grid variability and grid-scale bias that exist in different weather situations. For 
calibration, ecPoint uses short-range control run 12-hour rainfall forecasts covering one year (the 
"training period") which are individually compared with rainfall observations for the same times 
within the respective grid boxes. This procedure involves segregation according to grid box 
weather types, each of which has different sub-grid variability structures and/or different associated 
bias corrections. The 12-hour point rainfall system introduced into operation in April 2019 
incorporated 214 such types. The type definitions are currently based on the following parameters: 
convective rainfall fraction, total 12-hour precipitation forecast, 700 hPa wind speed, Convective 
Available Potential Energy (CAPE) and 24-hour clear-sky solar radiation. For more information on 
the point rainfall product and the postprocessing methodology used to generate it, see:

•	 ECMWF Forecast User Guide (https://​confluence​.ecmwf​.int/​display/​FUG/​Point+Rainfall) 

•	 https://​www​.ecmwf​.int/​en/​newsletter/​159/​news/​new​-point​-rainfall​-products​-eccharts.
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0                 0.5                2                  5                 10               20                30                40               50                60                80              100
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Figure 12. Comparison of raw ensemble and point rainfall charts. The charts show the 95th 
percentile for the raw ECMWF ensemble forecast (left) and for the corresponding ecPoint 

rainfall forecast (right) for 0600 to 1800 UTC on 2 April 2019 (T+90 to T+102). Although it is 
occasionally not the case, in this particular example, the areas where there is a 5% chance of 

large accumulations, for example 60 mm or more in 12 hours in the Argentina–Paraguay 
border region, are more extensive in the point rainfall product than in the raw ensemble. 

Source: https://​www​.ecmwf​.int/​en/​newsletter/​159/​news/​new​-point​-rainfall​-products​-eccharts
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CHAPTER 4. MULTIVARIATE POSTPROCESSING 

In Chapter 3, several approaches to the statistical postprocessing of univariate distributions 
were briefly presented. It may also be of interest to Members to utilize forecasting fields that 
display either spatio-temporal coherence or inter-variable dependence, or both (Schefzik and 
Möller, 2018). 

Two main routes to preserve these properties are illustrated in Figure 13. Starting with the raw 
ensemble (top left box), one route consists of applying linear statistical postprocessing to each 
member of the ensemble (arrow from top left to bottom left), an approach currently known as 
member-by-member postprocessing (MBMP). This approach usually preserves the correlation 
structure of the forecasts (see, for example, Van Schaeybroeck and Vannitsem, 2015). A second 
route, by which the univariate raw PDF built on the raw ensemble is statistically postprocessed, 
is displayed from top left to top right and from top right to bottom right. At this stage, the 
spatio-temporal correlation could be heavily modified, and a final stage is therefore needed 
in order to recover the spatio-temporal coherence of the fields. The first section of this chapter 
provides more discussion of methods appropriate to multivariate postprocessing.

An entirely different approach involves combining multiple sources of forecasts. This approach is 
usually referred to as blending. One method for blending is presented in Section 4.2.

Figure 13. Two routes for postprocessing ensemble forecasts. Top left to bottom left: 
Transformation of single ensemble members. Top left to top right: Construction of the raw 

PDF, followed by (top right to bottom right) calibration of the PDF and, if necessary (bottom 
right to bottom left), a reordering of the members to reassign spatial or temporal 

consistency. The acronyms MBMP (member-by-member postprocessing), EMOS (ensemble 
model output statistics) and ECC (Ensemble Copula Coupling) refer to specific techniques 
that can be used along these two routes. The symbols μ and σ represent the mean and the 

standard deviation of the distributions, respectively. The subscripts R and C refer to the raw 
and corrected ensembles, respectively. 

Source: B. Van Schaeybroeck, Royal Meteorological Institute of Belgium
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4.1	 Ensemble copula coupling (Tier 3)

Two different strategies to preserve coherence in distribution-based models have been proposed 
in the literature. One strategy, which is useful when dealing with a small number of predictands, 
is to encode this information in a specific parametric multivariate distribution (see, for example, 
Schuhen et al., 2012). A second strategy, which is particularly suitable when dealing with a 
large number of predictands, is to adopt a non-parametric approach to preserving coherence. 
Ensemble copula coupling (ECC) is a prominent example of this second strategy; the Schaake 
shuffle is another important example (Schefzik, 2017). 

ECC (and also the Schaake shuffle) is based on the reordering of samples produced by 
postprocessed univariate predictive distributions depending on a dependence template linking 
the different predictands. 

Figure 14 illustrates the impact of using ECC in order to preserve the spatial correlation between 
two stations in Germany: Berlin and Hamburg. The three panels on the left show the raw 
ensemble forecast issued by ECMWF and valid at 0000 UTC on 13 January 2011. The red dots 
represent the 51 joint events of the ensemble forecast, and histograms are provided for each 
station. A clear joint dependence structure is visible between the two stations. In the middle 
three panels, postprocessing using BMA is performed separately at each station, and the original 
correlation structure is lost. When ECC is applied to the data after BMA, a new dependence 
structure appears, as illustrated in the three panels on the right. 

Note that ECC preserves correlations that were already present in the original spatial 
fields. If large errors exist in these dependences, these errors will be propagated to the 
postprocessed fields. 

4.2	 Blending of nowcasts and short-lead NWP forecasts (Tier 3)

A typical application of postprocessing at short leads is the production of a high-resolution 
rainfall forecast for leads of 1–2 hours. Quantitative precipitation nowcasts are mainly based 
on the advection of rainfall fields observed by meteorological radar. This type of forecasting, 
called Lagrangian extrapolation, is characterized by high initial skill that rapidly decreases with 
forecast lead time, as shown by Golding (1998). The two main sources of error in Lagrangian 
persistence forecasts are the growth and decay of the precipitation and the temporal evolution 
of the advection field (Tsonis and Austin, 1981; Radhakrishna et al., 2012), and Germann 
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Figure 14. Left: Raw ensemble forecast of 2-m temperature issued for Berlin and Hamburg. 
The joint events are represented by the red dots, and the histograms represent the univariate 
distributions. Middle: Univariate postprocessing by BMA is provided for both stations. Right: 

Ensemble obtained after applying ECC. Ensemble forecast at 24-h lead time valid at 
0000 UTC on 13 January 2011.

Source: Roman Schefzik, Medical faculty Mannheim of Heidelberg University, Germany



and Zawadzki (2006) showed that the importance of these two factors is case-dependent. 
Extrapolation-based forecasts are superior to NWP forecasts for lead times of on average three 
hours depending on the meteorological situation (Simonin et al., 2017). The final forecast for very 
short timescales should therefore be a judicious combination, commonly known as blending, of 
extrapolation and NWP with data assimilation, as stated originally by Browning (1980). Several 
methods have been developed to blend these two sources of information (see, for example, 
Pierce et al., 2000, Hwang et al., 2015, Atencia et al., 2010, and Hu et al., 2019). 

In broad terms, there are two ways of carrying out this blending. The first involves the 
introduction of NWP rainfall information into the stochastic generator. One example of this 
type of blending is the Short-Term Ensemble Prediction System (STEPS) (Bowler et al., 2006). 
STEPS is a stochastic blended precipitation system that combines an extrapolation nowcast, a 
downscaled NWP model and a small-scale noise field. The Spectral Prognosis (S-PROG) model 
developed by Seed (2003) is used in STEPS to simulate the uncertainties in the evolution of 
precipitation patterns. In the S-PROG model, Fourier filters are used to decompose the rainfall 
field into a multiplicative spectral cascade. This separation allows the different scale components 
of the precipitation pattern to be treated independently and attributes different weights to 
different scales. 

The second way of blending involves assimilating the nowcast product as the external data 
source to establish the initial conditions of the NWP model. A good example of this type of 
blending was developed by Nerini et al. (2019), who used the reduced-space ensemble Kalman 
filter method to include the EPS forecast in the advection system. 

The nowcasting mentioned in the above two types of blending is usually deterministic; however, 
it is also possible to use ensemble nowcasting in the blending. Blending ensemble nowcasting 
and ensemble NWP is a way to ensure that the transition from the nowcasting component to 
the NWP component is smooth and consistent in terms of the forecast. In addition, Kober et al. 
(2012) and Scheufele et al. (2013) have shown that, with respect to accuracy, a blending of 
probabilistic radar-based nowcasts and probabilistic model-based forecasts results in an overall 
forecast that is at least as skilful as, and may even exceed, the skill of each individual component. 

A potentially important consideration in applying blending is the fact that forecast predictability 
varies with the meteorological situation (Stensrud and Wandishin, 2000; Kühnlein et al., 2013). 
Characteristics of convection such as intensity or organization are controlled in part by the 
large-scale flow pattern and in part by properties of the local environment such as variability in 
the planetary boundary layer. Done et al. (2006) introduced a convective adjustment timescale 
parameter to characterize the degree of large-scale versus smaller-scale/orographic forcing 
control by distinguishing between equilibrium and non-equilibrium convection. This parameter 
has been used to classify convective regimes in observational data sets (Zimmer et al., 2011) 
and to provide regime-dependent diagnostics of NWP models and sources of uncertainty in 
ensemble forecasts (Keil and Craig, 2011). In addition, this parameter can be used to modify 
the weighting of the nowcast (or NWP forecast) depending on the meteorological situation 
(Kober et al., 2014). Raynaud et al. (2015) used a scheme of blending probabilistic information 
by utilizing flow-dependent Bayesian weighting and time-lagged ensemble members to 
create a smooth transition between different initialization time runs of the NWP forecast. 
Raynaud’s approach would be preferred over Done’s parameter when time-lagged ensemble 
members are used.

Recent studies about the performance of different NWP forecasts for flood forecasting (Cloke 
et al., 2017) and about the performance of nowcasting (Berenguer et al., 2011) with respect to 
rainfall have shown that forecast performance varies locally. This has been translated into a new 
trend in the blending methodologies where localization plays a role. Three examples of this new 
trend are presented in Moisselin et al. (2019), in which the weights used in the blending are 
computed for small boxes covering the whole domain, Sideris et al. (2020), in which the growth 
and decay of the rainfall system is computed locally from the NWP product and introduced into 
the nowcast, and Atencia et al. (2020a, 2020b), in which a variational approach with localization 
is used to compute local and flow-dependent weights. 
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The advantages of taking into account localization considerations in a blended forecast are 
presented in Figure 15, which compares non-localized blending and localized blending to 
observation. The purple circle in each image clearly shows that the localized forecast correctly 
predicted the growth of a storm that was not predicted (and consequently not properly 
advected) in the non-localized forecast. Non-localized blending has a unique (global) weight 
for the whole domain, which forces it to find a compromise between regions where the 
extrapolation has correctly forecasted a storm and regions where NWP has correctly predicted 
the evolution of the storm. This compromise tends to smooth both the extrapolation and NWP 
fields (by averaging them) and reduces the high intensity in regions where either extrapolation 
or NWP has consistently been accurate. The introduction of localized weights allows these 
regions to give the proper weight (in a statistical sense) to either the extrapolation or the NWP 
model and to reduce the smoothing effect resulting from using a global weighting.

Non-localized blended

49°N

47°N

10°E       12°E      13°E        16°E

Localized blended Observation

49°N

47°N

49°N

47°N

10°E       12°E      13°E        16°E 10°E       12°E      13°E        16°E

Figure 15. Comparison of classical global weight (non-localized) blending versus the new 
developments where the weights are local dependent (localized). The figure shows the 

precipitation for the two blending methods (T + 5 hours lead time) and the corresponding 
observation analysis (right) for 2300 UTC, 12 July 2016 to 0000 UTC, 13 July 2016. The purple 

circle highlights the benefits of localized blending where high intensities are present 
(matching the observations); the non-localized forecast, in contrast, predicts a much less 

significant amount of rain in this area.

Source: Aitor Atencia, Austrian Central Institute of Meteorology and Geodynamics (ZAMG)/Department of forecasting 
models

27



CHAPTER 5. MULTI-MODEL ENSEMBLES (TIER 3)

Many studies, including Vislocky and Fritsch (1995) and Whitaker et al. (2006), have found that 
the statistically postprocessed output from a combination of multiple prediction systems can 
produce a significantly more skilful forecast than the statistically postprocessed output from a 
single prediction system. One difficulty related to multi-model systems is that the developer must 
keep the training data up to date for multiple prediction systems, which can involve considerable 
time and effort. Further, as demonstrated in studies such as Hamill et al. (2008), Hagedorn et al. 
(2008), Hamill (2012), and Hamill and Scheuerer (2018), if the skill of one prediction system 
greatly exceeds that of other systems in a multi-model ensemble, the multi-model performance 
provides little improvement in the postprocessed forecast compared to the most skilful system. 
Nevertheless, for equally skilful systems, blending the data from multiple predictions may 
be an option. 

Just as there are diverse approaches to postprocessing for single model systems, there are also 
many reliable approaches to postprocessing for multi-model systems. One such approach that 
has been applied in many situations involves the Bayesian model averaging (BMA) method 
discussed in Section 3.3.2 (Raftery et al., 2005, Sloughter et al., 2010, Wilson et al., 2007). BMA 
can be thought of as the regression correction of various members of the multi-model ensemble 
to the observations or analyses, followed by a weighted “dressing” of the regressed ensemble 
members. That is, the final PDF is a weighted sum of kernels of probability density centred 
on the regression-corrected members. As this method has been widely used, it has also been 
subject to considerable scrutiny, as reflected in constructive critiques such as Hamill (2007), 
Bishop et al. (2008), Fraley et al. (2010) and Hodyss et al. (2016). These authors suggest possible 
modifications to the BMA method to make it more generally extensible and to provide more 
realistic guidance with shorter training data sets. 

Hamill et al. (2017) and Hamill and Scheuerer (2018) demonstrate another multi-model 
statistical method, in this case specifically for precipitation amount forecasting. As opposed to 
the regression-based corrections underlying BMA, in this method, biases that may depend on 
precipitation amount in a given model within a multi-model ensemble are compensated for 
using quantile mapping. Spread corrections are addressed through dressing (Hamill et al., 2017), 
and in a subsequent algorithmic adjustment, through a weighting of sorted members to address 
problems of overconfidence in the predictions. 

For extremely sophisticated multi-model developers, a potential issue may be that a simple, 
weighted combination of postprocessed PDFs from independent prediction systems may 
result in an ensemble that is sub-optimal and could be sharpened, improving skill (Gneiting 
and Ranjan, 2013). This is worth being aware of, but it is probably a minor concern for most 
developers. 

In summary, multi-model methods may be worth considering if developers have ready 
access to data from multiple ensemble prediction systems, if they are willing to maintain the 
multiple forecast training data sets, and if one system within the multi-model ensemble is not 
clearly better than the others. It is recommended that developers consult with one or multiple 
designated Global Data-processing and Forecasting System (GDPFS) centres which conduct 
ensemble forecasts for guidance on conducting multi-model ensemble postprocessing. 
These centres are listed in the Manual on the Global Data-processing and Forecasting System 
(WMO-No. 485) Part III.

https://library.wmo.int/index.php?lvl=notice_display&id=12793#.YKdL8JMzbX0


CHAPTER 6. VERIFICATION AND VALIDATION 

6.1	 Validation best practice 

It is important to assess the quality of any forecasting system, and an evaluation of postprocessed 
forecasts will demonstrate the benefits of the postprocessing method used. This is valuable 
information for users and essential for monitoring the ongoing quality of the product. 

The NWP ensemble forecast data provided to WMO members via the WMO Information 
System (WIS) is quality-controlled on a continuous basis by the producing centres. A standard 
set of verification scores is used in the quality control process, and the results are available on the 
websites of the WMO Lead Centre for Coordination of Deterministic NWP Verification and the 
Lead Centre for Coordination of EPS Verification:

https://​apps​.ecmwf​.int/​wmolcdnv/​

http://​epsv​.kishou​.go​.jp/​EPSv/​.

It is recommended that the same verification scores should be used to evaluate postprocessed 
forecasts. Details of the scores and how to compute them are given on the Lead Centre websites.

More information about a wide range of methods to evaluate forecasts, as well as information 
about the verification scores used by the Lead Centres, is provided by the WMO Joint Working 
Group on Forecast Verification Research on the following website:

https://​www​.cawcr​.gov​.au/​projects/​verification/​.

The following books also contain comprehensive information about forecast verification:

Jolliffe, I.T. and D.B. Stephenson, 2012: Forecast Verification: A Practitioner’s Guide in 
Atmospheric Science. 2nd Edition. Chichester: Wiley. https://​onlinelibrary​.wiley​.com/​doi/​
book/​10​.1002/​9781119960003.

Wilks, D.S., 2019: Statistical Methods in the Atmospheric Sciences. Fourth edition. Amsterdam, 
Elsevier. ISBN 9780128158234, eBook ISBN 9780128165270.

6.2	 Metrics for deterministic forecasts 

For deterministic postprocessing such as for the ensemble mean, it is recommended that the 
standard verification measures such as the root mean square error (RMSE) should be used. 
Details of the RMSE and other recommended scores are provided on the website of the Lead 
Centre for Coordination of Deterministic NWP Verification:

https://​confluence​.ecmwf​.int/​display/​WLD/​Score+definitions+and+requirements.

6.3	 Metrics for probabilistic forecasts 

6.3.1	 Introduction

Ensemble forecast systems were first designed in the 1990s in order to provide guidance for 
numerical probabilistic forecasts. Subsequently, metrics to evaluate ensemble-based probabilistic 
forecasts were developed to measure the forecast performance for general users, decision 
makers and model developers. The verification system mainly focuses on two attributes of the 
forecast: reliability and resolution (Jolliffe and Stephenson, 2012; Toth et al., 2006); this is in 
contrast to the traditional verification measures for deterministic and ensemble mean forecasts, 
which include pattern anomaly correlation (PAC), RMSE and absolute error (ABS). 

https://apps.ecmwf.int/wmolcdnv/
http://epsv.kishou.go.jp/EPSv/
https://www.cawcr.gov.au/projects/verification/
https://onlinelibrary.wiley.com/doi/book/10.1002/9781119960003
https://onlinelibrary.wiley.com/doi/book/10.1002/9781119960003
https://confluence.ecmwf.int/display/WLD/Score+definitions+and+requirements


A probabilistic forecast gives a probability of an event or category occurring, with a value 
between 0 and 1 (or 0% and 100%). Usually, it is difficult to verify a single probabilistic forecast. 
Instead, a set of probabilistic forecasts, p(i), is verified using observations (or best analyses), 
confirming that those events either occurred (o(i)=1) or did not occur (o(i)=0). Practically, 
an event or category could be defined based on 1) user-defined thresholds, 2) climatological 
percentile (or category) or climatological-equal-likely percentiles/bins, or 3) the ranking of the 
ensemble members (with an equal weighting of the members). 

With respect to the methodology of probabilistic verifications, “reliability” is defined as the 
agreement between forecast probability and mean observed frequency; “resolution” is defined 
as the ability of the forecast to resolve the set of sample events into subsets with characteristically 
different outcomes; “sharpness” is defined as the tendency to forecast probabilities near 0 or 1, 
as opposed to values clustered around the mean; and “uncertainty” is defined as the nature (in 
other words, climatological frequency) of a specified event or category. 

6.3.2	 Methodology of verification 

1) Brier score: 

The Brier score (BS) (see Brier, 1950 and Wilks, 2019) can be defined as:
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where p is the forecast probability, o is the observed frequency, and the index k denotes the 
number of the n forecast events/pairs. p and o are limited from 0 to 1 in the probability sense. 
BS = 0 indicates a perfect forecast, and BS = 1 indicates a forecast that does not predict any of the 
observed events. 

Through a common algebraic decomposition, BS can be expressed as three separate terms:

	 BS
n

N p o
n

N o o o oi i i
i

I

i i
i

I
= − − − + −

= =
∑ ∑1 1 12

1

2

1
( ) ( ) ( ) 	 6.2

where n is the total forecast number issued, I is the number of unique forecasts issued and Ni is 
the number of forecasts with the same probability category. The conditional probability of the 
observed and sample climatology can be expressed as follows:
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Equation 6.2 can be summarized as BS = reliability + resolution + uncertainty. Statistical 
postprocessing typically corrects reliability. Resolution is generally harder to improve through 
postprocessing and indeed, sometimes can be adversely affected by postprocessing. 

In addition, when considering forecast application through calibration, BS can be expressed as 
two terms: calibration + refinement:
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Calibration (the first term) can be used as a measure of statistical calibration and is equal to 
reliability. Refinement (the second term) is an aggregation of resolution and uncertainty and is 
related to the area under the relative operating characteristics (ROC) curve.

When a good reference BS is used, the Brier skill score (BSS) may be generated from the 
following formula:

	 BSS
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where ref is the reference, which is mostly the climatology (the forecast probability equals the 
climatological frequency of the event), but may be user-specified, and BSperf = 0 indicates a 
perfect forecast. BSS can be simplified as the right side of equation 6.4, which ranges from 0 to 1. 

Figure 16 demonstrates the reliability diagram with respect to the Brier score and its 
decomposition. The x-axis indicates the forecast probability, and the y-axis indicates the 
observed relative frequency. The diagonal solid straight line represents perfect reliability. 
The reliability of the forecast is determined by how closely the blue curve deviates from the 
diagonal line. If the blue curve is below the diagonal line, the forecast probabilities are too high 
(over-forecast); if the blue curve is above the diagonal line, the forecast probabilities are too 
low (under-forecast). As the curve flattens, the resolution decreases. The histogram shows the 
forecast frequency for each probability bin and the sharpness of the forecast.

2) Ranked probability score:

The ranked (ordered) probability score (RPS) verifies multi-category probability forecasts in 
order to measure both reliability and resolution based on defined (selected) climatologically 
equally likely bins:
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where k (note that k is not equal to 1) is the total category which has been defined and n is a 
number from 1 to k. P and O represent forecast and observation (or best analysis) probability, 
respectively. When a reference RPS (RPSref) (usually climatology) is defined, a ranked probability 
skill score (RPSS) can be converted from the following formula:

RPSS
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perf indicates a perfect forecast, and RPSperf is usually defined as 1. RPSS can be simplified as the 
right side of the equation and ranges from 0 to 1. 
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Figure 16. Reliability diagram demonstrating the relationship between forecast probability 
and observed relative frequency. When the no resolution and no skill (with respect to the 

climatology) lines are included, this diagram is also called an attributes diagram. 

Source: https://​www​.cawcr​.gov​.au/​projects/​verification/​
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6.3.3	 Continuous ranked probability score

The continuous ranked probability score (CRPS) is a much-used measure of performance for 
probabilistic forecasts of a scalar observation. It is a quadratic measure of the difference between 
the forecast cumulative distribution function (CDF) and the empirical CDF of the observation. It 
is similar to the RMSE measure but is used for the forecast accumulated distribution. CRPS can be 
represented in the following manner:

CRPS F x H x x dx= − − 
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∫ ( ) ( )0
2 6.7

where F(x) represents the forecast distribution and H(x) is the Heaviside function, further 
described below: 
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A calculation of the forecast CRPS is presented in Figure 17. To produce this figure, 10 ensemble 
members were ranked from low to high according to value, with equal weighting, on the x-axis. 
The actual observation is marked in blue. The percentage (0%,10%, 20%…100%) is marked 
on the y-axis.

In the same way that BS can be decomposed (see Section 6.3.2), CRPS can also be decomposed 
into reliability, resolution and uncertainty. The continuous ranked probability skill score (CRPSS) 
can be expressed as:

CRPSS
CRPS
CRPS

f

ref
= −1 6.8

where CRPSref is a CRPS reference that is usually calculated using climatological data. 
CRPSS ranges from 0 to 1. 
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Figure 17. Schematic diagram demonstrating an ensemble forecast distribution for 
temperature. Left: forecast PDF and observation value; right: forecast CDF and CDF of the 

observation. The CRPS calculation is an integration of the shaded area bounded by the 
forecast CDF and the CDF of the observation in the right image. 

Source: T. Hamill, NOAA/Office of Oceanic and Atmospheric Research/Physical Sciences Laboratory
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7.1	 Data-science considerations: the bias-variance trade-off

Fundamental to an understanding of all statistical algorithms is the “bias-variance trade-off”. 
There is an extensive discussion of this in Hamill (2018), and hence a long discussion here is 
omitted. With a given amount of training data, more complicated statistical algorithms generally 
are capable of reducing bias with respect to observations, but this comes at the expense of an 
increase in error variance (error of the forecasts when validated after the fact). Conversely, it 
is possible to optimize for reduced error, but this optimization results in larger biases. Model 
development often amounts to choices as to how much bias versus how much variance the 
developer is willing to accept given the training data at hand. While trade-offs between bias 
and variance are somewhat inevitable, generally more training data (a longer time series of past 
forecasts and observations) will allow more sophisticated techniques capable of limiting both 
bias and variance to be developed. 

In order to increase skill, it may be necessary for some forecast variables to have a longer training 
data time series than others. A consistent short-term forecast temperature bias that does not 
vary much from one day to the next usually can be corrected adequately with relatively short 
training data sets. If biases vary widely across training samples, or if the biases are highly 
state-dependent (for example, if the biases are different for high precipitation amounts than 
for low precipitation amounts), then more training samples are needed to produce guidance of 
acceptable quality. If the forecasts are for unusual features such as very heavy precipitation, or if 
they are for time averages, such as precipitation from three to four weeks lead time, then often 
retrospective forecasts spanning multiple years or even decades are needed to provide sufficient 
samples (Hamill et al., 2004; Scheuerer and Hamill, 2018). For example, if an 8- to 14-day lead 
time-averaged probabilistic temperature forecast uses forecasts initialized on the previous 
60 days for training data, a forecast initialized on 1 December (valid from 9 to 15 December) will 
have a significant amount of data that overlaps with data generated from a forecast initialized 
on 2 December (valid from 10 to 16 December). In other words, if only data from the previous 
60 days are used, there then are only 60/7 reasonably independent samples, clearly not enough 
to reliably estimate the systematic error among the large random errors that exist for 8- to 
14-day forecasts.

Training data can be increased by using reforecasts, or in some circumstances, by using 
methods that pool the training data in defensible ways. For example, if two locations A 
and B are suspected of having similar bias characteristics but are far enough apart to provide 
quasi-independent samples, the data from these two locations may be pooled to increase 
the training sample size. For a more detailed explanation of this point, see the discussion of 
“supplemental locations” in Hamill et al. (2017). 

7.2	 Data management considerations

If statistical algorithms are applied to improve forecasts, the developer must obtain and maintain 
archives of past forecasts and observations/gridded analyses. 

Determining the length and variety of retrospective forecast data that a developer should apply 
depends on many factors. One of these concerns the data, storage, and data transfer capabilities 
that are available, as well as the time that is required for their management. Generally, if these 
capabilities are limited, the developer should choose a methodology that uses shorter, simpler 
training data sets and simpler algorithms, with the understanding that the benefit provided will 
not be as significant as the benefit that would be obtained from algorithms using larger data sets 
and more complicated methodologies. 

If the developer chooses not to regularly update the forecast training data, the quality of the 
resulting statistically postprocessed guidance may be degraded. For example, if the training data 
has been archived from an older forecast model version that has a cold bias and the prediction 



centre has recently upgraded the model to one with a slight warm bias, using the older forecasts 
to diagnose the statistical corrections and then applying those corrections to the new, real-time 
forecasts will actually degrade the postprocessed product quality. 

In addition, the developer of the method may be interested in applying multi-model techniques. 
This requires past and current forecast guidance from multiple prediction centres. Each 
prediction centre commonly applies its own model independently of the others. It is thus 
desirable for the developer to carefully track the model upgrades and to update the training 
data relevant for each constituent prediction. Clearly, there is potential for major confusion in 
keeping the training data up to date for each prediction system so that it is possible to produce 
high-quality guidance. 

With respect to refreshing the forecast training data, if, for example, the developer is using a 
reforecast data set (retrospective forecasts of the weather using the current operational model 
version, see Hamill et al., 2013 and Vitart et al., 2019), the most recent version of the reforecast 
should be used with the upgrade to a new model. In some centres, such as NCEP in the US, these 
reforecasts are pre-computed and made available prior to the change of model version. Other 
centres, such as ECMWF, have a rolling-window production strategy; for example, in February 
they may compute retrospective forecasts for dates in March over the previous 20 years. In this 
way, many years of January–February–March data are available to develop a statistical model 
appropriate in the current February. 

Because of the challenges in maintaining up-to-date reforecast data, many developers may 
choose to only archive operational forecasts as they become available. In this scenario, statistical 
postprocessing is only applied to the last few months of forecasts for training data, and the user 
accepts the reduced quality of the postprocessed product until such time as the last few months 
of training data consist of data from the new model version. 

Some current data management challenges may, in the near future, become less challenging 
if computations are done in the “cloud”, that is, on major computer clusters run by large 
organizations such as Amazon, Microsoft or IBM. Several NWP providers as of 2020 had migrated 
or were in the process of migrating their forecast data from local servers to the cloud. For 
developers choosing cloud-based development, data management may become simpler, and 
the relevant weather services may refresh the forecast data sets themselves. The downsides of 
this approach are that the different centres may use different cloud providers and the developer 
will be paying the cloud service provider for use of their computers and for downloading the 
data to the developer’s own local storage. Still, this may be less expensive in the long run than 
paying the salary of a worker to maintain and regularly update the local storage of recent 
forecast data. 

Another consideration is whether developers have a long or short time series of local, 
quality-controlled observations that they will use to statistically adjust the forecasts, or whether 
developers are completely lacking these time series. A long time series of forecasts is not very 
useful if the developer does not have a correspondingly long time series of observations or 
analyses. Observations should, wherever possible, be quality-controlled before use as a small 
number of erroneous observations could greatly reduce the quality of statistical corrections or 
even lead to the degradation of the raw forecasts. If developers have no observations or gridded 
analyses available, they may choose to use methods to synthesize information from recent 
forecasts (see Sections 7.3.1 and 7.3.2 below) or to access observations or analyses produced 
by others. For example, the European Copernicus service provides global reanalyses of many 
variables of interest (temperature, wind, precipitation) that, while not perfect in their quality, 
may still be useful in the statistical adjustment of forecasts. 

Some of the algorithms discussed in this document may use data other than forecasts and 
observations. For example, if a developer is making forecasts for a region with many mountains, 
valleys and lakes, ancillary data sets might include terrain elevation data, land/water masks, 
or land-surface characteristics (urban, farmland, forests, and so forth). These data will aid 
in the development of algorithms that downscale the coarser resolution forecast data to a 
higher-resolution analysis grid. 
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7.3	 Basic data characteristics of ensemble forecasts 

7.3.1	 Lagged ensembles 

For a particular variable, such as total precipitation amount, a user may have a number of 
forecasts which are valid at the same time. For example, today’s 12- to 24-hour forecast 
guidance for precipitation forecasts the precipitation for the same time period as yesterday’s 
36- to 48-hour forecast guidance for precipitation. Yesterday’s forecast may be less accurate,
but in practice, it has been shown that a weighted, lagged-average forecast, even without
statistical postprocessing, commonly produces a forecast with a lower RMSE than the most
recent forecast alone (Hoffman and Kalnay, 1983). Postprocessing to generate a weighted,
lagged-average forecast is the simplest type of postprocessing that can be done to provide some
skill improvement, and it may be applied in the absence of observational data. As is common
with any weighted combination, though the resulting forecast may reduce the mean error, the
weighted-mean guidance has the tendency to reduce the amplitude of the maxima and enlarge
the area with non-zero precipitation (see Figure 18) – another example of the bias-variance
trade-off. This is because the peak precipitation is often in slightly different locations in each
lagged forecast.

7.3.2	 Multi-model ensemble combinations 

In recent years, attention has turned to how to optimally combine predictions from several 
operational global ensemble prediction systems. Can a benefit be obtained from generating 
a super-ensemble consisting of the union of the members from all the constituent prediction 
systems? Yes, but it is important to understand what may be sub-optimal about such a union. 
Commonly, these ensemble systems exhibit different skills and biases. For example, perhaps, 
for a chosen region, ECMWF’s forecasts are commonly too warm on average, while the UK 
Met Office’s forecasts are commonly too cold. Perhaps ECMWF’s forecasts exhibit relatively 
the flat rank histograms (Hamill, 2001) of a system that makes rather reliable probability 
forecasts, while NCEP’s rank histograms exhibit the characteristic U-shape of an overconfident, 
unreliable prediction system. An examination of a combination of members from each system’s 
raw ensemble may reveal evidence of clustering by system, perhaps with peaks in ensemble 
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relative frequency around ECMWF, UK Met Office, and US NWS systems. This is not a reflection 
of the true multi-modality of the forecast uncertainty, but rather of the prediction-system 
dependent biases. 

If one of each model in a multi-model system is considered, then a combination of postprocessed 
guidances from multiple models is typically more skilful (Vislocky and Fritsch, 1995; Whitaker 
et al., 2006) than a single model alone. An exception is when one model is clearly more skilful 
than the others (Hamill, 2012); in such a circumstance, the most skilful model alone may be 
sufficient. 

In summary, paying attention to the maintenance of the data used in the method is as important 
as the selection of the algorithm. In order to produce operational postprocessed guidance, 
developers will need to regularly update to new training data so that they can train new 
statistical models using that new data. This will take some significant time to do properly, and 
developers should plan for this. 

7.4	 Use of and need for reforecasts for calibration 

Reforecasts have been generated for several operational models, with descriptions in Hamill et al. 
(2004), Hagedorn (2008) Gagnon et al. (2013), and Hamill et al. (2013). These are retrospective 
numerical forecasts of the weather constructed to the extent possible to be consistent with 
the operational forecast system. Reforecasts can be particularly helpful in the statistical 
postprocessing of unusual events that may not occur in a short training sample, and they are also 
helpful for improving the skill of postprocessed events that represent time averages, such as the 
average over the second week of the forecast.

The reforecast is also used to compute the model climate for weeks 1 to 4 and the monthly 
forecast of temperature and precipitation anomalies (see Lin et al., 2016). The reforecast is further 
used to compute the model climate distribution in order to calculate the extreme forecast index 
(see Lin, 2012).
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CHAPTER 8. SOFTWARE AND TECHNICAL INFORMATION

8.1	 Data sources

–	 WMO-designated GDPFS centres (World Meteorological Centres (WMCs) and Regional 
Specialized Meteorological Centres (RSMCs)) make available deterministic and ensemble 
forecast data via WIS. Some observations are also available through WIS. 

–	 The THORPEX Interactive Grand Global Ensemble (TIGGE) archive  
(https://​confluence​.ecmwf​.int/​display/​TIGGE) provides access to a large archive of data 
from global EPSs which may be used for testing methods and training systems. 

–	 Several global NWP centres, including NCEP (USA), make EPS forecasts freely available via 
the Internet. It is likely that in the future, more centres will make both real-time and archive 
data available on cloud servers. 

8.2	 Computing platforms 

Many of the methods described as Tier 1 can be implemented on relatively small IT systems 
using relatively small quantities of data. Tier 2 and Tier 3 methods generally require access to 
larger capacity systems with the ability to handle large quantities of data. 

Increasingly, both NWP and observational data are becoming available on public cloud 
computing systems. This provides a good opportunity for NMHSs which may not have access 
to high-performance computing facilities to do EPS postprocessing in the cloud without having 
to download large quantities of data and therefore without the need for high bandwidth 
connections. 

8.3	 R packages 

R is an open-source, freely available statistical software language and environment which 
supports programming tools for a variety of applications. These include statistical techniques 
for ensemble forecasts, such as the previously discussed EMOS and MBMP. In addition, R also 
provides tools for data processing, graphical representation and verification. R is available 
from the Comprehensive R Archive Network (CRAN). Jakob W. Messner’s excellent chapter 
“Ensemble Postprocessing with R” in the book Statistical Postprocessing of Ensemble Forecasts 
(see the References section for full bibliographic details), describes the use of toolboxes 
available in R for statistical postprocessing. This chapter reviews the available packages for 
statistical postprocessing, including verification packages, and provides examples of the figures 
representing the corresponding output. The different packages available as of 2018 are listed 
in Appendix B of the chapter. Frequently used packages include ensembleMOS (Yuen et al., 
2017) and ensembleBMA (Fraley et al., 2018), while packages used for verification include 
SpecsVerification (Siegert, 2017) and scoringRules (Jordan et al., 2017). 

More recent packages have also been developed and can be found at  
https://​cran​.r​-project​.org/​web/​packages/​available​_packages​_by​_date​.html. Recent packages 
include CSTools (Perez-Zanon et al., 2019). 

8.4	 Python libraries 

There are many Python libraries which can be used in the postprocessing of NWP data. Examples 
of libraries specifically designed for use with meteorological data include:

IMPROVER: This is an open-source library of postprocessing code developed by the UK Met 
Office in collaboration with the Australian Bureau of Meteorology. It is designed to work in a 

https://public.wmo.int/en/programmes/global-data-processing-and-forecasting-system
https://confluence.ecmwf.int/display/TIGGE
https://cran.r-project.org/
https://cran.r-project.org/web/packages/available_packages_by_date.html


probability framework and includes routines specifically designed to exploit convective scale 
models and ensembles and for blending multiple models and ensembles: https://​github​.com/​
metoppv/​improver.

Community Atmospheric Model Postprocessing System (CAMPS): This is a software 
infrastructure that supports the statistical postprocessing (StatPP) of atmospheric data and is 
maintained as community code. CAMPS is currently under development and managed by the 
Meteorological Development Lab (MDL) of NOAA in the USA. It includes standards and tools for 
data representation as well as software repositories that facilitate the use of these standards. 

CAMPS aims to both modernize MDL’s StatPP infrastructure and make it readily accessible to 
outside users. The long-term vision for CAMPS is to fully replace MDL’s MOS and Localized 
Aviation MOS Program, support the National Blend of Models, and allow for streamlined 
additions of the most cutting-edge StatPP techniques. 

The latest version of CAMPS can be found on GitHub (https://​github​.com/​NOAA​-MDL/​CAMPS). 
Version 1.0.0 of CAMPS was released in January 2020. Although version 1.0.0 has limited 
capabilities, new releases with expanded capabilities are forthcoming. It is recommended that 
users check the GitHub page frequently for the latest updates and version of the software. 

More general code libraries for analysing and visualising Earth science data include Iris 
and Xarray: 

Iris is an open-source library supporting data in CF-NetCDF and other formats, including 
GRIB2, led by the UK Met Office: https://​scitools​.org​.uk/​iris/​docs/​latest and https://​github​.com/​
SciTools/​iris.

Xarray is a library that is more flexible and higher performance than Iris, and compared to Iris, 
enforces the CF convention in NetCDF less tightly. It is open source (Apache 2 licence) and 
publicly available. For more information, see http://​xarray​.pydata​.org/​en/​stable/​ or the repository 
at https://​github​.com/​pydata/​xarray. 

8.5	 GrADS

The Grid Analysis and Display System (GrADS) is an interactive desktop tool that is used for easy 
access, manipulation and visualization of Earth science data. GrADS has two data models for 
handling gridded and station data. It supports many data file formats, including binary (stream 
or sequential), GRIB (versions 1 and 2), NetCDF, HDF (versions 4 and 5), and BUFR (for station 
data). GrADS has been implemented worldwide on a variety of commonly used operating 
systems and is freely distributed over the Internet: http://​cola​.gmu​.edu/​grads/​.
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LIST OF ACRONYMS

BMA Bayesian Model Averaging

CDF Cumulative Distribution Function

ECC Ensemble Copula Coupling

ECMWF European Centre for Medium-Range Weather Forecasts

EcPoint ECMWF point rainfall probability

EFI Extreme Forecast Index

EMOS Ensemble Model Output Statistics

EVMOS Error-in-Variables Model Output Statistics

EPS Ensemble Prediction System

GDPFS Global Data-processing and Forecasting System

MBMP Member-by-member postprocessing

MOS Model Output Statistics

NCEP National Centers for Environmental Prediction

NGR Non-homogeneous Gaussian Regression

NHR Non-homogeneous Regression

NMHS National Meteorological and Hydrological Service

NWP Numerical Weather Prediction

PDF Probability Density Function

QRF Quantile Regression Forest

RF Random Forest

RMSE Root Mean Square Error

RSMC Regional Specialized Meteorological Centre

SAMOS Standardized Anomaly Model Output Statistics

WIS WMO Information System

WMC World Meteorological Centre
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