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1. COST Action TUMIEE (CA17126): this book

Tzveta Apostolova, Jorge Kohanoff, Nikita Medvedev,

Eduardo Oliva, and Antonio Rivera

This adventure started with a CECAM Workshop organized by some of us in 2015 in Dublin. One
of the recommendations that emerged from the Workshop was to propose a COST Action focusing
on the theme of multi-scale modelling of intense electronic excitation, which we did in 2017. The
proposal was approved, and the Action started in 2018 with a kick-off meeting in Brussels
(Belgium), followed by meetings in Madrid (Spain), Porto (Portugal), Warsaw (Poland) and
Marseille (France), several online workshops, and a Training School in Rethymno (Greece).
Interspersed between these activities were a substantial number of short-term scientific missions
in which scientists spend time at an institution in another country, carrying out collaborative
research. This book collects the lectures presented in the school, supplemented with specific
applications that illustrate how the multi-scale approach is implemented in specific cases of
interest. The book is intended both as a reference in the field and as a textbook for people
becoming interested or entering the field. The first part focuses on experimental methods, the
second on theoretical approaches, and the third on cases of interest. In the rest of this introductory
chapter, we set the scene by discussing some applications, the associated phenomenology, and the
multi-scale paradigm.



4 Chapter 1

1.1 Introduction

Electronic excitation reaching high energy density is central in many different applications, from
materials processing to medical treatments. It emerges when intense radiation arising from
sources such as lasers, swift ions, or high-flux X-ray or electron pulses, interact with matter.
Processes occurring in a target after irradiation span many orders of magnitude in space and time.
[t is currently impossible to treat them within a single rigorous approach. In general, only partial
aspects related to the excitation produced by this type of sources are treated. The lack of a
systematic methodology to face the simulation of the underlying phenomena makes it essential to
involve scientists from different fields, theoreticians, simulators, and experimentalists. A
successful methodology will require smart strategies to make existing solutions, which are
appropriate within restricted scopes, work together within a multiscale formalism. COST Action
TUMIEE (CA17126) was designed to tackle this challenge through the following approach:

1. Identify and propose experiments to validate simulations as an optimal way to generate
progress in the field of intense electronic excitation. One may think this is obvious and
simple. However, effects that depend on whether various processes are consecutive or
coexistent (e.g., electron-electron and electron-phonon collisions), require dedicated
time-resolved experiments to assess their role and the degree of coupling among them.
Moreover, laser-matter interaction strongly depends on the structure of the target at the
nanoscale.

2. Identify the specific role of different radiation sources on electronic excitation-induced
effects. This requires connecting different communities that explore similar effects (e.g.,
intense laser and swift ion irradiation) to contribute to a better understanding of the
general picture. It includes participation of experimentalists and theoreticians from
different fields.

3. Identify strategies to connect computational methods on different timescales (see e.g.
Figure 1.1 below). This is particularly important when the different methods do not run
consecutively but simultaneously, overlapping over a certain period of time. This will be a
central point of the project, since most methods operate reasonably well within their
scope of applicability but their coupling to other approaches is not straightforward (e.g.,
Molecular Dynamics and Boltzmann transport equation).

4. Transfer the newly acquired knowledge to industry and societal applications.

A better understanding of phenomena induced by an intense initial electronic excitation is of
interest for a broad range of disciplines: Solid-State Physics, Plasma Physics, Chemistry, Materials
Engineering, Computational Science, Electronics, Photonics, Medicine, Astrophysics. The
following are examples of straightforward applications that will benefit from progress in
understanding intense electronic excitation: plume formation by intense laser irradiation, laser-
generated particle beams, planet and star core studies, medical applications such as hadron and
X-ray therapies, generation of high order harmonics, radiation detectors, transducers, materials
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processing with swift ions, intense lasers and plasma discharges, materials and devices for nuclear
and space environments.

The field of intense electronic excitation turns out to have some peculiarities with respect to
others. It is necessary to understand them to anticipate how the field will progress in the coming
years.

() Multi-scale simulations of highly excited matter require the coupling of different methods
(see Figure 1.1 below), which typically cover different time and space scales. The methods
are relatively mature and have shown success when utilized within their natural scope of
application. The major difficulty arises when trying to couple them.

(ii) A general solution is not expected. The goal is to apply multi-scale modelling to
selected cases of interest.

Taking into account these points, one can realize that progress will be fast in some of the selected
areas, but not in all of them. When the solution to a problem depends on different coupled codes
that only slightly overlap in time and space (weak coupling), then the probability of success
greatly increases. That is, when the fine details of the physical evolution at a particular time scale
do not have a strong influence on the time scale of interest, then the development of a multi-scale
approach is easier. In general, the fewer the number of involved codes the easier the
implementation and, vice versa, the larger the number of involved codes and the stronger the
coupling between methods, the harder the implementation.

1.2 General ideas

The central theme of this book is to describe methods to model irradiation processes across many
space and time scales, where the initial stage of the phenomenon consists of intense electronic
excitation and ionization. Depending on the material and conditions, excitations and ejected electrons
may diffuse away from the region where they were created. In the case of ionization, electrons will
leave positively charged ions that repel each other and can lead to a Coulomb explosion. Electronic
excitations in semiconductors and insulators will form excitons that can also diffuse away.
Alternatively, excitations and ejected electrons may remain in the vicinity, affecting the cohesion of
the material and weakening chemical bonds. When this energy that has been transferred to electrons
is deposited into vibrations via electron-phonon processes, it will induce a temperature increase that
can lead, in a longer temporal and spatial scale, to mechanical and thermodynamic effects like
swelling, fracture and phase transitions.

Electromagnetic radiation interacts with matter in different ways depending on its energy (or
wavelength). The photon energy should match typical energy differences between levels in the
target. For example, infrared radiation, with energy in the order of tens of meV, will typically interact
with atomic vibrations. Lower energies like microwaves, will interact with rotational degrees of
freedom. Visible light, with energies starting at 1.6 eV in the red, are too energetic to interact
with vibrations. At these energies and above, covering the whole range of UV, X-rays, and up to
the y regime, radiation interacts with electrons. It can excite electrons or, if sufficiently energetic,
it can remove them altogether ionizing the sample.
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A second important aspect is the intensity of the radiation, ahow many photons arrive per unit
time. Low-intensity visible or infrared radiation will take the electronic system slightly out of
equilibrium, so that the ensuing electron dynamics is characterised by small oscillations and
photon emission. This is the basis of optical pump-probe experiments, which are reviewed in
Chapters 2 and 3, within the context of imaging. Intense electronic excitation like the one produced
in free electron lasers (FEL) can lead to non-linear effects photoionizing the sample and producing
highly-charged ions like Xe+21 [1]. In a similar vein, multi-photon absorption, a non-linear electronic
excitation effect, is at the root of high-harmonic generation [2,3] which has been instrumental in
producing attosecond, soft X-ray pulses to study electron dynamics with unprecedented resolution
[4]. Similarly, soft X-ray intense radiation can make a metal look like an insulator and induce melting
without heating, due to the weakening of interatomic interactions upon excitation. This has been
observed, e.g., in Al [5].

On the other hand, when an energetic ion travels through matter it generally slows down by
continually transferring energy to both the electronic and nuclear degrees of freedom of the target
[6,7]. lon beams as irradiation sources are discussed in Chapter 4. We consider ions as classical
particles, which is justified as long as their velocity and/or mass is not too low (e.g., electrons with
kinetic energies below 20 eV will not fall within this category). Therefore, at low projectile
velocities we have to consider the collision between the projectile and atomic nuclei. This is a very
well-studied classical collision problem [8]. The energy deposition spatial rate, i.e., the nuclear
stopping power, increases with the projectile’s velocity, peaks, and then decays at high velocities
because the nucleiin the target cannot respond as rapidly. Still, there is a non-zero probability that
energetic ions interact directly with the atoms in the system, knocking them out of place and
generating defects. As in a billiard, the displaced atoms go on to hit other atoms, and so on
generating what is known as a radiation cascade. If the velocity of the secondary or tertiary atoms
in this cascade is large enough, they can also produce electronic excitation. However, when the
projectile reaches low enough velocities, the probability of exciting electrons becomes vanishingly
small.

In the case of metals, the energy deposition rate on electronic degrees of freedom increases linearly
with velocity. For semiconductors and insulators, the finite band gap may introduce a threshold for
electronic excitation, although this is currently under debate. Similarly, to the case of nuclear stopping,
the energy spatial deposition rate onto electronic degrees of freedom, i.e., the electronic stopping
power, increases with the velocity of the ion, peaks at a velocity comparable to that of the valence
electrons, and then decays like v-2 until relativistic effects kick in [9,10]. Hence, the location of the
peak in velocity is determined by the electronic properties of the target. The location in energy,
however, is determined by the mass of the projectile via a kinetic conversion. If the peak for
protons is located at 100 keV, for electrons it will be located at around 50 eV. As for photons,
depending on intensity, ions can induce temporary opacity in insulators returning then to their
original state [11], or can produce unrecoverable damage in the material if the intensity is too
high as, e.g., in nuclear reactor pressure vessels [12] or in biological matter [13].

1.3 Modelling of irradiation phenomena: state-of-the-art

An overwhelmingly large fraction of the theoretical work aimed at describing the properties of
materials makes use of the Born-Oppenheimer (adiabatic) approximation, which assumes that
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electrons follow a “slave” dynamics dictated by the motion of the nuclei, where transitions
between electronic states are not allowed. The treatment of non-adiabatic effects, i.e., electronic
excitation and decay, requires a different approach. In recent times, various methodologies have
been developed and applied to study interesting phenomena. Perhaps the simplest one is Time-
Dependent Density Functional Theory (TDDFT) [14,15] combined with the Ehrenfest
approximation for the nuclei [16]. While electronic excitation processes are captured correctly by
this approach [17], the mean-field character of Ehrenfest distorts the characteristics of energy
transfer from electrons to phonons, e.g., Ehrenfest cannot describe properly ubiquitous
phenomena like Joule heating [18]. A second limitation is related to the exchange-correlation
approximations used in TDDFT. In most cases, these are semi-local in space (GGA) and local in
time. Therefore, memory effects in the electronic evolution are ignored, thus leading to another
host of pathologies, mainly related to the lack of electronic decoherence (no electron-electron
collisions term) [19,20]. In addition, incoherent electron-phonon scattering by ionic vibrations,
which are not explicitly represented in classical molecular dynamics, are not accounted for in
TDDFT calculations [21]. While Ehrenfest dynamics is straightforward to implement and
computationally efficient, it is not trivial to go beyond it.

To improve on the electron-nuclear correlation, a possibility that has attracted interest amongst
chemists is “surface hopping” [22]. In this method the forces on the nuclei are determined from
single electronic potential energy surfaces (PES) but hops between surfaces are allowed to include
non-adiabatic effects. Surface hopping works reasonably well when non-adiabatic transitions
occur between a small number of PES [23], but not for a dense manifold of excited states. Perhaps
the most sophisticated way to go beyond Ehrenfest in a controlled manner is the Correlated
electron-ion dynamics approach (CEID) [24]. CEID relies on expansions of the quantum Liouville
equation for the electron-nuclear system, with different formulations proposed in the limits of
weak [25] and strong [26] electron-nuclear coupling. It has also been implemented in a similar
spirit to quantum chemistry methods in electronic structure. Although CEID is still rather young
and costly, it has emerged as a powerful tool for problems in which the transfer of energy among
electrons and nuclei is crucial. Simulation methodologies for correlated electron and electron-
nuclear dynamics will be discussed at length in Chapter 5.

On the electronic front, a possible way forward is to start from the very general equations of non-
equilibrium quantum statistical mechanics, e.g., the Balescu-Resibois formalism [27] or the time-
dependent non-equilibrium Green's functions approach (NEGF) [28-30]. When applied to intense
laser irradiation of matter, this ambitious program may in principle describe both the coherent
and incoherent interaction of electrons with sub-picosecond optical pulses as well as spatially
inhomogeneous particle (e.g., ion) irradiation. Calculating the sub-picosecond kinetics of
observable quantities entails the solution of the Green's function (Kadanoff-Baym) equations of
motion and leads to extremely arduous numerical computations when correlations and screening
are included [31]. None of these approaches is capable, with present day computers and
algorithms, of reaching time scales beyond a few femtoseconds (maybe up to picoseconds if using
simplified electronic structure methods like tight-binding), since the time step (typically around
an attosecond) is dictated by the time-dependent electronic Schrédinger equation. The electron
dynamics following electronic excitation, however, develops in a longer time scale where
processes like electron-hole recombination, electron-phonon interactions and diffusion become
significant. These time scales require a different theoretical approach.
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This is the realm of kinetic models, where one starts from Boltzmann-like Kkinetic equations and
develops complex, yet tractable numerical schemes. Kinetic models like the Master and
Boltzmann's equations can be formally derived from the theory of non-equilibrium Green's
functions above, within the framework of the so-called quasi-particle approximation. These,
however, are limited to the semi-classical regime, i.e., when the electron-hole plasma dynamics is
controlled by collisions (Markovian) rather than by coherent quantum effects [32]. This condition
is often satisfied in the sub-picosecond regime, with the mean time-independent collision rates
calculated via Fermi’s golden rule. Instead of tracing the motion of the individual particles, one
follows the time evolution of the particle distribution function in phase space, starting from the
Liouville equation. This approach may be useful in describing photo-induced phase transitions,
where atomic transformations are driven on a ps timescale [33]. Simplifications of the latter lead
to the BBGKY hierarchy [34], Boltzmann'’s Kinetic equation [35], and the Fokker-Planck equation
[36]. When Markovianity is not fulfilled, the semi-classical approach no longer applies and a full
quantum approach based on the evolution of the density matrix (quantum Liouville equation)
should be used [37]. This is the scope of Chapter 6.

An alternative approach to Boltzmann equations is to describe the semi-classical carrier dynamics
according to Langevin equations and then solve them by Monte Carlo methods [38]. Transport
Monte Carlo method trace propagation of individual particles, sampling occurring events with
help of random numbers. It results into a probabilistic approach, delivering statistical results such
as particle distributions. These methods are in principle equivalent to directly solving the
Boltzmann equations, with certain advantages of being an integral instead of a differential
method, having a reduced cost and an easy parallelization. They are reviewed in Chapter 7.

Simulations of ion-solid interactions have traditionally been driven by state-of-the-art molecular
dynamics (MD) simulations based on the Born-Oppenheimer approximation and using empirical
potentials that have limited realism and accuracy. Electronic energy losses are generally not
included, and the effects of electron-hole pair production and charge-density redistributions are
ignored. To go forward in this direction and access the ps-ns regime one needs to incorporate
electronic energy losses in MD simulations. This has been done based on the Langevin equation,
where the electronic losses are taken care of by a friction term and then this energy is
redistributed to the atomic system via a random force [39]. The most recent works in this area
consider friction forces whose direction and magnitude depend on the local, time-dependent
environment [40], or simplified descriptions of the environment in which a structured bath
coupled to the nuclear motion via a Generalized Langevin equation [41]. Molecular dynamics
simulations, in equilibrium, and applied to the irradiation scenario are discussed in detail in
Chapters 8 and 9.

If the intensity of the radiation is high enough, it will generate a large density of highly excited
electrons. Some of these electrons will be energetic enough to become free and ionize further
electrons. This cascade will lead to the development of a plasma, a quasi-neutral medium
composed of electrons and ions, among other species. Following all the processes that take part
in plasma dynamics is a complex multiscale, multiphysics problem. Free electrons collide with
ions in picosecond time scales, exciting and ionizing them. Atomic physics codes can model these
phenomena by using different approaches like rate equations or Fokker-Planck. Further
propagation of the intense laser through the plasma and its interaction with free electrons,
spanning timescales from femtoseconds to tens of picoseconds or even nanoseconds can be
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modelled using Particle in Cell (PIC) codes. In longer timescales (nano- to microseconds), the
plasma will expand (evolve) following hydrodynamic equations. All these processes must take
into account the mutual interaction with the radiation field, that can be critical when tackling
detailed atomic processes or plasmas created inside hohlraums, for example. These aspects are
discussed in Chapter 10. Alternatively, laser-matter and plasma MHD problems can be treated
using finite element simulations, as discussed in Chapter 11.

1.4 An illustrative example

We consider an example related to the development of the particle detectors for future hadronic
machines, such as the High-Luminosity Large Hadron Collider (HL-LHC) at CERN. The major
challenge of designing the detectors is the reconstruction of the trajectories of an unprecedented
density of charged particles. State-of-the-art spatial resolution in the measurement of the energy
deposition is necessary to distinguish the tracks, together with a good time resolution to
distinguish the many hadronic collisions. The design and the fabrication of timing 3D diamond
sensors, with electrodes obtained through a pulsed laser graphitisation technique and improved
by the application of adaptive optics to reduce the electrode resistance has been achieved recently
[42]. A Ti:Sapphire femtosecond laser source was used to induce a transformation of the carbon
phase from diamond to a mixture of spZ and sp3 phases which is sufficiently conductive to behave
as a resistive electrode buried into the diamond. To engrave electrodes, extremely short laser
pulses are preferred to make the non-thermal multi-photon interaction mechanism dominant and
to obtain thinner and more conductive electrodes. In this way the influence of the crystal defects
as well as the charge collection times are substantially reduced resulting in some of the fastest
and radiation hardest radiation sensors ever fabricated.

The effect of laser processing parameters on the properties of graphite wires formed inside
synthetic mono- and polycrystalline diamonds is of great importance [43]. Wires were fabricated
in CVD diamond samples using different light polarizations, processing speeds and laser pulse
energies. A comparison of their quality was made by measuring their electrical resistance and
radius. For many of the columns a barrier potential was observed. The output current was
negligible until the applied voltage reached a threshold value. For values of the applied voltage
exceeding the threshold voltage the wires exhibited ohmic behavior [43]. The properties of the
wires were almost independent of the polarization of the laser beam. The correction of the optical
aberrations by adaptive optics, aimed to control the laser spot size during fabrication made a great
impact on the quality of the formed wires. Applying aberration correction resulted in a negligible
barrier potential and a minimum value of the wire resistance.

Below we describe, in this specific example, how the various physical phenomena relate to the
diagram in Figure 1.1.



10 Chapter 1

asto fs Non-equilibrium
Green’s Functions (NEGF)
Quantum Electron kinetics: DFT + Linear Time-dependent DFT
fstops | Boltzmann, Fokker-Planck, [¢— Response —» TDDFT, Ehrenfest,
semiclassical Monte Carlo (DFPT) CEID

= =

Quantum Molecular Dynamics
ps tons + Kinetic equations
+ Langevin electrons

/\

ns to ps Rate equations Classical MD +
Two-Temperature models | Electronic Rate equations
> us Kinetic Hydrodynamics /
Monte Carlo +KE

Figure 1.1: A possible hierarchy of theoretical and computational methods to implement a multi-scale modelling
approach to materials irradiation.

The mechanisms involved in the laser engraving of electrodes in diamond are essentially
governed by femtosecond pulsed laser-electronic system interaction that can trigger ultrafast
optical and material response. More elaborate first principles approaches based on many-body
perturbation theories provide an ab initio description of both the photo-excitation and of the time
dependence of the carrier scattering rates. They allow for the inclusion, on the same footing, of
the evolution of carrier and phonon populations due to both excitation and scattering which, for
the case of ultrashort laser pulse excitation, may overlap in time. Recently a first-principles
version of the Kadanoff-Baym equations [44] employing the collision approximation [45] to
reduce the non-equilibrium Green'’s function dynamics to a single time variable was used to
reproduce the carrier dynamics in bulk silicon. The equation for the evolution of the non-
equilibrium electron (hole) occupation contains a coherent generation term, which describes the
creation of carriers via the interaction of the polarization and the laser electric field, and a term
describing how carriers dissipate energy and scatter with phonons and electrons. This equation
is coupled to the polarization equation self-consistently and the generation term is derived from
Green'’s functions approach based on DFT Kohn-Sham Hamiltonian and includes Hartree and
exchange correlation effects. The expressions for carrier-carrier and carrier-phonon lifetimes that
govern the carrier relaxation include the statically screened Coulomb interaction and the
screened ionic potential derivatives, calculated within density-functional perturbation theory
[46] and formally correspond to the carrier-carrier and carrier-phonon scattering in the semi
classical Boltzmann equation obtained using Fermi Golden Rule. Graphitization requires changes
in the bonding characteristics of the material (sp3 to sp?) driven by the motion of the C atoms
following irradiation. If a substantial fraction of electron-hole pairs is generated in the material,
there is a strong modification of the electron density distribution. Consequently, the ions
experience strong repulsive inter-atomic forces due to the dramatic changes of the potential
energy surface (PES). The functional form of the potential energy surface (PES) strongly depends
on the occupation of the electronic levels. The modified interatomic forces can cause coherent
atomic motions. If they are sufficiently strong, they can induce permanent structural modification
of crystalline diamond on a very short time scale [47] without invoking significant energy transfer
between electrons and ions and without significant increase of the ionic temperature. Hence, the
ultrafast disordering can occur as a nonthermal phase transition [48]. Ab initio molecular
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dynamics based on finite-temperature density functional theory uses the calculated
rearrangement of a material’s electron density during laser irradiation to determine the modified
nonthermal forces on the atoms of the crystal lattice. This leads to coherent atomic motions
resulting in structural phase transformation on very short time scales [49]. Alternatively, first
principles simulations can be performed using the quantum mechanically-calculated stress tensor
[50] to determine the free energy difference between the two phases of the material [51].
Nonthermal graphitization due to interatomic bond breaking induced by electronic excitation may
occur at sub-picosecond timescale, as illustrated in Chapter 15. In case of thermally induced
graphitization, this phenomenon occurs in the pico- to nanosecond timescale, which is just about
accessible to the methods in the previous timescale. Ehrenfest molecular dynamics (EMD),
which involves electronic excitations, can hardly reach the ps. Ground state ab initio MD can
access the sub-nanosecond scale, but does not include electronic excitations. Therefore, a
methodology is required that includes electronic excitations within a framework of classical force
fields. This can be achieved through Langevin dynamics for the atoms coupled to a diffusion
equation for the electronic temperature. Such Two-Temperature Models coupled to MD (TTM-
MD), assume that electrons are always in thermal equilibrium. Moreover, this can be
supplemented with electronic temperature-dependent force fields that take into account that
electronic excitations weaken interatomic bonds. It is, however, unclear whether electrons are
effectively in thermal equilibrium, and this will again depend on the characteristics of the
excitation, e.g., whether a fs-, ps- or a ns-laser is used.

Nowadays, permanent modification of materials is described to a large extent through such
phenomenological TTM, which depend on a number of empirical parameters, calibrated from
experimental data, like the size of the damaged zone. Can we obtain such parameters using the
multi-scale approach? Moving forward, if the laser field is intense enough (over 50 TW/cm?), it
will generate a large density of highly excited electrons that will develop into a plasma. Further
interaction of intense laser with the plasma can be modelled using Particle in Cell (PIC) codes.
This plasma will expand (evolve) in the nano- to microsecond timescale following hydrodynamic
equations. This evolution is driven by the kinetic energy stored in the electron fluid, but part of
this energy is also used to heat the lattice as described in the previous paragraph. Therefore, there
is again a superposition of time scales, requiring a description where plasma and lattice evolution
may not be separable. This also involves spatial scales far larger than before, in the order of the
micrometres. Classical MD simulations can reach up to a billion atoms, i.e., about 100 nm as a
linear dimension. Therefore, again simpler models are required. One possibility is two-
temperature models, which describe the coupled evolution of the two continuous temperature
fields, electronic and nuclear, in time. Any of these models, PIC, hydrodynamics, TTM, or kinetic
Monte Carlo, will require input in the form of equations of state, transport coefficients, etc., as
well as validation against explicit MD methodologies.

1.5 Progress beyond the state-of-the-art

Many of the points raised in Section 1.3 have, in fact, a widely open end. This concerns all kinetic
models and stochastic descriptions, particularly when dealt with at a quantum-mechanical level.
The present methodologies (electronic friction, Langevin equation, random forces, etc.) are
limited to relatively weak intensities. An aspect that is often ignored is that, under intense
electronic excitation, the interatomic forces are weakened and thus the empirical potentials
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should be modified [52]. Therefore, there is a need for improvement in this classical description,
which manifests itself more clearly in the extreme excitation regime. This point is discussed in
Chapter 8. Damage models based on SRIM tables proved inaccurate when swift heavy ions (e.g.
Br) are used to irradiate semiconductors (e.g. SiC) [53]. Connecting the electronic dynamics at the
NEGF/TDDFT and/or Kinetic equations’ level with the lattice evolution scale is one of the key
outstanding problems in the field.

Distribution functions obtained either via kinetic equations or MD simulations can then be used
to compute macroscopic observables by means of thermodynamic relations. While equilibrium
thermodynamics is a well-established discipline, its time-dependent non-equilibrium counterpart
is still under development. Therefore, extracting thermodynamic relations where neither
particles nor their distributions enter the equations is very relevant. In fact, these methods may
allow us to trace changes in the experimentally observable values (temperature, pressure,
volume) without considering the detailed description of processes occurring with individual
particles [54]. The main advantage is the computational cost that can be decisive for many
applications of interest.

Finally, methods usually employed in plasma physics, namely, hydrodynamic equations, may turn
out advantageous for a number of situations in which long term evolution of highly ionized matter
upon certain initial conditions play an important role, e.g. plume production and evolution. This
will require putting on firm grounds the connection between kinetic and hydrodynamic equations
[55].

The state-of-the-art in modelling intense electronic excitation consists of a variety of
computational methods, many of them mature enough to provide accurate results within their
scope of application. However, in general the effects produced by this type of electronic excitation
extend to different timescales and evolve in large space regions. In order to provide quantitative
results, one must develop a multi-scale methodology. Similar multi-scale paradigms have been
developed and applied to a number of studies in the irradiation of solids, e.g., within the nuclear
materials or the biological or soft matter contexts, using different methods for different scales:
DFT, MD, transport Monte Carlo, Coarse graining, Kinetic Monte Carlo, Dislocation theory,
Continuum theory.

The multi-scale approach has not been fully realized yet in the field of highly excited matter. The
difficulty stems from the need to follow the electronic evolution of the highly perturbed, non-
equilibrium system, and to propagate this information to other scales by coupling various
methodologies designed for different goals. Therefore, any such coupling strategy is unique and
beyond state-of-the-art. This is precisely the merit of this COST Action, where a large effort is
devoted to couple different computational methods involving highly excited electrons, with the
aim of solving relevant problems, of scientific or industrial impact.

As an example to facilitate the understanding on the important role of coupling, we discuss some
strategies to tackle the laser-irradiated diamond case described in Section 1.4, going beyond the
state-of-the-art by developing interfaces between codes. Quantum mechanical effects are
essential for the correct description of early stages of photoionization and photoexcitation on a
femtosecond time scale beyond the conventional Keldysh approach. They can be incorporated via
ab initio approaches (TDSE, TDDFT). The coherent connection between the generated charged
carriers and the irradiating laser field is given by the laser-induced polarization. The dephasing of
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the polarization is caused by inter-band electron-electron interaction (leading to impact
ionization and Auger recombination) and by electron-phonon scattering. These processes can be
described by interfacing the TDSE with Boltzmann quantum kinetic equation by solving them self-
consistently. The photoionization term from the first principles calculation can be substituted into
the kinetic equation containing the collision integrals. Depending on the pulse duration a non-
thermal melting of the material can take place in which the energy absorbed into the generated
electron-hole pairs will not cause thermal effects but rather change the bonding strength of the
lattice ions due to high density of the generated carriers [46]. For longer pulse durations or after
the end of the pulse the energy deposited into the electron system will be transferred to the
phonon modes of the lattice via electron-phonon interactions, thus effecting the lattice
temperature. The time evolution of the thermal energy deposition in the lattice and the space
distribution of the lattice temperature can be modeled by interfacing Boltzmann quantum kinetic
equation with Molecular Dynamics simulation. This requires considering all the energy transfer
channels to the lattice (not only electron-phonon coupling) and a way to include the transferred
energy as lattice energy in MD. A continuous feedback from MD (temperature, atomic density,
defect structure) must be passed back in each iteration step to the Boltzmann code [56]. This way
the structural changes in the material due to dissipation of the absorbed energy that causes
changes into the lattice bonding through a thermal mechanism can be modeled.

Chapters 12 to 18 illustrate the multiscale approach by applying it to specific cases of interest.
Some of these applications required the development of new simulations techniques.
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2. Laser-matter interaction dynamics probed by
time-resolved techniques

Mario Garcia-Lechuga™ and Jan Siegel

This chapter provides a brief review of the physical phenomena behind the modification of
materials with lasers and the experimental tools to characterize them. Special emphasis is placed
on the phenomena involved when using ultrashort pulses, since the extreme processes to which
the material is subjected (strong ionization, high temperatures and pressures, etc.) are of great
fundamental and applied interest. To analyse these inherently transient processes, time-resolved
techniques are required. In particular, this chapter presents techniques based on ultrafast
imaging, which provide access to transient optical changes and whose interpretation is relatively
intuitive (changes in reflectivity, absorption, etc.). At the end on the chapter is presented an
experimental case of study using time-resolved microscopy. The reflectivity images obtained
allows to characterize the effects of bound electrons (Kerr effect) and free electrons
(photoionization) when subjected to an intense ultrashort pulse.
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2.1 Introduction

Since their invention, lasers have become very interesting scientific and industrial tools because
they allow matter to reach extreme thermodynamic conditions. As a direct consequence, high-
precision materials machining is possible, which has become one of the topics that benefits most
of this unique property of lasers [1]. The versatility of laser technology (broad range of pulse
durations and wavelengths) and the adaptable conditions of irradiation (energy, number of
pulses, strong focusing, etc.) enables the modification on any material, irrespective of its chemical
composition, optical properties, hardness, etc. Additionally, the nature of the induced
modification is manifold, ranging from ablation (ejection of material) to more subtle structural
changes (melting, solidification, density changes, changes in the crystal structure, etc). This
enables the processing of materials for diverse applications, such as surface texturing, generation
of nanoparticles or waveguide writing.

For laser processing of materials, the use of ultra-short (fs and ps) laser pulses has several
advantages over the use of longer-lasting (typically ns) pulses or continuous wave (cw) lasers [2].
The first one is the high electric field intensity achieved, which even allows modification of
transparent materials by means of non-linear absorption processes. The second one is the
ultrafast material excitation process. In this way, the energy deposition in the material ends before
any significant heat transfer can occur, unlike what happens when processing with nanosecond
lasers.

Additionally, ultra-short pulses are also widely employed as 'time-resolved measurement tools’,
since their short duration can be used to probe the ultrafast dynamics during laser-induced
material transformation at any given moment. In this book chapter, a series of time-resolved
experimental techniques, known as pump-probe techniques, will be presented, in which an ultra-
short laser pulse is split into two pulses. One of them induces the modification in the material and
the other one "interrogates" the material state with a certain delay with respect to the arrival of
the excitation beam. In particular, among the vast number of related techniques, the focus will be
placed on imaging techniques.

2.1.1 How laser light interacts with matter

As every electromagnetic field, laser light propagation is described by Maxwell equations. While
these equations are appropriate, their solution can be rather difficult. In this chapter, considering
the context of laser processing of materials, some simplifications are introduced. First, only non-
magnetic media are considered. Using two of the Maxwell equations, namely the Ampére's law
and the Maxwell-Faraday equation [3], allows to express the wave equation for the electric field,

—

E, as,
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(2.1)

Being c the speed of light in free space and ¢, the permittivity of free space. The two terms on the
right-hand side are the called source terms and describe the interaction of light with matter, and
more in particular, of light with electrons.
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Vector P is the polarization of the material. This term, mostly relevant for non-conductive media,
accounts for the oscillation of bound electrons when facing the oscillating external E-field,
expressed mathematically as,

P(t) = xeoE(t) (2.2)

with y being the electric susceptibility of the medium, a tensor for anisotropic media and a scalar
for isotropic ones. When only accounting the first source term of eq. (2.1), related with the bound
electrons, one simple option to solve the wave equation is to apply the semiclassical Lorentz
model. This method provides a reasonably good approximation of the optical behaviour of
dielectrics, which lack free electrons.

On the other hand, vectorfin eq. (2.1) corresponds to the electric current density, representing
the behavior of free electrons when subjected to an external electric field. This term is expressed
following Ohm'’s law,

J(®) = gE(®) (2:3)
where o is the electric conductivity of the medium. If we only consider the corresponding source

term related to free electrons, the wave equation can be solved by the semi-classical Drude model.
This model represents in a simplified way the optical behaviour of metals.

Independent of considering one or both source terms, a simplified wave equation can be
expressed for an isotropic medium interacting with a monochromatic and periodic E-field,

V2F = —‘5— ce(w) - E (2.4)

with w being the frequency of the E-field and € the dielectric function. The dielectric function is of
major importance since it describes the optical behaviour of the material, whatever its nature:
conductive or dielectric. This function is directly linked to the complex refractive index, 71, by the
expression,

e(w) =A% = (n+ ix)? (2.5)
where n is the real part of the refractive index and k the absorption coefficient of the material. In
the frame of laser processing of materials, the absorption coefficient is the key factor, since it is
one of the responsible properties that determine the energy deposition. As examples, Figure 2.1
shows the optical behavior of three different material classes. In the case of a dielectric material,
e.g. quartz, the absorption is zero (k = 0), except when the incident light reaches the ultraviolet
spectral range. This range corresponds to photon energies that are higher than the material
bandgap (Eyqp)- Therefore, linear absorption occurs a dielectric material only for UV light.

In the case of a metal, for instance silver, absorption occurs at any wavelength of the visible
spectral range. Light absorption is produced by the free electrons that are present in metals at
high densities (~102! cm™3). Finally, semiconductors are known to have lower bandgap energies
than dielectrics, showing relative high absorption in the visible and near infrared, but less or none
in the mid- and far-infrared (as shown for silicon in Figure 2.1). However, mathematically
describing the optical behavior of semiconductors is more complex and both sources terms need
to be taken into account, since the free electron contribution is non-negligible at room
temperature.
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Figure 2.1. (Top) Representation of the refractive index, n, and the absorption coefficient, k, as a function of the
wavelength for a dielectric material (silicon oxide), a semiconductor (silicon) and a metal (silver). Data are extracted
from [4-6]. (Bottom) Schematic representation of the valence bands (VB) and conduction bands (CB) of the three
different classes of materials.

2.1.2 Basics of material modification by laser

In the field of laser processing of materials, two basic conditions should be fulfilled to induce a
permanent modification. First, the material should absorb part of the incident light. This
condition, as expressed on the previous subsection, is dependent of the linear optical properties
of the material at the corresponding wavelength of irradiation. But also, as will be explained in the
following sections, absorption may occur even in transparent materials by means of non-linear
absorption, triggered by high-intensity laser pulses.

Apart from that, a second necessary condition to be fulfilled is the need for achieving a sufficient
amount of deposited energy in the free electron subsystem. This means, that free electrons with a
sufficiently high temperature (or equivalently, a high kinetic energy) has to be generated in order
to initiate processes that alter the material. This is necessary, since the role of hot free electrons
is to transfer their energy to the lattice through electron-phonon coupling processes, thus heating
the material. If the transferred energy causes the lattice to reach temperatures and pressures
above the melting or boiling points of the material, a first order phase transition occurs, often
accompanied by a permanent modification after the subsequent cooling and solidification
process. The irradiation conditions at which these modifications occur are referred to as fluence
thresholds for a certain material modification, normally expressed as F;j. The term fluence refers
to the incident pulse energy divided by the area of the laser-exposed region.

2.1.3 Benefits of using ultrashort laser pulses

2.1.3.1 Any material can be modified

Ultrashort pulses refer to laser pulses with duration of less than a few tens of picoseconds (1 ps =
10712 5). Nowadays, their generation is a very consolidated and accessible technology. Pulse
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durations ranging from few tens of femtoseconds (1 fs = 10715 s) to few picoseconds are obtained
with commercial laser systems. However, the spectral range of operation is mostly limited to the
near-infrared: 1 = 800 nm for lasers based on Ti:Sapphire technology and A = 1050 nm for lasers
based on rare earth-doped crystals. Higher harmonics, typically second and third and fourth
harmonics, can be obtained for these fundamental wavelengths with commercial frequency-
conversion systems (for instance for A = 800 nm, Asuc = 400 nm, Aruc = 267 nm), although at the
great expense of pulse energy.

According to the optical properties above mentioned, dielectrics could in principle not be
modified upon irradiation with lasers pulses at the fundamental frequency in the near infrared,
since the bandgap is larger than the photon energy (hw < Ey4p,). However, materials are not
perfect and present defects (e.g. ~10*2cm ™2 for a high purity glass). Assisted by the presence of
defects, light can be absorbed, thus promoting electrons to the conduction band, as sketched in
the left part of Figure 2.2. This is the main mechanism that triggers absorption when irradiating
with nanosecond laser pulses.

lonization assisted Multiphoton Impact
by defects ionization ionization
CB

Figure 2.2. (Left) Sketch of ionization assisted by defects. The defect is represented with an energy level within the
bandgap. (Center) Sketch of multiphoton absorption. An electron is promoted from the valence band (VB) to the
conduction band (CB) by the simultaneous absorption of multiple photons through virtual levels, represented with
dashes lines. (Right) Sketch of impact ionization. A free electron in the conduction band gains sufficient kinetic energy
for promoting via collision another electron from the VB into CB.

Moreover, when irradiating non-absorbing materials with ultrashort pulses there is an additional
absorption process that dominates over defect-induced absorption. Due to the elevated peak
power of those pulses (high energy concentrated on a very short time) non-linear absorption
processes become statistically possible [7]. Among them, multiphoton ionization (MPI) is an
absorption process produced by the simultaneous absorption of various photons, occurring
typically for intensities above 10* W /cm? [8]. As sketched in the central image of Figure 2.2, the
simultaneous absorption of several photons promotes an electron from the valence band to the
conduction band through intermediate virtual states. As an example, the band gap of the dielectric
material lithium niobate is Egq,, = 3.5 eV and the energy of a photon at 800 nm is E(800 nm) =
1.55 eV, requiring the absorption of three photons to generate free electrons.
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This generation of free electrons causes the optical properties of the material to turn transiently
into semi-metallic. To model this change, one can use the semi-classical Drude-Lorentz model,
where the complex refractive index is expressed as,

i? = ﬁ(% — (Afipryge)? (2.6)

Being 71, the complex refractive index of the material before being excitation, and Afip,, 4. the
contribution of the generated free electrons, being mathematically described as,

T, 1

nel+if(w-1) (27)

(AﬁDrude) 2 =

where n, is the free electron density, w the light frequency of interest (irradiation or illumination),
7 the scattering time of free electrons and n, the so-called critical electron density. This parameter
is obtained throughout the expression n, = m*e,w?/e?, being m* the reduced mass of the
electron and e the charge of the electron.

Obviously, this transient change of optical properties due to the presence of free electrons has
consequences for the absorption process. Now, photons can be also absorbed by free electrons via
a process called inverse bremsstrahlung, which increases their kinetic energy. Once this kinetic
energy becomes larger than the bandgap, the free electrons can promote other electrons to the
conduction band via a collision impact, a process called impact ionization and sketched on the
right part of Figure 2.2. This process is a dynamic process that occurs on the timescale of the laser
excitation. The modelling of this dynamic process is complex and out of the scope of this chapter.
For that purpose we refer to standard models based on single- or multi-rate equations [9,10]

2.1.3.2 Deterministic response

The energy threshold for material transformation by laser pulses moves from stochastic for long
and short pulses to deterministic for ultrashort pulses [11,12]. This makes the interaction
extremely controllable and repeatable, an aspect with evident interest for fundamental science
but also for industrial applications [13].

This deterministic behavior is a consequence of the characteristic timescales of different
mechanisms involved in the modification process [14]. As mentioned, the first process is the
electron excitation, which lasts while the laser pulse is present, i.e. the time scale is given by the
pulse duration. The second process is the energy transfer from the electronic subsystem to the
lattice, until both reach the same temperature. This transfer is produced by electron-phonon
coupling and takes place in the picosecond timescale. Therefore, the excitation process and the
thermalization of electrons and lattice occurs separately upon ultrashort pulse excitation, one in
the femtosecond timescale and the other one in the picosecond timescale.

Consequently, this leads to a reduced heat flux compared to excitation with longer pulses, making
the modification edges sharper. Figure 2.3 gives a visual example of this behavior, showing a
modified region on a thin film of Ge,Sb,Tes (GST) generated after single-pulse irradiation (120 fs
duration). Three different regions with different optical contrast can be observed: a central round
dark grey area corresponding an ablated region, a surrounding grey annular region
corresponding to amorphized material and an exterior brighter region corresponding to the
unchanged crystalline material. The separation between regions is sharp and symmetrical. These
two aspects are consequences of a strict fluence threshold response. To further illustrate this
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aspect, the Gaussian spatial profile of the irradiating pulse with a peak fluence of F; is
superimposed to the image. Ablation is only produced for local fluences above a the fluence
threshold for ablation, Fy, 45, and amorphization is limited to fluences above the fluence threshold
of amorphization, Fyp, ., Therefore, by controlling the irradiation fluence the spatial extent and

nature of the induced modification will be determined.
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Figure 2.3. Optical microscope image of a GST sample after single-pulse irradiation (A = 800 nm , At = 120 fs). The
Gaussian-shaped intensity profile with a peak fluence of F, is plotted to illustrate the sharp threshold response
(ablation: Fyp, gp, amorphization: Fyp o).

2.2 Time-resolved imaging techniques

2.2.1 Introduction

Our perception of moving objects is limited by our physiology, since our brain can perceive
changes at a maximum rate of around 45 frames per second (fps). I other words, our response
time to very fast changes is approximately 20 milliseconds. For that reason, technologies were
developed to overcome this limit. As a first historical example of such a technique breaking the
limit imposed, Figure 2.4 (a) shows the famous set of photographs of a running horse taken by E.
Muybridge at the end on the 19t century. His technique was based on the use of multiple cameras
(one per frame, lined up along the race track) with short exposure times and an ingenious
mechanical system, allowing to synchronize each individual camera shutter with the horse
passing in front of each camera. Using this strategy, it was possible to capture events with a high
temporal resolution (= exposure time) although with a low sampling rate (= number of frames
within a given time window).

Further developments allowed further increasing the temporal resolution to the microsecond
time scale. This was possible by changing the strategy, using a short illumination pulse to further
narrow down the limited exposure time offered by a mechanical shutter. Figure 2.4 (b) shows an
image recorded in the 1960’s, in which is possible to observe a bullet in flight. The recording of
frozen movement at velocities higher than the speed of sound was possible by a combination of a
short illumination time (microsecond flash) and a perfect synchronization between the event
(bullet travelling), the flash and the camera shutter.
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Figure 2.4. (a). Sequence of photographs of a horse running recorded by E. Muybridge, using an imaging system with
millisecond time-resolution

(https://commons.wikimedia.org/wiki/File:Eadweard Muybridge, Animal Locomotion, Plate 626, 1887, NGA 1365
36.jpg). (b) Shadowgraph of a bullet in flight recorded by D. P . B. Smith with a microsecond time-resolved imaging
equipment (Image Creative Commons: https://commons.wikimedia.org/wiki/File:Shockwave.jpg)

These two examples demonstrate that time-resolved images can be obtained if there is a
sufficiently fast probing and a perfect synchronization between the event and the recording
process. It also shows that time resolution can be improved by reducing the illumination time, i.e.
by using shorter and shorter light pulses. Therefore, the development of short and ultrashort
pulsed lasers represented the perfect opportunity for accessing dynamics that occur on the sub-
microsecond to femtosecond time scale.

In particular, femtosecond laser sources paved the way for studying ultrafast processes, by using
the so-called pump-probe techniques. The main characteristic of those techniques is the
separation of a single femtosecond pulse into two pulses. The pump pulse induces a modification
in the target under study (gas, liquid or solid) and the probe beam monitors this change at a
selected time delay after the pump. The selection of the time delay of observation is made by
controlling the optical path difference between pump and probe pulse. That way, the
synchronization between the event and the recording of it is extremely precise, because it is based
on a physical distance (and thus jitter-free) rather than on electronics, inherently limited by jitter.
As a relevant example of the importance of these techniques, they triggered the emergence of an
entirely new field, so-called femtochemistry [15], for which Ahmed Zewail was awarded with the
Nobel Prize in Chemistry in 1999.

In the following sections, we present the imaging techniques developed for the observation and
characterization of the excitation and transformation dynamics of materials upon pulsed laser
irradiation. Special emphasis is devoted to time-resolved microscopy, a direct imaging technique
with allows to monitor changes of the sample reflectivity with femtosecond temporal and
micrometer spatial resolution.

2.2.2 Femtosecond-resolved microscopy

In 1985, M.C. Downer, R.L. Forkand C.V.Shank introduced a novel technique, combining a pump-
probe approach with an optical microscope [16]. This new experimental system was presented as
the natural evolution of the previous work of C.V. Shank et al. [17], in which the temporal evolution
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of the reflectance in the center of the excited area, probed by a delayed pulse, was monitored with
a photodiode. Using the novel pump-probe microscopy technique, the temporal reflectivity
evolution at every point of the laser-excited area could be obtained. That way, the material
response at different local fluences is obtained, since the fluence distribution of the excitation
pulse normally shows a known Gaussian shape (as represented in Figure 2.3).

Figure 2.5 (a) shows the basic concept of femtosecond-resolved microscopy. The probe pulse
illuminates an area much larger than the pump pulse and arrives with a user-defined time delay
with respect to the pump pulse, interrogating the surface reflectivity at that moment. The image
of the surface is then formed by means imaging system on photographic film and recorded.
Normally, pump and probe beams are not collinear, which allows to efficiently prevent the
entrance of the pump pulse (normally more energetic) into the imaging system.

The interest of this technique lies in two main aspects. First, it provides direct images of the
surface, which makes the qualitative analysis of the transformation dynamics simple that other
analytical techniques. Second, it gives simultaneously access to the reflectivity evolution of the
material both in time, t, and space, r. This radial resolution is of high relevance since it allows to
characterize the material evolution at different local fluences (see Figure 2.3) upon single pulse
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Figure 2.5. (a) Sketch of femtosecond-resolved microscopy. In this particular case, the pump pulse is incident at an

irradiation.

oblique angle and the probe pulse normal to the surface. (b) Surface of a silicon wafer after irradiation with a 120 fs
laser pulse of 0.47 J/cm2. Frame size 220 um x 300 um. (Reprinted with permissions from [19]).

A step forward in the development and importance of this technique was made in 1997 by D. von
der Linde, K. Sokolowski-Tinten and coworkers [18], by capturing the evolution of the reflectivity
with a CCD camera instead of photographic paper. This resulted in high quality digital images, as
shown in the Figure 2.5 (b) for a silicon sample, which allowed better quantitative analysis by
digital processing. As an example of the high spatial and temporal resolution, the image recorded
atadelay 0.2 ps resolves the landing of the pump pulse (incident from the left). Since the incidence
angle of the pump beam is 45° there is a region where a change of reflectivity is triggered (due to
the generation of free electrons) and another region without change, since the pulse has not yet
reached the surface. This first visual qualitative analysis can be turned into quantitative by
analyzing the reflectivity evolution, R(r,t), extracted from these images. From the Fresnel
equation relating the reflectivity (at normal incidence) and the complex refractive index,

fi(r,t) —1)°

fi(r,t) + 1 (28)

R(r,t) = |
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and by using equation (2.6) that relates the change of refractive index to the free electron density,
it is possible to estimate the temporal evolution of free electron density, n.(r,t). A practical
example will be shown in subsection 2.3.2

A second demonstration of the huge potential of this technique to unravel ultrafast laser-matter
interaction mechanisms are the interference rings formed at a delay on the scale of hundreds of
picoseconds (900 ps on the image of Figure 2.5 (b)). Their appearance and temporal evolution
denote the formation of an expanding surface layer due to partial ablation of material. The
temporal evolution of those rings allowed to measure the speed of material ejection
(~1000 km/h) and to understand the mechanisms responsible for the ablation process [19-21].

This technique has been also applied to the study of transformation dynamics of transparent
materials. The group of Solis and Siegel took advantage of this technique to investigate surface
excitation and ablation processes in transparent materials with technological interest [22-24]. In
addition, and what denotes even more the versatility of this technique, they applied this technique
to the study of non-linear propagation, excitation and modification inside transparent materials
[25]. Figure 2.6 (a) displays shadowgraphs recorded at different time delays, visualizing regions
where free electrons are generated (dark regions) during pump pulse propagation. This study
contributed to the understanding of the role of free electrons during laser fabrication of optical
waveguides in glasses.
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Figure 2.6. (a) Shadowgraphs recorded in bulk glass upon irradiation with a single pulse (4 = 800 nm , At = 100 fs).
The upper image correspond to a delay of 0.65 ps the lower image to 1.2 ps after the pump irradiation. The laser pulse
propagates from left to right. (Reprinted with permissions from [25]). (b) Shadowgraphs recorded in bulk silicon after
the irradiation with a single pulse (1 = 1300 nm , At = 90 fs). For longer time delays (bottom part), diffusion of free
electrons is observed. The laser pulse propagates from right to left. (Reprinted with permissions from [27]).

The group of Grojo has also applied femtosecond-resolved microscopy to the study of volumetric
excitation in silicon [26,27]. The originally and difficulty of these works lies in the need of using
wavelengths in the spectral range where silicon becomes transparent (4 > 1100 nm), requiring
the use of pump and probe lasers in this range as well as the use of cameras with infrared
sensitivity. Figure 2.6 (b) displays time-resolved shadowgraphs recorded with an infrared
camera, revealing that the laser-excited dark filament (where electrons are generated) becomes
laterally broader with time. This observation allows the characterization of electron diffusion in
silicon.
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2.2.3 Time-resolved ellipsometry

Ellipsometry encompasses techniques that analyse the intensity and state of polarisation of a light
beam after it has been reflected off a surface, allowing access to the dielectric function of the
material under study. Wang and Downer [28] carried out the first work on ellipsometry with
temporal resolution upon irradiation of an ultra-short pulse. More recently, the group of Huber
has developed a technique called ultrafast pump-probe ellipsometry [29,30], in which
femtosecond time-resolved microscopy is combined with ellipsometric measurements, recording
a set of images for each time delay, each recorded at different angles of a polarizer (analyser). By
means of image analysis and application of Fresnel equations, the two components of the
refractive index can be obtained for a full image. This is technique is especially relevant for the
scale of ten picoseconds after irradiation, where the images recorded with the standard technique
are usually dark, and it is not clear if due to an interferential effect (destructive interference) or
an absorptive process. The determination of the complex refractive index allows to extract optical
penetration depth, which clarifies whether an absorption, interference or a combination of both
is responsible.

2.2.4 Time resolved-interferometry in the space domain

For a complete characterization of a monochromatic electromagnetic field it is necessary to know
its amplitude and phase. All previously mentioned techniques provide information about the
change of the amplitude the probe beam after being reflected or transmitted. Here, two
techniques characterizing also the change in phase are described, which allows to directly
measure transient changes of refractive index and/or transient surface deformations.

In 2004, von der Linde, Sokolowski-Tinten and coworkers designed a complementary variant of
their time-resolved microscopy experiment [31,32], represented in Figure 2.7. On the left side, the
experimental scheme is shown, which differs from the conventional time-resolved microscopy in
the fact that the illumination beam is split in two, using a Michelson interferometer configuration.
One beam is reflected from the sample and the other from a reference mirror forming an
interference pattern in the plane of the CCD camera, provided that spatial and temporal overlap
between the beams is obtained. On the right side of the figure, an image of the recorded
interference pattern is shown, at a delay of 1.8 ns after the irradiation of GaAs with a femtosecond
pulse. By analysing the phase shift (curvature of the interference bands) and the evolution of the
reflectivity, both the phase and amplitude variation of the reflected beam can be extracted, which
is sufficient for a complete characterization. Despite the fact that this technique requires laborious
image processing and complex analysis, it offers a great potential for the measurement of
transient surface deformations of a few tens of nanometers [32].
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Figure 2.7. (a) Setup for ultrafast interferometry with imaging configuration. (b) Transient interferogram image of an
ablating GaAs surface recorded at a temporal delay of 1.8 ns. (Reprinted with permissions from [32]).

More recently, L. Gallais and S. Monneret presented a novel time-resolved microscopy technique
[33], allowing to retrieve amplitude and phase in a single step and without the need of moving
elements. The key is the placement of a type of mask (modified Hartmann mask) in front of a CCD
camera, which causes an interference phenomenon of the probe beam recorded on the camera.
After mathematical treatment [34], two different images are extracted from a single image: one
containing amplitude information (as in conventional time-resolved microscopy) and another one
containing phase information.

2.2.5 Time resolved-interferometry in the time domain

In 1994, Audebert et al. presented a novel pump-probe technique based on an Michelson
interferometer and an imaging spectrograph [35,36]. S. Guizard of CEA-Saclay (Paris) has
continued developing and exploiting this strategy to the present day [37,38]. As shown in Figure
2.8 (a), the Michelson interferometer is located behind the sample, which divides the probe beam
that illuminates a region much larger than the excited region into two beams. The interferometer
is slightly misaligning, projecting onto the spectrograph slit the two beams laterally displaced.
This causes that one beam acts as a probe beam (carrying information of the excited region) and
the other as a reference beam (carrying information of the non-excited area close to the excited
one). Both beams enter the spectrograph and the spectral interference pattern is imaged onto a
CCD. It should be mentioned that the introduction of a slit and grating, required for dispersion of
the different spectral components of the probe beam to generate the interference pattern, reduces
the spatial information to 1D. However, due to the circular symmetry of the excitation beam, this
information is sufficient for the study of the influence of local incident fluence.

Figure 2.8 (a) also includes two examples of interference images recorded with the CCD situated
at the spectrograph output. The upper image shows a featureless interference pattern. This
represents a situation without excitation (pump beam blocked) or when the probe beam arrives
earlier than the pump beam at the sample surface (delay time < 0). In contrast, the lower image
corresponds to a situation of laser excitation, showing a strong distortion and increase in contrast
of the fringes, caused by the phase shift and absorption experienced by the probe beam while
traversing the laser excited region. By recording a series of images at different time delays the
temporal evolution of the excitation dynamics can be obtained.
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Figure 2.8. (a) Schematic of a time resolved-interferometry setup. BS: beam splitter. FL: focusing lens. IL: imaging lens.
PD: photodiode. BD: beam dump. The inset shows two examples of CCD images recorded with (bottom) and without
(top) laser excitation. (Reprinted with permission from [37]). (b) Temporal evolution of the measured phase shift in
fused silica (Si0,) and sapphire (Al,03). The pump irradiation intensities are well below the ablation threshold fluence.
(Reprinted with permission from [38])

Depending on the time delay and the material, different evolutions on the measured phase shifts
can be observed, as shown on Figure 2.8 (b) for fused silica (Si0O,) and sapphire (Al,03). The phase
shift is directly related to the change of the real part of the refractive index, which depends on the
following terms [38]:

n(®)
m*w?

(2.9)

A (8) = m I(6) + Zni - ( Ngrg (6) )

m(wirg — 0?)
The first term corresponds to the non-linear optical behavior of bound electrons (ny; is the non-
linear refractive index) caused by the high intensity (I) of the excitation beam. This phenomenon,
called non-linear Kerr effect, appears at very short time delays (during the pulse duration) and
contributes with a positive phase shift, as observed for both materials in Figure 2.8 (b). The
observation of the Kerr effect is vital for a precise determination of pump pulse arrival time at the
sample surface and therefore a necessary temporal reference.

The second term in equation (2.9) is a negative contribution to the refractive index and
consequently produces a negative phase shift. The term is dependent on the temporal evolution
of the photo-generated free electrons density (n,), which corresponds to the already mentioned
Drude model. For both materials, a decrease of the phase shift due to the generation of free
electrons it is observed after the initial increase caused by the Kerr effect. Finally, a recovery of
the phase shift to positive values is observed for fused silica, which does not occur for sapphire.
This recovery is due to the formation of self-trapped excitons (STE) in fused silica, which
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contribute optically with an increase of the refractive index (third term of equation (2.9), being
nsrr the density of STE and wgrg the resonance frequency of STE).

Operating in transmission, this technique also provides information about the relative absorption
experienced by the sampling beam, obtaining information about the imaginary part of the
refractive index. However, it has two main disadvantages. First, only transparent materials or very
thin films on transparent substrates can be studied. Second, the sampling beam does not only
probe the surface (where the energy deposition is highest) but also collects laser-induced changes
occurring in deeper regions, effectively providing and average measurement in depth. As a
solution for clarifying emerging ambiguities, it has been proposed to combine this technique with
femtosecond-resolved microscopy [39].

2.3 An experimental case study: visualizing bound and free
electrons with time-resolved microscopy

In this section, we present an experimental example that allows us to temporally observe and
characterize the transient and permanent optical changes produced by bound and free electrons.
In particular, the chosen material is lithium niobate (LiNbOs3, optical bandgap of ~3.5 eV), an
interesting dielectric material with exceptional electrical and optical properties that give rise to
its use in a large number of applications in photonics [40]. The results presented here are a
summary of the research by Garcia-Lechuga et al. [24,41,42]. They also include investigation of
the material ablation dynamics (experimental and modelling) and characterization of the long-
lasting photorefractive effect.

(a) (b)
CCD
Pump and probe Band pass
+ filter
microscope Tube lens
Probe (400 nm)
- BS
BBO
Shutter Pump (800 nm)
Microsope
bjective
Energy 0b)
72_20 control (x20, x80)

Figure 2.9. (a) Sketch of the femtosecond-resolved microscopy set-up. BBO: Beta barium borate crystal for second
harmonic generation. BS: Beam Splitter; CCD: charge-coupled device (Camera). (b) Time-resolved surface reflectivity
images (Aprope = 400 nm) of lithium niobate at short delay times (see labels) after exposure to a pump pulse (1prope =
800 nm, At =130 fs, F =2.1]/cm?2) incidentat 53° . The image labeled as infinite corresponds to the state of permanent
modification (recorded 1 second after pump exposure).

The experimental pump-and-probe set-up used for recording time-resolved images of an excited
surface is sketched in Figure 2.9 (a). The irradiation/probing process starts by selecting a single
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pulse from a femtosecond laser amplifier (4 = 800 nm, pulse duration 130 fs). This pulse is
divided into a pump and a probe pulse by means of a beam splitter. The pump pulse, which is more
energetic, is focused onto the sample surface at an angle of 53°. Because of this oblique angle of
incidence, the excitation spot intensity distribution has an elliptical Gaussian shape (59 pm x 97
um 1/e?-diameters). The probe beam is frequency-doubled (4,0 = 400 nm) by a non-linear
BBO crystal. This step is important to allow discrimination of the probe light from the scattered
pump light by means of a narrow spectral bandpass filter when imaging the sample surface. The
probe light is directed to a microscope objective to illuminate the sample surface, and the
reflection is recollected by the microscope and finally directed to a CCD camera. The time delay
between pump-and-probe pulse is controlled with a motorized delay line introduced in the pump
beam path. This allows recording images of the sample surface at different time delays after the
arrival of the pump pulse.

Figure 2.9 (b) shows several images of the sample surface, for delays ranging from 50 fs to 900 fs
after being exposed to a pump pulse with a peak fluence of 2.1 J/cm?. The recorded images have
been normalized, using as a reference an image recorded before irradiation. At the center of the
irradiated region, where the local fluence is maximum, the reflectivity initially decreases before
undergoing a subsequent increase. Interestingly, the reflectivity behaviour observed in the outer
region of the irradiated zone is the opposite, with an initial fast increase followed by a subsequent
decrease. The origin of each of these two observations, central region and outer ring, are explained
in more detail in the next sections.

As a last general comment, the consequence of image normalization is that the observed
parameter is not the reflectivity, but the relative reflectivity, R,.;. This R,,; relates to the
reflectivity as,

R

Ry = R_O

(2.10)

Being R, the reflectivity of the unexcited surface, that can be calculated with the tabulated data of
refractive indexes and applying the Fresnel relationship shown in equation (2.8).

2.3.1 Visualizing the influence of bound electrons: Kerr effect

In this subsection, the origin of the annular reflectivity change shown in Figure 2.9 (b) is analysed.
[t is worth emphasizing that this ultrafast response, since it is off-center, appears at a considerably
lower fluence than the peak fluence and corresponds to a local fluence of aprox. 1.5 J /cm?. As can
be seen in Figure 2.10 (a), this local fluence corresponds to the subablative regime, since most of
the high reflectivity ring lies outside the ablated crater (image labelled with o).

Much more information can be extracted from this data by analysing the temporal evolution of
the reflectivity at the central part of the ring, represented with a cyan circle in Figure 2.10 (a).
Figure 2.10 (b) shows the obtained reflectivity evolution, where each point represents the
measured transient reflectivity at that local fluence for each of the recorded images. This ultrafast
increase and decrease of reflectivity suggest that this is ultrafast transient phenomenon, in the
absence of ablation. Therefore, this reflectivity change can be associated to an interaction of the
pump laser light with the bound electrons in the valence band, instead of free electrons in the
conduction band. Bound electrons that are excited with the intense electric field (pump pulse)
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produce a change in the optical properties of the material, a non-linear process known as the Kerr
effect. This effect relates the dependence of the refractive index, n (t), with the irradiance, I(t), as
a function of time, being mathematically expressed as,

n(t) =ng +ny I(t) (2.11)

where n, is the refractive index of the unexcited material and n,; is the non-linear refractive
index.

2.0
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Figure 2.10. (a) Time-resolved surface reflectivity images (delay times are labelled). The cyan circle represents the
lateral position corresponding to a local fluence equal to 1.5 J/cm? . The dark ring that appears in the image labeled as
infinite marks the border of the ablation crater. (b) Transient reflectivity curve extracted from time-resolved images
(a) at alocal fluence slightly below the ablation threshold.

Since the change in n is proportional to I, and the reflectivity is observed to increase when n
increases, the peak reflectivity observed in Figure 2.10 (b) corresponds to the moment when the
sample is subjected to the intensity peak of the pump pulse. This peak irradiance is calculated to
be I = 10.5 TW /cm?, considering the local fluence of 1.5 J/cm? and knowing the pulse has a
Gaussian temporal shape of 130 fs at full width at half maximum (FWHM).

This observation has a practical consequence, the precise observation of the pump pulse arrival
at the sample surface. This is an important observation for pump-and-probe experiments, since it
allows to determine the so-called zero delay, marking the origin in time of the laser-matter
interaction processes that follow.

Additionally, the non-linear refractive index, ny;, can be retrieved with this experimental data.
Experimentally, a maximum increase in reflectivity of AR = 5.9% is observed, for a local
irradiance of /=10.5 TW/cm?2. By using the relationship shown in equation (2.8), the increase of
refractive index corresponding to this increase of reflectivity is An = 0.074 can be obtained.
Knowing that the initial reflectivity of lithium niobate at the pump laser wavelength (800 nm) is
Ry = 0.175 (with ny = 2.44), and taking into account the Kerr effect dependence of the refractive
index with the irradiance (equation (2.10), the non-linear refractive index of lithium niobate can
be estimated as: ny; =~ 7.3 - 10~3¢m? /TW. This value is consistent with the ones found by other
groups [43,44].
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2.3.2 Free electron generation and physical mechanisms

In this subsection, the reflectivity evolution at the spot centre is analysed, where the local fluence
(F = 2.1]/cm?) corresponds to excitation levels above the ablation threshold. Figure 2.11 (b)
shows the temporal evolution of the sample reflectivity, where each point represents the
measured transient reflectivity at that local fluence for each of the recorded images, as
represented in Figure 2.11(a) with a yellow triangle. In this graph, the reflectivity is observed to
initially decrease before undergoing a subsequent increase, reaching a maximum value for a delay
of ~750 fs, which is a completely different behaviour from the one observed in Figure 2.10 (b).

This behaviour corresponds to a regime in which laser-induced generation of free electrons
determines the optical response. This is demonstrated by simulating, employing the Drude model,
the reflectivity change when increasing artificially the free electron population in lithium niobate.
The result of this calculation is represented in Figure 2.11 (c). It can be seen that the shape of both
curves (experimental and modelled) is essentially similar, featuring an initial drop in reflectivity,
followed by a steep rise caused by the further increase in free carrier density. Therefore, the
observed maximum reflectivity in Figure 2.11(b) corresponds to the moment of maximum free
electron generation. From Figure 2.11(c) the maximum free electron density can be estimated by
identifying the point that corresponds to the experimental maximum reflectivity, obtaining
Nemax = 6 - 1022cm ™3,

(8) I P I () I
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Figure 2.11. (a) Time-resolved surface reflectivity images (delay times are labelled). The yellow triangles represent the
spatial position corresponding to a local fluence equal to the peak fluence, 2.1 //cm? (b) (yellow triangles) Transient
reflectivity curve extracted from the time-resolved images shown in (a) above the ablation threshold, corresponding to
the center of the irradiation spot. (cyan circles) Data taken from Figure 2.10 (b). (c) Simulation of the surface reflectivity
as a function of the free electron density, using the Drude model. The dashed horizontal line indicates the maximum
reflectivity observed experimentally, and the vertical line indicates the free electron density corresponding to that
reflectivity.

An important observation derived from these results is that the reflectivity peak is reached 550 fs
after the pump pulse intensity peak (maximum of the Kerr effect). This observation indicates the
existence of a delayed electron excitation mechanism, such as impact ionization. This issue has led
in the past to a vivid debate and some controversial results [22,37,45,46]. This study, with a
precise and reliable determination of the zero-delay based on the observation of Kerr-effect, and
direct space-and-fluence resolved measurements, confirms the presence of delayed carrier
generation, at least for this material (LiNbO3).
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2.4 Summary

In this chapter it was reviewed the relevance of electronic excitation in the field of laser processing
of materials. The first part of the chapter described the optical properties of materials, according
to their nature (conductive or dielectric) and to the spectral range of interest. These optical
properties make possible to explain the mechanisms of light absorption, both under low and
under intense irradiation conditions, such as those produced by ultrashort laser pulses. In
particular, the mechanisms of non-linear absorption and impact ionization that occur in dielectric
materials are described in detail. The second part of the chapter reviews different experimental
ultrafast imaging techniques, whose interest lies in its capacity to characterize the excitation and
transformation dynamics of materials after irradiation. These techniques, usually referred as
pump-probe techniques, provide access to the optical transient changes by measuring reflectivity
changes (including ellipsometry), transmission evolution or phase shifts. Depending on the time
delay of observation, the optical changes can be associated to different processes, as the free
electron generation occurring at ultrashort time delays or subsequent transformation effects, as
material melting or material ablation. Finally, in the third part of the chapter, an experimental
case of study was shown: the excitation dynamics of a dielectric material by using time-resolved
microscopy. By the analysis of images recorded at different time delays, it was characterized the
ultrafast non-linear Kerr effect, associated to the interaction with bound electrons in the valence
band, and the free electrons generation dynamics, which allows to retrieve the relative role of the
different ionization mechanisms.
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3. Ultrafast-laser high electronic excitation for
nano-acoustic wave generation: new horizons
in the materials probing

Nektarios A. Papadogiannis”®

To probe the ultrafast high electronic excitation phenomena that occur on the surface or inside
the bulk of materials, at proper time scales, it is required to develop laser secondary sources that
offer the ability of monitoring phenomena deep in the matter with extremely small
spatiotemporal windows. Although laser technology provides electromagnetic sources in the
visible and near-infrared light (ultra-short lasers technology) their penetration inside the
materials is often very small and the observation capacity is limited in the very few surface layers
of materials, i.e. for metals is of the order of few nanometers. In this chapter we will present laser
secondary sources of nano-mechanical waves that will be, in our opinion, the future of
nanoimaging of materials in small spatial dimensions much less than a micrometer and in very
short time scales in the order of picoseconds or less. All presented here ultrasonic sources could
penetrate matter in micrometer or even in millimeter scales thus are able to probe the bulk. These
sources are the picosecond longitudinal ultrasonic mechanical pulses generated by the localized
interaction of ultrafast laser pulses with the metallic film lattices.

* Contact: npapadogiannis@hmu.gr
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3.1 Introduction

In the last decades, there exist a fast development of ultrafast laser pulse technology providing
laser pulses with duration well below 1 ps with the state of the art in our days to be in the order
of few as (1 as=10-18 s). Initially, by mode-locking various chromatic components of a broadband
fluorescence of an appropriate active laser material light pulses less than 1 ps down to few fs are
routinely developed. Since the duration of such pulses is very short, even if the energy per pulse
is in the nJ region, their power easily reaches the 1 MW per pulse.

In early nineties, the Nobelists Gérard Mourou and Donna Strickland [1] discover a method to
increase considerably the energy of ultrafast pulses without destroying the optical parts of the
laser cavity. Their method is the Chirp Pulse Amplification (CPA) [2]. By spreading the energy of
various chromatic components in different times (chirp) in an optical stretcher, they were able to
safely amplify the light in an optical amplifier and then compress back the laser pulse to its
Fourier-Limited duration in an optical compressor. This technique allows to increase the energy
per pulse from the n] to the m] region and by using many stages of optical amplifiers and vacuum
compressor to a maximum of about 100 J. Thus, the ultrafast laser pulse power reaches, today, in
values of the order of few PW.

At the same period there were parallel tries to decrease the pulse duration from about 10-20 fs
that allows the natural fluorescence spectrum of some laser materials (eg. Titanium Sapphire
crystals) down to 5 fs region, i.e., only few optical cycles of the laser EM field [3]. The time-
bandwidth product of a laser pulse shows whether the spectral width is the necessary for the
given pulse duration. For a few-cycle laser pulses, a bandwidth of more than 200 nm is necessary
in the optical and NIR region. This cannot be fulfilled by the natural fluorescence bandwidths of
the common laser materials. Therefore, non-linear technique of the self-phase modulation (SPM)
is used. The SPM of the Electric femtosecond laser field inside a neutral gas hollow capillary gave
the best results for spectral broadening. The chirp of these broad bandwidth pulses spans,
sometimes, in more than one color octave is taken back through specially design chirp multilayer
mirror compressor [4]. This way, pulses with duration of few fs are generated. The nowadays
technology allows for optoelectronic techniques in order the carrier envelope phase of such pulses
to be monitored and controlled in pulse-to-pulse frame. Thus, the maximum E-field of the laser
pulse can be kept constant, fact important for the non-linear interaction of these high-power
pulses with the matter. Off course, the laser pulse quality includes additional aspects such as
details of the temporal and spectral pulse shape, such as the presence of temporal or spectral
pedestals or side lobes.

Furthermore, the need for even shorter than fs laser pulses should be based on a different region
of spectrum, i.e.,, VUV or XUV. The non-linear phenomenon of high harmonic generation (HHG) is
typically used to extend the laser coherent light to VUV and XUV spectral region [5]. In this
phenomenon, a fs laser pulse excited the external electrons in the continuum by tunneling effect.
After half E-field laser period the sign of the E-field changes and the electrons are driven back to
the atomic nuclei. This happens twice the laser E-field period and the electrons oscillating around
the atomic core. Every time that an electron approaches the atomic core a non-zero probability to
be captured exist. The electron re-capturing from the atomic core accompanied by the emission
of high energy photon. The maximum energy of the photon depends on the atomic target
ionization potential the ponderomotive energy that the electron gains by its oscillation from the
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laser E-Field around the atomic nuclei. Since the phenomenon occurs twice per laser period which
is, for optical laser ~2-3 fs, the secondary emitted photon has a spectrum of individual odd
harmonics covering the spectrum from the UV up to soft-Xray EM-field region [6-8]. The firstidea
for as laser pulse generation is based on the mode-locking of these harmonic coherent spectral
lines and thus XUV light can be localized in a “train” of attosecond wagons [9]. The experimental
demonstration of such ideas appears few years after the theoretical proposal [10,11].
Additionally, the same idea is used for a single as laser pulse fabrication [12]. Now, the XUV
generating IR laser pulse last no more than 1-2 laser period and thus the harmonic spectrum in
the cut-off region is continuous. By Fourier adding this part of spectrum single as pulses are
generated and measured.

All these evolution of ultrafast laser pulses enable a numerous direct application starting for the
monitoring of phenomena happening in microcosmos and even in the atomic level. Among them
is worthy to refer to a) the femto-chemistry ideas by Nobelist Ahmed Zewail [13] that monitoring
chemical reaction in their natural time scales and control them, b) the nanoscale fs Laser-material
processing which is now a major component of the manufacturing process [1], c) the novel kinds
of laser surgery are now available that utilize ultrafast high-intensity laser processing of tissue,
i.e., Laser-Assisted In-Situ Keratomileusis (LASIK) [14], where the laser pulse scalpels to make
incisions in the eyeball in order to improve eyesight, d) the tries for ultra-intense and ultrafast
laser-driven inertial confinement fusion for energy production [15].

Furthermore, more important seems to be the applications of the secondary sources in the
interaction of ultrafast and ultra-intense laser pulses with matter. Among them are: i) the
generation of localized nano-acoustic (mechanical) pulses with picosecond duration and down to
few nm carrier wavelengths, ii) the nanoscale coherent sub-fs XUV EM pulses (HHG) and iii) the
microscale coherent X-Ray betatron-type sources generated by the accelerated electrons inside
the plasma waves (Laser weak Field Acceleration - LWFA) induced by the interaction of an ultra-
intense relativistic laser with a gas target [16].

The physics and technology of the generation of such secondary laser sources, the role of the high
electronic excitation on their final characteristics and their applicability on the probing materials
in unexplored spatiotemporal limits is crucial.

In this chapter, it will be presented a tutorial review of the research that take place in Institute of
Plasma Physics and Laser of the Hellenic Mediterranean University on the physics and technology
of ultrafast laser generated nano-acoustic waves and their specific application in material probing.

3.2 The role of the metals as optoacoustic transducers

Since a reasonable elementary model for a metal is that of an isotropic free electron gas, which is
a highly linear system when excited by electromagnetic waves, the non-linear mechanisms are
very weak. Thus, experimental investigations require relatively high optical power laser sources
and are performed very close to the damage threshold of the metal surfaces. The damage takes
place when the lattice temperature exceeds the melting point of the metal.

The only way to apply very intense electromagnetic fields on a metallic surface, without
destroying it, is to use ultrashort laser pulses. When the laser pulse is shorter than the electron-
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phonon energy relaxation time, the electrons are rapidly thermalized in a high temperature
Fermi-Dirac distribution, but the lattice remains at relatively low temperature due to its high
specific heat [17,18]. After a few picoseconds (or faster), electron energy relaxation occurs in the
lattice [19-22].

The penetration depth of a laser beam in a metal, is of the order of few 10 nm for the wavelength
range of the lasers used in these studies. In fact, the thickness of a metallic surface that participates
in the above-mentioned phenomena is of the order of a few 10 nm.

In the Sommerfeld theory, a metal is described, quantum mechanically, by a step potential model
as shown in Figure 3.1. The electrons are free to move in the left part of the step potential (bulk).
The electronic energy states can be calculated quantum mechanically [23]. Pauli exclusion
principle requires a Fermi-Dirac distribution for the electrons. The electron occupation
probability of a state with energy E is given by the expression:

1
fE) =—F=%

1+ e k8T

(3.1)

Where Er is the Fermi energy of the metal, kg is the Boltzmann constant and T is the electrons
temperature. The range of Fermi energies, for the densities of metallic elements, is between 1.5
and 15 eV [23].
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Figure 3.1. The electrons on a metallic surface are attracted by the bulk positive ions and the potential of this attraction
can be described by a step potential. When an external electromagnetic field excites the electrons of the metal three
phenomena may occur: Multiphoton absorption, harmonic generation and non-radiative energy decay by electron-
electron and electron-phonon scattering [24].

The electrons on a metallic surface are attracted by the bulk positive ions and the potential of this
attraction can be described by a step potential. When an external electromagnetic field excites
the electrons of the metal three phenomena may occur: Single and multiphoton absorption and
re-emission, harmonic generation and non-radiative energy decay by electron-electron and
electron-phonon scattering. In the above feature the external fields are assumed to be unable to
change the profile of the surface potential -perturbation region- but at the same time are intense
enough to induce multiphoton phenomena. The thick metal can be described by the one-
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dimensional step potential. This dimension is the one perpendicular to the surface, because in the
plain of the metal surface the electrons are free particles and cannot absorb any photons. If z is
the axis perpendicular to the metal surface which lies at z=0, the one-dimensional potential step
is given by:

—V, forz<0

ve) ={ (l))]frorz >0 (3.2)
The band theory is the basis of the distinction between metallic conductors, semiconductors and
insulators. In the case of insulators, all the lower bands are full, the first empty band being
separated by a relatively large band gap from the upper empty one. In the case of semiconductors,
thermal excitation of electrons across the band gap occurs, leaving a few empty states in the lower
band and a few filled states at the bottom of the almost empty band. In the case of metals having
a partially filled upper band (conduction band), all the states are partially filled within a region of
ksT around the Fermi level. For some cases, a crystal has metallic behavior due to overlapping of
the two upper bands, one with few empty states and another one with few filled states.

Even the conduction electrons of a metal are not completely free particles. The electrons interact
predominantly with the phonons (lattice vibrations) and in special situations with other electrons.
The number of phonons in any normal mode is given by the Bose statistics and it is expressed by
the equation [24]:
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where Eppnon is the energy of the phonons and T is the lattice temperature.

In the electron-phonon interaction creation or destruction of one phonon may occur. Assuming a
constant density of states, the electron phonon scattering time depends on the total probability
for a phonon scattering event. The phonon creation probability is proportional to ns+1 and the
destruction one is proportional to n, [25]. Since nq is temperature dependent, the electron-photon
relaxation rate depends on the lattice temperature [23,26].

In the limit, where the lattice temperature is higher than the Debye temperature, Tp, nq in (3.3) is
equal to kgT/Ephon. This happens because Tp is the respective temperature of the most energetic
phonons. In this situation, the electron-phonon relaxation collision time, 7epn, i.e., the time
between two scattering of an electron by phonons, is inversely proportional to the lattice
temperature. Note that, in each electron-phonon scattering, only a few percent of the electron
energy is transferred for the phonon creation, which, typically, have energy a few meV. Thus, an
electron with an energy of a few eV, above the Fermi level, requires more than one thousand
scatterings to transfer its energy to the lattice. The statistical average time, which an excited part
of the electron gas above the Er requires to relax giving its energy to the lattice is the electron-
phonon energy relaxation time. The energy relaxation is one or two (or more) orders of magnitude
longer than the electron-phonon scattering time. According to the Fermi liquid theory, i.e,
consequences of the exclusion principle on electron-electron scattering near the Fermi energy, an
electron cannot be scattered by another electron, if the first one is less or equal to the Fermi-
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energy [23]. Suppose, for example, that the N-electron state consists of a filled Fermi-sphere
(T.=0), plus an excited electron of energy E1 slightly higher than Er.

For this electron to be scattered, it must interact with another electron of energy E>. In our case,
E is less than EF, since only the states with energy lower than Erare occupied. The Pauli exclusion
principle requires that the two electrons must scatter into unoccupied levels, effectively greater
than Er. Thus, E1>EF, E2<EFr, E34>Er. Additionally, energy conservation requires: E1+E>=E3+E4.

The above conditions are not satisfied together, except in the limited case where E1=E;=E3=E4=EF.
Thus, the allowed wave vectors for electrons 2,3,4 occupy a region of k-space of zero volume, (i.e.,
the Fermi surface), and therefore give a vanishingly small contribution to the cross-section of the
process. Consequently, the lifetime of an electron at the Fermi-surface at T=0 is infinite.

In the case where E; is larger than EF, the available phase-space for the scattering process is a
shell of thickness of order Ei-Er. This leads to a scattering rate of order ~(E1-Er)2 The quantity
appears squared rather than cubed, because once E, and E3 have been chosen within the shell of
allowed energies, energy conservation allows no further choice for Es. In fact, very low excitation
in elastic region, the electron Fermi-Dirac temperature has a minimum value equal to the room
one, i.e,, ~ 0.025 eV. This provides an additional range of choice of the order of ksT because there
will be partially occupied levels in a shell of width kzT around the Er. Combining the above
considerations, we can express the electron-electron scattering rate as [23,24]:

= 51(E; — Ep)? kpT)?
o s1(Ey — Ep)® + s2(kgT) (3.4)

where the coefficients s, s; are independent of E; and T.

For a metallic material, the energy of the femtosecond laser pulse is initially absorbed by the
electrons, thus altering their thermal energy and temperature. Note, here that at the very initial
times of the interaction the energy distribution of the electrons doesn’t obey a Fermi-Dirac
distribution (non-thermal electrons) and thus the use of the term “temperature” is abusive. Fastly,
in few tens of femtoseconds, the electron gas is thermalized mainly through electron-electron
collisions and an initial Fermi-Dirac electron distribution is formed. The electron thermal energy
is then transferred to the phonons via electron-phonon interactions; therefore, a part of the
electron thermal energy diffuses in the sample. The electron heat capacity is much smaller than
that of the lattice, thus the electrons acquire a higher temperature than the lattice. During this
non-equilibrium process a localized acoustic strain pulse wave is generated by the sudden
transport of excess electron energy to the lattice.

Metals with strong electron-phonon coupling constant seems to be the best optoacoustic
transducers. In this scheme, the electron and lattice temperatures are modeled separately in the
metal surface using the Anisimov heat equations [17,24]. The dimension of the area illuminated
by the laser pulse is assumed to be large compared to the absorption length and the total lattice
length of the sample. Therefore, the problem can be solve only in one-dimensional (z-direction is
normal to the metal surface). The basic equations of electron temperature T. and lattice
temperature Ty, spatiotemporal evolution are:
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where Ce, Ci, are the heat capacities of the electrons and lattice, respectively, and k is the electron
thermal conductivity. The term U(Te, Ti) corresponds to the amount of energy per unit volume
and per unit time transferred from the electrons to the lattice, and is given by U(T., T1)=Gx (Te -
Ti.) where g accounts for the electron-phonon coupling constant. The laser pulse power density is
G(z, t) = a Iy ez [(t) where a is the surface absorptivity (equivalently, (=1/a is the absorption
length), Iy is the incident laser peak absorbed intensity and I(¢t) is the temporal profile of the laser
pulse which here is assumed to be Gaussian with a characteristic duration, t, the full temporal
width at half maximum (FWHM). The equation for the electron temperature (3.5) is a non-
homogenous heat equation, while the equation for the lattice temperature is coupled to the
electron one through the interaction term U (T, Ti).

1200 — : ' : : : :
1000 - —T

800 -
600 -

400 -AJ/

200 T T T T

Temperature (K)

Time (ps)

Figure 3.2. Typical solution of Anisimov coupled equations (3.5) at a surface of a noble metal (Ag) after an excitation of
a 35 fs laser pulses with a peak intensity ~1012 W/cm2. The electron temperature, Te, is shown with the black line while
the lattice temperature, T, is shown with red line.

Typical solution for electron and lattice temperature of Anisimov coupled equations (3.5) at a
surface of a noble metal after an excitation of a 25 fs laser pulses with a peak intensity ~1012
W/cmzis illustrated in Figure 3.2. The maximum of the laser intensity is taken at time ¢=0. It is
clear that the initial fast (less than a ps) electron temperature rise is followed by a relatively slow
decrease while, at the same scale, the lattice temperature is also slowly increase. After about 10
ps from the laser excitation a thermal equilibrium between electron gas and lattice is reached.
Note that, the lattice temperature increases in few picosecond timescales. Take also into account
that laser energy absorption is localized in a range of a few tens of nanometres. These effects are
the triggering for the generation of a very high and localized strain pulse that moves outwards the
interaction region in all directions.
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3.3 Ultrafast longitudinal ultrasonic waves generated by
ultrafast lasers

The generation and characterization of very-high frequency nano-acoustic waves in
metal/substrate layered systems by ultrafast laser pulses has been a subject of primary interest
in the field of ultrafast laser-matter interaction [27-32]. After ultrafast laser excitation, very-high
frequency nano-acoustic waves are generated that propagate at all directions outward the
interaction region. Various laser-based optical experimental techniques have been implemented
for the study the dynamics [30-32] of said waves. Femtosecond laser pulses are used to generate
longitudinal nano-acoustic pulses of sub-THz frequencies in metal/semiconductor layered
systems. A variety of experimental laser-based techniques is employed among with appropriate
theoretical simulation models to study and understand the spatiotemporal dynamics and the
physical mechanisms following ultrafast laser electron excitation. For example, femtosecond laser
pulses were used to excite different metal thin-film transducers deposited on Si(100) monocrystal
thick substrates to examine the role of the optoacoustic transducer [32]. Utilizing a degenerate
femtosecond pump-probe transient reflectivity technique giant longitudinal nano-mechanical
strains transferred in semiconductor substrates was observed, manifested experimentally as
strong Brillouin oscillations. To explain the experimental findings, theoretical thermo-mechanical
approaches based on a revised two-temperature model and elasticity theory are developed.

Furthermore, the influence of femtosecond laser pulse chirp on the laser-generated longitudinal
acoustic strains in metal/semiconductor substrates is studied. Experimental results show that
acoustic strains, manifested as strong Brillouin oscillations, show that the dependence of the
Brillouin amplitude and the lattice strain is a non-monotonous function of the laser chirp
parameter are more effectively induced when negatively chirped femtosecond laser pulses pump
the metallic transducer [33]. A detailed thermomechanical model satisfactorily supports the
experimental findings. The model is based in a modified thermo-mechanical model based on the
combination of a revised two-temperature model and elasticity theory which considers the
instantaneous frequency of the chirped femtosecond laser pump pulses for the first time. That
way shows that the suppression or enhancement of the induced nanoacoustic strain amplitude is
possible to be controlled with an all-optically scheme that affects the initial high electronic
excitation in the optoacoustic transducer [33].

3.3.1 Degenerate femtosecond transient reflectivity method for the
generation and detection of longitudinal nano-acoustic waves in
nano-structures materials

The femtosecond degenerate transient reflectivity experimental arrangement is schematically
depicted in Figure 3.3. Typically few uJ femtosecond Laser pulses are derived from a Ti:Sapphire-
based amplifier, at a high repetition rate typically of 1 kHz, having a FWHM time duration in the
order of a few tens of fs, and center wavelength of ~800 nm. The amplifier’s output is split into
pump and probe beams. Typically, the pump and probe are orthogonally polarized by means of a
low dispersion A/2 waveplate. The pump beam is incident perpendicularly to the metal film
surface, loosely focused by means of a spherical broad bandwidth metallic mirror to achieve a
fluence of ~10 mJ/cm?2, which is within the thermoelastic regime for most metals. The probe beam



Ultrafast-laser high electronic excitation for nano-acoustic wave generation 49

was incident at an angle of ~45° relative to the pump beam, focused by means of a parabolic metal
mirror, while its fluence is kept at significantly lower levels compared to the pump to avoid
contribution to the excitation dynamics [32,33].
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Figure 3.3. Typical femtosecond degenerate transient reflectivity experimental arrangement for nano-acoustic
generation strain and echo detection. Left is the detail of the beams in the vicinity of the sample probed [32].

An imaging system is used to monitor the relative position and size of the pump and probe beams
on the interaction area. A variable high accuracy (<1 fs) optical delay is introduced between the
pump and probe pulses, by means of motorized stage. Since the reflectivity changes from
acoustical echoes is very tiny the detection of reflectivity changes take place with a lock-in
detection technique. For the use of the lock-in a mechanical chopper modulates the pump beam
at a certain frequency. A small portion of the probe beam is split before the target and is directed
onto a balanced photodiode along with the probe beam reflected from the sample surface. The
output of the photodiode is the difference of these two signals. The balanced photodiode output
signal is directed to a dual channel lock-in amplifier which detects signal differences at the pump
beam modulating frequency. This detection scheme allows for reflectivity changes of the order of
~10-¢ to be resolved. Specially developed software is used to simultaneously control the temporal
delay and detection instruments, and for data recording.

The incident pump laser energy is partially absorbed from the metallic film within few
nanometers and is finally converted into metal lattice movement, thus generating a localized
acoustic longitudinal strain pulse in the metal film. A small portion of the laser pump beam is also
transmitted into the substrate, for example for 25 nm thick Ti metal and Si substrate is typically
~15%. This transmitted energy for all cases is typically not sufficient for any measurable
excitation in the substrate. Strain reflections from the metal/substrate interface can appear in the
transient reflectivity data at time delays multiples of T = 2dw / um, where dn, is the thin metal film
thickness and un is the longitudinal sound velocity in the metal.

The generated in the metal longitudinal acoustic strain wave enters and propagates inside the
substrate. The coupling efficiency of the strain into substrate is determined by the acoustical
impedance matching between the metallic material and the substrate. The metal films should be
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sufficiently thin for a fraction of the probe pulse to enter the substrate area and to probe the strain
wave as it propagates inside it. The probing process is as follows (Figure 3.3): a fraction of the
probe beam is initially reflected upon incidence on the metal /substrate sample (Ryr1). The small
fraction of the probe beam that is not absorbed from the thin metal film is transmitted into the
substrate (Tpr1). Part of the probe beam that enters the substrate will be reflected from the
longitudinal strain wave and travels back towards the metal/substrate sample surface
experiencing absorption and reflection losses at the interfaces. Eventually, a small fraction of the
probe beam will be transmitted out of the metal surface (Tprz). The observed signal is the
interference of R,r; and T,z beams, manifested as oscillations. The period of the observed
oscillations effectively corresponds to a 2w optical phase difference between the R,; and Tpr2
beams. This prerequisite that the longitudinal acoustic strain has to travel a distance that
corresponds to an optical delay of the probe beam ~2.7 fs, which is the probe beam E-field period
(for 800 nm laser), Er. Maxima in the oscillations are observed when the optical time delay
between the R,r; and Tpr2 pulses is an integer multiple of the E-field period (i.e. k Er, where k=1,
2, 3...). Since the E-field of the interfering pulses (R,rs and Tpr2) has a Gaussian-like temporal
envelope (with Trwum ~20-40 fs), as the relative temporal delay between them increases, their
interference oscillations amplitude decreases. These oscillations are the so-called Brillouin
oscillations, and they originate from the Brillouin scattering mechanism. Another way to
understand the same phenomenon is to apply Bragg condition, so that the optical path difference,
dopt between two successive maxima must be equal to the probe wavelength, A (constructive
interference between Ry and Tp2). Therefore [32]:

Erc A 2nv
dopt = 2Tpsc V = o = for = 1 (3.6)

which is the well-known Brillouin scattering frequency (for normal incidence) observed when
light experiences refractive index variations inside an optically transparent material due to lattice
deformations. Ais the central wavelength of the EM wave, v is the sound speed inside the material,
n is the index of refraction of the material and f3- is the Brillouin oscillation frequency. The period
of these oscillations is given by:

A
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where 6 is the scattering angle. Brillouin scattering is an interaction between an electromagnetic
wave and the crystalline lattice matter waves. In most of the cases the photons of the
electromagnetic wave lose energy (Stokes process) and the energy is transformed in one of the
three quasiparticle types (phonon, polariton, magnon). Of course, there exist the opposite
transition where the photon absorbed one quasiparticle and increase its energy (anti-Stokes
process).

3.3.2 Profilometry of nanostructured materials using the longitudinal
laser generated nano-acoustic waves

Using the set up for pump-probe degenerate transient reflectivity described previously the
reflectivity changes for thin free-standing films can be measured. In Figure 3.4 the reflectivity
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changes 4R from two Au thin films as a function of delay time between pump and probe laser
pulses is shown. The polycrystalline Au films have different width as measured by a classical
profilometer to be 25 nm and 100 nm. The Ti:Sa laser pulses (~790 nm) have a duration ~35 fs
and their energy per pulse was ~20 pJ.
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Figure 3.4. Typical femtosecond degenerate transient reflectivity results for Au thin films using a 35fs laser pulses [33].

In both films there is a rapid increase of the reflectivity that attributed to fast increase (~ 100 fs)
of the electron gas mean energy by the laser pulse absorption (single or multiphoton). Then, the
rapid increase of R is followed by a slow recovery (> 2ps) which is obviously slower in the case of
the thick film. This slow recovery is attributed to the transfer of electron excess energy to the
lattice via electron-phonon scattering and the diffusion of the electron gas heat outside the
interaction region via, mainly, ballistic electron-electron scattering. This behavior is explained
very well by Anisimov’s equations (3.5). Note here that the slower recovery of the thinner film is
attributed to lower energy diffusion in z-direction (perpendicularly to the surface) since the laser
excites the whole z-depth of the film (~13 nm penetration depth). This data shown clearly that
the excitation is localized in space within few nanometers.

The same experiment was repeated for a semiconductor wafer, Si (100). The reflectivity change
is also initially rapidly change but a very slow (>100 ps) recovery (that can be fitted by a two
different slopes) is observed (Figure 3.5). This result proves that the localization of the heat
transferred by laser pulses to the semiconductor material is in the order of ~10 um which is also
more or less the penetration depth of the 790 nm light inside the Si [33]. This clearly proves that
the energy transferred by the laser to semiconductor lattice is spread over a few pm depth and
thus cannot be considered as localized. This is the reason why no high acoustical strains is
expected to induced is these materials where the laser penetration depth is almost macroscopic.
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Figure 3.5. Typical femtosecond degenerate transient reflectivity results for Si(100) thick substrate without the metallic
transducer using a 35fs laser pulses [33].
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Then, the experiment is repeated using a nanostructured material with a relatively thick metallic
film (Ti) of 180 nm placed on on a thick (1 mm) Si(100) substrate. The results are depicted in
Figure 3.6.
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Figure 3.6. Typical femtosecond degenerate transient reflectivity experimental results in Ti/Si multilayer sample for
nano-acoustic generation strain and echo detection. The thickness of the Ti film is 180nm. The echo from the Ti/Si
interface is noted with the arrow [33].

In Figure 3.6 the electric initial excitation is obvious with the fast increase of the reflectivity signal
which is followed by an also fast decrease attributed to high electron-phonon coupling constant
of the Ti metal. Then, in picosecond time scales, there is a slow increase of the reflectivity that
attributed to lattice thermalization and electron temperature diffusion that affects also topical the
electron gas energy. With the blue arrow is indicated a tiny but evident decrease of the reflectivity
at about t.cn,=57 ps delay. This feature is originated by the reflection of the acoustical strain at the
boundary between the interface Ti/Si. The acoustical echo of reflections at the boundary of Ti/Si,
because of the different acoustical impedance, arrives at the surface of the Ti and is probed by the
probe beam at the appropriate delay. Considering that the speed of sound in Ti is us~6100 m/s
the Ti film depth can be estimated to be dri=2us x Tecno =186 nm which agrees perfectly with the Ti
film depth ~180 nm as measured by a typical profilometer.

The above analysis proves the applicability of the fs-laser generated ultrasonic waves to measure
the stratification profiles of a nano-structured materials in the nanoscale.

To understand clearly the physical processes and mechanisms participating in the picosecond
ultrasonic profilometry. Following the analysis by Thomsen et. al. [27] the variation of the index
of diffraction N (N=n-ik) of a material is given by:

Int) = 1)
n(x,t) = de Exx (X,
(3.8)
ok
Ax(x,t) = (3.8) 92, (x,t)
where gxis the deformation of the material in the axis of the strain propagation. Then the variation

of the reflectivity at the surface of the material is given by [27]:

AR(x =0,t) = fo f () exx (x, t)dx (3.9)
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Where f(x) is the sensitivity function given by:

_ _%{ an gi [47mx ]+ dx c 4mnx ]}
f(x) - fOe agxx in /10 (p agxx os /10 (p

(3.10)

w[n?(n? + k? — 1)? + k2 (n? + k% + 1)?]1/2 k(n?+ k% +1)

=8 ’t =
Jo c[(n+ 1)? + K22 ame

Where f is the optical penetration depth.

The deformation variations in the axis perpendicularly to the material surface can be estimated
by the equation [27]:

—‘z+th‘ —‘z—th‘

Fa 1+v 1 . 1 .
. (Xxt)=1-R)—=—""r [=e * Sign(z+v,t)+=e # Sign(z-vt 3.11
wevar (K1) = ( )ﬁc,ol—v ac[2 gn(z +v,t) 5 gn(z-v,t)] (3.11)

Z—Z3

Wherer,, = is the acoustical reflection coefficient in the boundary of the two materials with

Zy and Z, are the corresponding acoustical impedances, v is the Poison ratio of the transducer
material, v, is the sound speed, c is the speed of light, R is the optical reflectivity (air or vacuum
and the upper material), a is the th ermal expansion coefficient.

Finally, the strain is calculation from the deformation by the equation [27,33]:

UXX(X) = IDVLZEXX —3BaATL(X) (3.12)

where B is the modulus of volume elasticity and AT, is the lattice temperature variations
calculated by the coupled Anisimov equations.

The above modelling is applied in the Ti (180 nm)/Si substrate experiments as they described
before with all the parameters need taking from the bibliography. Typical results are presented
in the Figure 3.7.
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Figure 3.7. Calculated stains (left, x-axes is the depth in nm) and transient reflectivity (right) in Ti/Si multilayer sample

()

for nano-acoustic generation strain and echo detection. The thickness of the Ti film is 180nm. Note echo from the Ti/Si
interface at 57 ps (right) [27,33].
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Note here that the reflectivity variations based on the electronic component is not included in the
model. Comparing the experimental data for the transient reflectivity presented in Figure 3.6 and
Figure 3.7 (right part) the agreement is obvious. Note the echo of the acoustical pulse that appears
57 ps after the pump laser excitation.

3.3.3 Comparing different metals as optoacoustic transducer

The optoacoustic transducing is of fundamental significance for the ultrasonic strain
characteristics like the localization, the amplitude, and its propagation in the substate under
examination. For this purpose, metals with completely different electron-phonon coupling factors
are examined. For a proof of principle study two metals are chosen. Namely these metals are the
Ti and Ag. Theoretical studies by Z. Lin et. [34] calculated the electron-phonon coupling factor ¢
as a function with electron temperature considering the density of states for each material. In
Figure 3.8 their results are depicted.
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Figure 3.8. Electron-phonon coupling constant for Ag and Ti as a function of electron temperature (first and second
left) and Density of states curves for Ag and Ti (third and fourth right). The data is taken from Ref.[34]

As seen in Figure 3.8 the G for Ti metal has more than 40-times higher value than Ag metal at 104
K electron temperature. This means that the electron excess energy taking for the fs laser very
fast is transferred to the Ti lattice. Additionally, this causes an abrupt change in the lattice
temperature of Ti and consequently a high and localized generation of an acoustical strain. In
order to examine in more detail, the above effects a novel optoacoustical model is introduced that
taking into account the initial non-thermal electron distribution and all the layers of the
nanoacoustic material. The following set of equations is employed to investigate the spatio-
temporal distribution of the produced thermalized electron (T.) and lattice (T;) temperatures of
the assembly [32,35,36]:

@? 5 @5 @y cyr @ @y e
C.(T,) ot =V e (K, VT ) — G\ (T, = T;™) + ot
ot () au,
C,(T)@® 6_1:l = G(Z)(Te(z) — Tl(Z)) + _atl — (3@ 4+ 2#(2))a(2)T1(2) Z?zlgjj(Z) (3.13)

3 o -
(CI(TZ)B)% =V (Kz(3) |7Tl(3)) _ (3,1(3) + ZH(3))C¥(3)T1(3) 2?:1 gj].(3)

ke is the thermal conductivity of the electrons, C. and C; are the heat capacity of electrons and
lattice, respectively, G is the electron-phonon coupling factor while superscripts i correspond to
the Ag/Ti (i = 2) and Si materials (i = 3), respectively, and To = 300 K. On the other hand, ¢
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correspond to components of thermally induced strains while A, i, and a' are the Lamé constant,
shear modulus and thermal expansion coefficients of the materials. Due to the large radius of the
laser beam compared to the thickness of the irradiated metal films, the solution of the equations
can be simplified by assuming a one-dimensional approach. Therefore, the following equation can
be used for two materials with density p@ (i = 2, 3) to determine the spatio-temporal distribution
of thermally induced lattice displacement u [32]:

L 0%u® . L 9tu® . . ar)
@ — (2D 12, VL 370 49,0y, @ L
P = W+ ) e~ GAT + 2u e T 5, (3.14)
where the strain and stress along the z-axis are given by the expressions [32]:
® ou® ® ® Oy eg® ® OYg @(T®
i) — i) — i i i) _ i i _
eV=—— 0= AD +2u®)e (BAD 4+ 2u D) D(T,V —Tp) (3.15)

respectively. The energy densities per unit time transferred from the non-thermal electrons to
thermal electrons (Ue/t) and lattice (AUe./ct) require modification with respect to the initial
model to account for the dynamic character of the absorption coefficient during irradiation that
alters the absorption [32,36]:

2 {Uee _ 24VIn2] [t 1 1
at UeL} ~ Vr(hv)?t f _ __dm Nal+4
2 e N
N L , .
xexp|—4In2 (t _t") exp (— fj%dz’) Hee (t t,) dt
tp a t+A HeL(t —t )

where ] is the fluence of the laser beam, hv is the one-photon energy, t, is the pulse duration, 4 is
the absorbance of the laser energy, d, is the metal film thickness, A is the ballistic depth that is
characteristic for each metal, « is the absorption coefficient and t, = -3t, while He. and He, are
functions that contain details and parameters related to the transient creation of non-thermal
electron distribution. Deferent models for the computation of the heat electron conductivity for
Ag and Ti was performed [32].

The calculated spatio-temporal evolution of lattice temperature of (a) 25nm Ti thin film, and (b)
25nm Ag thin film, are illustrated in Figure 3.9.

1100 1100

1000 1000

) s
2 2

900 900
- g P E

10

g 800 § E 800 &
£ § & g
5 2 g =)
&15 700 E B s 700 E
[a] = o) 2
600 3 500 3
S 3
20 500 — 20 500

400 400

10 20 30 ) 56200 10 20 30 40 50 o0

Time (ps) Time (ps)

Figure 3.9. Calculated spatiotemporal evolution of lattice temperature for Ti (left) and Ag (right) thin films after the
excitation of 35 fs laser Ti:Sa laser pulses (data is taken from Ref.[32])
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From Figure 3.9 is clear that the lattice temperature after the femtosecond laser excitation is
higher and more abrupt than in Ag as expected on the basis of the previous analysis. In Figure 3.10
the calculated strains in different time after the femtosecond laser excitation is plotted. Its clear
that the strain formation and transmission to Si substrate is much higher in amplitude and more
localized in the case of Ti transducer compare to that of Ag.
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Figure 3.10. Calculated acoustical strains induced by 35 fs Ti:Sa laser pulses on Ti/Si (blue curve) and Ag/Si (red curve)
for various delays after the laser excitation. Dashed vertical line indicate the position of metal:Si interface (metal
thickness 25 nm) [32].

Experiments have been performed to test the theroretical findings using the degenerated
femtosecond transient reflectivity set-up. Very thin films of Ti and Ag metals have been used as
optoacoustic transducers placed on Si(100) substrates. The thickness of optoacoustic transducers
is very important since the probe beam should be able to penetrate the metal and thus probe the
acoustical strain pulse as running with the speed of sound inside the substrate.
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Figure 3.11. Experimental transient reflectivity curves for Ti/Si (a) and Ag/Si (b) nanostructure materials. The metallic
optoacoustic transducer has various thicknesses. Details of the curves are shown in the two insets. Note the Brillouin
oscillations (data is taken from Ref[32]).
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Typical experimental results are presented in Figure 3.11. The Brillouin oscillation amplitude is
decreased as the thickness of each material increases because less energy of probe beam
penetrates the metallic film and enter the Si substrate. Initially there observed a rapid increase of
the reflectivity attributed to the fast energy transfer from laser to electron gas via absorption.
Then there exist a relatively slower decay which is much more for Ag metal compared to that of
Ti which behavior reflects the faster transfer of energy to lattice in the case of Ti. This is because
the electron-phonon coupling constant of Ti is much higher than that of Ag as is explained
previously. The Brillouin oscillation occurs in delays that the acoustical strain pulse is inside the t
Si substrate. The amplitude of Brillouin oscillations is higher in Ti/Si case compare to that of Ag/Si
case where is barely observed. This is because the acoustical strain has higher amplitude in Ti/Si
and it is much more spatially localized. The experimental data agrees very well with the funding
by the theoretical calculation and validate very well the model and its assumptions.

Furthermore, considering that the refractive index of Si at the probe wavelength, ns; = 3.7, the
optical path of the probe beam in Si is doy: = Erc / nsi # 219 nm, where c is the speed of light in
vacuum and Er is the period of the oscillation of the laser electric field (~2.7fs in our case). The

time required for the longitudinal acoustic strain to travel this distance is T, = #pt ~ 13ps,
Si

where us; is the longitudinal sound velocity in Si. This is extactly the period of Brillouin oscillations
measured experimentally in Figure 3.11. It is obvious for the above analysis that the measurement
of the period of Brillouin oscillations in an unknown material used as a substrate means also
measurement of its sound speed.

3.3.4 Coherent control of the acoustical stains via femtosecond laser
chirp variations

Given the important application of laser generated ultrasonic laser pulses appear to be very
important the control of their characteristics for a given transducer. Up to now only Fourier-
limited femtosecond laser pulses (unchirp) are used for the generation of the nanoacoustical
strains. This means that in any time instant the optical pulse all the different optical frequencies
of the laser spectrum participate with their weight according to the pulse spectrum. There are
optical techniques that the different frequencies can be spread in time and the light peak intensity
of the pulse drops while its pulse duration increases (chirp). If the blue components of the laser
spectrum precede the red part the pulse is negative chirped while if happens the opposite the
pulse is positive chirped. In Figure 3.12 the phenomenon of pulse chirping is illustrated.
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Figure 3.12. Schematic illustration of fs laser chirp. C is the laser chirp parameter as described in the text.
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The main idea of altering the chirp of the laser pulse is to control in time the energy transferred
in the electronic gas of the metallic transducer and thus the characteristics of the energy
transferring to lattice via electron-phonon scattering. In Figure 3.13 this idea is illustrated
schematically.
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Figure 3.13. Schematic illustration of the excitation of Fermi-Dirac electron distribution function of a metal with
negative and positive chirped femtosecond laser pulses. With the colored zone indicated schematically the electrons
participating in the excitation with the “blue” (blue arrows) and “red” (red arrows) parts of the laser spectrum.

Following the schematic analysis of Figure 3.13 the negatively chirped pulses have not the same
behavior with the positively one in a metallic transducer even if the pulse duration is same. The
metal nature of the transducer gives rise to the absorption of the laser energy when the “blue”
part of the laser pulse spectrum arrives first (negative chirp). Since this is the more energetic part
of the laser spectrum it excites, in high energy states, a high number of nonthermal electrons. That
opens a lot off empty positions deep below the Fermi energy and allows for the trailing part of the
laser pulse that contains the “red”, lower energy photons to excite electrons located very deep in
the energy diagram of electron states and thus to be more efficiently absorbed. This is shown in
Figure 3.13 with the colored zones of the electrons participate in excitation which is much wider
in the case of negatively chirped pulses.

To throw more light to the above ideas a theoretical model is applied that for first time includes
the laser chirp in the extended Anisimov equation model together with elasticity theory.
Following the analysis presented in Ref. [37] the electric field of the linearly chirped Gaussian
laser pulse is given by:

t 2
E(t) = Eyexp [—(1 +i0) (T—> ] (3.17)

G

where C is the chirp parameter, and the laser pulse E-Field FWHM duration, 7, is given byt, =

V2 In 2 t;. Note that with the above definition the chirp parameter is negative for positively

. . . d -2Ct
chirped pulses and vice versa (i.e. d—f =—
G

). In order to take into account the changes that are
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laser chirp-dependent, we make the following replacements: (a) the carrier frequency of the laser
pulse, w is replaced with the instantaneous frequency, winst:

B 2C(t —ty)
Wipst = W — T(z;] (3.18)
where tyis the time that the laser intensity is maximized (in the simulations ¢, = 37,), (b) the peak
laser fluence J (which is proportional to the number of photons per unit area that the target is
excited) is replaced by the following function that accounts for the different energy given in the
system at each time instant because of the time variation of the photon frequency [38-39]:

2C(t —ty) 1
] :]0 X ((l) - ‘[2 0 ) X
GJ 2
wTp VT t1oc|- (T_p) DU S (3.19)
2VIn?2 TGy 4

2 (%)2+3 In2

where Jo is the fluence of the FL pulse and the last product term is for calibration reasons so that
the time integral of the fluence to be J, for all chirp cases, (c) the absorbance of thhhe laser energy
by the metal, 4, is replaced by a time dependent function that accounts for time dependent
changes of the Fermi-Dirac electron distribution function inside the metal that alters the single
photon transition probability [38-42]:

fgf(g’ T,) % [1 — f(e + hwpg, Te)] X DOS X de

A(t) = Ao(winst; TeO) X fsf(gJ TeO) X [1 — f(g + ha)mst, Teo)] X DOS X de (320)

where, ¢ is the electron energy, Teo is the initial electron temperature (here 300 K), T. is the
instantaneous electron temperature, f(g,Te) is the Fermi-Dirac distribution function at electron
temperature Te, Ao(winst, Teo) is the absorbance of the Ti:Si system at Teo which changes as a function
of wins: and is derived through the computation of the dielectric constant?5, f(¢) is the probability
that the state ¢ is occupied (thus 1-f{¢) is the probability that the energy state € is unoccupied),
and DOS is the density of states of the metal.

In Figure 3.14 the results of the calculation of the electron temperature for the Ti metal for the
various laser chirps of the 35fs laser pulses are presented.
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Figure 3.14. Left: Calculated Ti-surface electron temperature evolution after the excitation from upchirp 35 fs laser
pulses (black line), positive chirped (red line) and negative chirped (blue line). Right: Experimental data with initial
stage of electronic transient reflectivity changes via a pump-probe measurements in Ti/Si after the pump from upchirp
35 fs laser pulses (black line), positive chirped (red line) and negative chirped (blue line).
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Very interesting features appears in Figure 3.14. Note here that the number of laser photons (laser
energy) is the same for all the three cases presented. The highest temperature appear for the case
of unchirp pulses which is attributed to the higher laser intensity there since the pulse duration is
the shorter one. Additionally, is clear that the negative and positive pulse temperatures are
different even the laser intensity is exactly the same. The maximum electron temperature induced
by the negatively chirped pulse is higher than the one induced by the positively chirped pulse.
More importantly, the lattice temperature (equal with the value of the flattening of the
temperature curves) is higher in the case of negatively laser pulses compared to both positively
and unchirped pulses.

Solving the all the model equations the acoustical strain can be extracted for the three laser pulse
cases. Typical strain results for Ti/Si multilayer material are presented in Figure 3.15.
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Figure 3.15. Acoustic strains induced on Ti/Si nanostructured material with unchirp 35 fs laser pulses (black), positive
chirped (red) and negative chirped (blue).

For the Figure 3.15 is clear that the strain induced inside Si using Ti thin film as optoacoustic
transducer could be controlled. Using negatively chirp pulses one should expected to have higher
acoustical strain generation efficiency.

The next step is to design the appropriate experiments for prove that the idea is correct and valid
the model findings. The chirp of the femtosecond laser pulses could be altered by detuning the
compressor gratings of the laser amplifier relative to the position that yields unchirped laser
pulses. The schematic of this experimental method is illustrated to Figure 3.16.
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Figure 3.16. Schematic illustration of a femtosecond laser compressor based on two transmition Typical femtosecond
degenerate transient reflectivity experimental arrangement for nano-acoustic generation strain and echo detection.

A second-order interferometric autocorrelator could be used to measure by fitting both the laser
pulse duration (assuming Gaussian envelope) and its linear chirp parameter (assuming only
linear chirp). The parameters 7; and C that characterize under the previous assumptions the
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chirped laser pulses are determined by fitting the second-order interferometric autocorrelation
data with the equation:

72 C?+ 31?2 C 12
Go(1) =1+2exp 3 +4exp| —  2)05\ 32 cos(wt)
G G G

72 (3.21)
+ exp [—(1 + CZ)T—Z] cos(2wr).
G

where w is the laser pulse carrier frequency and 7 the time delay between the two pulses. The 1/e
duration of the intensity (7¢;) of a Gaussian laser pulse is V2 shorter than its real E-field amplitude

(TG] = TG/\/E)-

The experimental results of the acoustical strains for the various chirps are illustrated in Figure
3.17 [38-39].
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Figure 3.17. Brillouin oscillation in Ti/Si nanostructured materials induced by ultrafast Ti:Sa laser pulses at various
linear chirps. On the left figure is presented the transient reflectivity variation signals for different chirp parameter, C
(negative values for positive chirp and positive value for negative chirp), dispersed vertically for clarity reasons (down
with red-like colors are the positive chirps, middle with black color is the unchirp and upper with blue-type colors are
the negative chirps). On the right picture theoretical calculations of the induced acoustical strains in Si are presented
for the various chirp parameters along with the experimental findings (exported by the left figure data) [38-39].

From the Figure 3.17 is clear that the acoustic strain pulses could be fully controlled by adjusting
the generator femtosecond laser pulse chirp. A little negatively chirped laser pulses proved to be
favorable in the efficient generation of the nano-acoustic strains.
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4. Irradiation sources: medium energy ion beams
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This chapter deals with basic aspects on the usage of medium energy ion beams (meaning from
hundreds of keV to tens of MeV), as sources of electronic excitation of suitable target materials.
Ion-matter interaction involves both electronic excitation and nuclear processes. Even if the focus
of this work is electronic excitation, it is also very relevant to keep in mind nuclear processes. On
the other hand, the usage of ion beams involves two complementary approaches: modification
and analysis of materials. Both will be addressed in the following pages. The purpose of the
present chapter is to provide the reader with basic introductory information, complemented by
selected references, on the basic experimental context elements relevant to the experimental
usage of medium energy ion beams.
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4.1 Introduction

Ion beams in the range from hundreds of keV to tens of MeV are an extremely useful tool for both
modification and analysis of materials. lons interact with matter both via electronic and nuclear
excitation, with variable contributions depending on the ion beam species and energy range. Both
excitation channels are strongly related for two main reasons: the effects of electronic excitation
by a given ion beam may frequently be characterized with another ion beam by using analysis
techniques based on nuclear interactions; on the other hand electronic and nuclear excitation are
simultaneously present in a modification experiment and thus a minimum reference to any of
them is needed even if one focuses on the other.

The contents of the chapter are necessarily touching upon many different aspects, with a
miscellaneous approach and making an effort to avoid too much detail, which will always be
available via the references. After this brief introduction, section 4.2 provides some basics on ion
accelerators, their most usual configuration and basic parts. Section 4.3 introduces some basic
beam transport elements for ion beams. Section 4.4 changes perspective and illustrates with
examples how different ion beams interact with matter, in order to give the reader a flavour on
the involved penetration ranges and energy densities, along with several illustrative applications
examples. Analytical techniques based on ion beams are briefly explained in section 4.4, including
only the most basic aspects and relying heavily on references for a deeper insight, and along with
some examples of experimental setups in which several key elements for ion-matter experiments
are present. At the end of the chapter references are given.

4.2 Ion accelerators

4.2.1 Introduction: types of accelerators

Particle accelerators exist in many different configurations and are used for a wide variety of
purposes. In this paragraph we will briefly comment on ion accelerators, describing some of the
most frequent types. As with any other particle, an ion accelerator may use only electrostatic fields
for the particle acceleration, or else use time-varying fields. Electrostatic accelerators are
frequently used for limited energy ranges, as the energy to be reached is limited by the maximum
voltage available. Very high voltages are difficult to handle or eventually impossible. Therefore,
higher energies are usually obtained with time-varying fields (cyclotron, synchrotron,
radiofrequency linac). In all cases the working principle is based on the proper synchronization
of an electromagnetic field with the time of passage of a pulsed beam. Further information may be
obtained in [1] or in the references therein.

Electrostatic accelerators are conceptually simpler, as they inject energy to the ion beams by just
letting ions drift between two points with different electrostatic potential, thereby obtaining an
energy

Where q stands for the ion charge and AV is the potential difference between the two points. If the
voltage is given in volts and the charge is given in electron charge units, the energy is directly
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obtained in eV units, whose multiples (keV, MeV, etc...) are regularly used in the framework of
particle accelerators. Notice that the ion gains energy E, starting at rest, only if the potential
difference and the ion charge have the proper signs. Otherwise the ion would decelerate. It is
interesting to observe at this point that, as electrostatic accelerators rely on a time-independent
field configuration, they are compatible with both pulsed and continuous beams.

The most intuitive way in which equation (4.1) may be translated into an actual accelerating
scheme is that of the so-called single-ended machine. In this case ions are produced with positive
sign at a point which has positive potential. Then ions are accelerated down to ground voltage and
extracted for their subsequent usage in whatever beam transport elements, which are all at
ground voltage as well. This scheme has the disadvantage that the ion production elements (the
so-called ion sources) must be at a large electrostatic voltage and are therefore not easily
accessible for servicing.

There is a second, less intuitive way, in which the principle underlying (4.1) may be used: this is
the so-called tandem accelerator. In this case ions are produced at ground voltage (eventually
implying low electrostatic voltages for extraction, which may be switched on and off easily and
require only simple insulation configurations) with negative sign. Negative ions are not widely
known, but they may be produced efficiently for most atomic species with charge q=-1. For those
species where this may not be possible there are some alternative tricks, such as using molecular
ions containing the atom of interest or picking up extra electrons on the fly by making a low-
energy positive ion beam cross a properly prepared electron-rich atmosphere. A comprehensive
review on negative ion production for usage in a tandem accelerator is available in [2]. In any case
a negative ion is accelerated from ground voltage to a positive voltage Vi, present at a point of the
accelerator which is denominated terminal, as suggested by the subscript. Then at the terminal
the ion beam crosses a section of the beam pipe where it is forced to interact with a target called
stripper, which may be solid (typically a thin carbon foil) or gas (frequently high purity nitrogen).
Upon interaction with the stripper the negative ions present in the beam keep their energy almost
intact, whereas they have a high probability of losing one or more electrons. Therefore a
superposition of different charge states is generated, all with the same energy, as given by (4.2).
After the stripper the beam runs across a second accelerating section in which voltage decreases
from V¢ again to ground. As the ions have switched (with a high probability) to a positive charge
g, which may range from +1 to higher values, the decreasing voltage along the beam path is able
to inject energy to the beam again. The final beam energy once the (positively charged) beam
reaches ground voltage again is therefore

AE = (q + 1)V, (4.2)

where q takes different possible values and therefore beams with different energies are
superimposed to one another. A simplified scheme of a tandem accelerator is given in Figure 4.1.
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Figure 4.1. Schematics of a tandem accelerator (lower), with the conceptual graph of the voltage at the different points
along the device (upper).

The main parts of a tandem accelerator, which is taken here as a representative example, are
briefly described in the following section.

4.2.2 Main elements of an electrostatic tandem accelerator

4.2.2.1 Injector

The first element is called the injector. It includes first the ion source or sources, where negative
ions are prepared and extracted, typically with voltages in the range of tens of kV. A detailed
description of ion sources is outside the scope of this work. As an example, two of the usual types
of ion sources are very briefly described below.

Plasma ion sources are using a pressurized vessel of a gas which contains the type of ion wanted.
This gas is let into a suitable chamber by a leak valve and then proper electrostatic and magnetic
fields are provided in order to obtain, sustain and confine the plasma, which contains positive and
negative ions, as well as electrons. The field configuration must be properly designed in such a
way that the negative ions may be extracted efficiently through a narrow diaphragm via
application of a suitable extraction voltage with the proper sign. Several gas vessels may be
available with a manifold, in such a way that the same source may be used to produce different
ion species depending on the experiment. A notable case is that of He beams, which are frequently
used in tandem accelerators. Since He- is metastable in this case the opposite polarity is used for
the extraction voltage, so that He* is extracted from the source. Then within the injector the beam
is made to pass across a device in which an alkali metal (frequently Li) is evaporated locally with
a small oven. Upon crossing such an electron rich atmosphere, already with the velocity
corresponding to the extraction voltage, He*ions are made to pick up two electrons and become,
with a relevant probability, He- with the same velocity. Then the negative ions may be propagated
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into the subsequent accelerator stages before they decay, as it is done with any other ion beam
directly produced as negative at the ion source.

Sputtering ion sources are based on bombarding a solid target cathode with Cs*ions, which are
produced at a small oven and accelerated by a cathode voltage at the level of a few kV. The target
atoms are sputtered away and upon traversing the target surface, which gets coated with Cs
atoms, provide a significant yield of negative ions, as this surface layer is efficiently providing
electrons to the sputtered fragments. These negative ions are then repelled from the cathode by
the same cathode voltage used to attract the Cs*ions. Then negative ions are extracted out of the
source by a subsequent extraction stage, with a suitable diaphragm and extraction voltage with
the proper sign. As compared to the previous example, in this case the extracted ions may be any
component of a solid target chemically stable with a negative ion configuration. Therefore this
type of source is extremely flexible and gives access to most atomic species of the periodic table,
with higher or lower yields.

The low energy negative ion beams produced at the ion source are then guided with suitable beam
transport elements, such as steerers (electrostatic and/or magnetic) and lenses towards the main
accelerator stage. Before reaching this main acceleration stage it is usual to have a mass analysis
system, normally a magnet followed by a horizontal slit with a suitable beam diagnostic. Upon
bending the beam extracted from the ion source with the magnetic field of such magnet, the output
angle depends on the magnetic rigidity of the beam, as defined below in this chapter. Therefore
the magnet provides a dispersive map of all masses present in the beam. As frequently ion sources
may give rise to different ions, in addition to the one to be selected, this mass analysis stage is
essential to identify and select the proper beam. As an example, Figure 4.2 presents the mass
spectrum at the injector of a tandem accelerator where Cl ions are being prepared from a solid
target sputtering ion source. It is evident that the beam directly extracted from the target contains
many species other than the one wanted.
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Figure 4.2. Beam current as a function of the ion mass obtained by a mass-analysis magnet at the exit of a sputtering ion
source in a tandem accelerator. The two isotopes of Cl (masses 35 and 37), being the target beam in this experiment,
may be readily observed, along with other alien species such as oxygen, carbon and copper. This graph makes evident
that mass-analyzing the beam is an essential step after extraction from the ion source.
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4.2.2.2 Main accelerating stage

As briefly explained above, once the negative beam leaves the injector it enters an accelerating
tube, in which it propagates across a region where voltage increases gradually and thereby the
beam energy increases. The maximum voltage is attained at the so-called terminal. One of the
crucial elements for this type of accelerator is the system allowing to set a high electrostatic
voltage at the terminal in a robust and stable way. The maximum voltage attainable for a given
machine may vary from a few million volts (MV) to several tens of MV is some singular machines.
Then this voltage is transmitted along the accelerating tubes with proper resistors in such a way
that at each point of the accelerating tubes the proper voltage value is present and the beam sees
a gradual voltage change along its path. This applies to the two accelerating tube sections: the one
that takes the negative beam from the injector to the terminal and the one that takes the positive
beam to the output of the accelerator.

These voltage levels require extreme insulation measures: therefore the terminal and accelerating
tubes are housed inside large pressurized vessels, filled with a suitable dielectric. A frequent
choice is SFs. On the other hand one needs to generate and regulate the voltage at the terminal.
The two most frequently used voltage generation systems are the so-called Van de Graaf and
Cockcroft-Walton ones. The former is based on an insulating movable mechanical assembly which
looks like a belt, extracting charge from the ground voltage side and depositing it on the high
voltage side. Simple as it may look, this concept works and is widely used. The Cockcroft-Walton
system is based on an electronic circuit based on alternating capacitors and diodes which
produces DC output with a voltage level that multiplies the amplitude of an input AC signal by a
large number. In both cases online monitoring of the voltage at the terminal and sophisticated
feedback systems for proper stabilization are essential to have a stable enough voltage value at
the terminal and thereby a narrow beam energy distribution. A description on electrostatic
accelerator voltage supply systems may be found in [1].

The stripper has been conceptually defined above and no further details will be given on its
technical details here. Notice that at the output of the stripper a superposition of beams with
different charges is always present. The abundance of each charge state depends on the beam
species and energy and on the characteristics of the stripper. An estimate may be obtained from
[3]. Figure 4.3 shows the expected abundance of the different charge states for an illustrative
example. [t may be observed that only moderate charge states are present and that the probability
of the most abundant ones is of the order of unity. Less abundant, higher charge states may be
selected and used to reach higher beam energies (as indicated by formula (4.2)), for a given value
of V, at the cost of having smaller ion flux.
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Figure 4.3. Abundancy calculation of the different charge states for a Tandem accelerator with a gas stripper for a Si
beam which reaches the terminal at an energy of 5 MeV (i.e. Vi=5MV).

4.2.2.3 Switching magnet

At the output of the main accelerating stage, described in the previous section, it is usual to have
several beamline extensions, so that the ion beams may be guided alternatively to each of them
for specific experimental needs. The key element allowing to select the beamline to which the
beam is guided is the switching magnet. This magnet has the proper geometry so that, adjusting
the magnetic field properly, a given beam (defined by its energy and mass) is deviated by an angle
corresponding precisely to one of the beamlines. Figure 4.4 provides a panoramic view of the

different beamlines emerging from the switching magnet at the CMAM ion beam facility [4].

Figure 4.4. Panoramic view of the beamlines at the Center for Micro-Analysis of Materials (CMAM), operated by
University Auténoma Madrid (UAM). The switching magnet is visible at the point where all beamlines converge.
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4.2.3 Ion accelerator landscape in Europe

Numerous ion accelerator facilities exist in Europe and other regions of the world. These facilities
are frequently of small or moderate size and support user access open to a multidisciplinary
scientific and industrial community, combined with internal usage. The weight of the different
science areas varies from case to case, and includes materials science, nuclear physics, biomedical
sciences, archaeometry and environmental science, among others. The European landscape may
be explored at [5], where many of the ion beam facilities are identified, whereas a more global
view is available at [6]. Recently an interesting focus point issue has been published revising the
status of some small size European ion beam facilities [7].

4.3 Basic beam transport elements

4.3.1 Basic ideas on ion beam transport

In this section a brief introduction is given on how an ion beam is transported from the output of
the accelerator stage downstream across a given beamline, with the aim of illustrating, in a non-
exhaustive way, the most relevant aspects and providing the reader with some insight which may
be improved by consulting the references. For the sake of simplicity only continuous beams (i.e.
not pulsed) will be considered.

A beam of charged particles (e.g. ions) may be considered and modelled in the same way as
classical light optics. The main elements one may find across the beam path have their analogues
in light optics and a simple matrix formalism may be applied in the same way. The optical axis is
taken as the ideal trajectory of an ion going through the symmetry axis of the different elements
along the beam path. At any point of the optical axis a plane perpendicular to the axis may be
defined. Each possible ion trajectory cuts the successive planes at given points and with given
angles with respect to the axis. The ideal trajectory cuts all these planes at point (0,0) and with
angle (0,0) by definition. The coordinates (x,y) and angles (685, 6y) in one of these planes allow to
propagate the ion trajectory to an arbitrary plane downstream, if the different beam elements are
properly defined. The beam can then be considered a set of points in the phase space defined by
these four coordinates, and the propagation of the beams may be seen as the evolution of this
cloud of points, which changes its shape according to given rules. In a typical case of interest one
takes an input plane where the beam is frequently defined as a homogeneous density in a given
area of phase space (such as a rectangle). Then this area of phase is space is propagated
downstream up to a given target plane (which may be the position where an aperture is placed or
the sample plane). The phase space at this final plane yields the beam size and divergence. We will
also assume that the beam particles have a given energy distribution, which may be considered as
a gaussian with a given width. In many practical (simple) examples the beam energy may be
considered as a delta distribution and therefore energy may be taken as a fixed parameter. Notice
that such an approximation may only hold for continuous beams, as for pulsed beams the energy
and time of passage of each particle across a given plane are two conjugate variables to be dealt
with in the same way as the pair position-angle.
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The propagation of a beam thus defined along free space is then very easy to model. Taking one
of the two spatial directions as an example (x), it is very easy to see that for small angles if a beam
crosses plane 1 at position x and angle 6y, then it crosses plane 2 at a distance L along the beam
axis at position x” = x + L. 8,and with the same angle 0" = 8«. In matrix form one has

(6.)=6 D) (43)

The matrix given in (4.3) is the one corresponding to a drift space of length L. Each of the different
elements described below in this section may be assigned matrices analogous to this one, so that
the problem of propagating the beam is just the succession of matrix multiplications. Such
matrices will not be given in detail, as they may be consulted in proper textbooks, such as [8]. We
will concentrate in the following on describing beam elements which do not change the beam
energy. Therefore, in practice, we are considering the ion beam once it has left the accelerator,
concentrating on its propagation along a given beamline.

4.3.2 Electrostatic and magnetic elements

The beam elements which do not change the beam energy may use electrostatic or magnetic fields.
By looking at the fundamental equations of motion of a charged particle in an electrostatic or a
magnetic field two important magnitudes may be defined: electrostatic and magnetic rigidity. For
the detailed definition of these magnitudes the reader is referred to [8]. We will here only indicate
that the electrostatic (magnetic) rigidity of a beam is a way to quantify its resistance to modify its
trajectory when crossing a region with a given electrostatic (magnetic) field. Electrostatic rigidity

scales as E/q and magnetic rigidity as %, where E stands for the beam energy, q is the ion charge

state and M its mass. Therefore, electrostatic elements may modify an ion beam depending only
on its energy and charge state, the beam being more rigid to bending for larger energies and lower
charge states. With magnetic elements the rigidity increases both with the beam energy and its
mass, and it decreases with the charge state.

In general one may do simple calculations based on the concept of electrostatic and magnetic
rigidity based on scaling rules and without the need of using the detailed formulas, just by making
the following observation: if we have an electrostatic (magnetic) beam element which is tuned to
providing the right trajectory for an ion beam with a given electrostatic (magnetic) rigidity and
we change the properties of the beam in such a way that its electrostatic (magnetic) rigidity is
multiplied by a factor a, then by multiplying the electrostatic (magnetic) fields present in the
element by a, the original beam tuning is recovered. For example, if the charge state is changed
from 1 to 2, then the electrostatic rigidity becomes half its original value and then the electrostatic
field has to be reduced by the same factor to recover the right beam trajectory. In the same way,
if we replace a He beam (i.e. with mass 4) by an O beam (with mass 16), both with the same energy
and charge state, the magnetic field needs to be scaled up by a factor of 2.
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4.3.3 Dipoles

Dipole magnets are used to deviate the beam by generating a uniform magnetic field in a given
volume. It may be seen by analyzing the equations of motion that the trajectory of a charged
particle in a uniform magnetic field is a circle arc, with a bending radius which scales with the
value of the magnetic field and with the inverse of the magnetic rigidity. The magnetic field is
normally set by regulating the DC current across coils which embrace a soft iron nucleus. In
practice the scaling rules sketched in the previous section may be applied directly to the coil
current setting, as it is proportional to the generated magnetic field. Depending on the
characteristics of the boundary between the region with and without field, that is, the boundary
of the magnet coils, the magnet has in addition focusing properties. This means that the particles
deviating from the reference trajectory get bent towards the optical axis. The geometry of a
magnet may be fine-tuned in such a way that the focusing properties are similar in the horizontal
and vertical directions. This is the so-called double focusing magnet, which is usually doing the
function of switching magnet at the output of electrostatic accelerators.

4.3.4 Quadrupoles

Focusing of ion beams in the MeV range is usually obtained with quadrupoles, which may be
magnetic or electrostatic. A magnetic quadrupole is a device which generates a field varying
linearly as a function of the distance to the optical axis on the plane normal to it, according to the
formulae

(%) -¢@ HE) 0
B, 1 0/\Y
that is, the field has an increasing y component as one moves along the x component, and
reciprocally. This type of field configuration generates focusing properties. A quadrupole behaves
as a focusing lens along one axis and as a defocusing lens in the axis perpendicular to it. Therefore,
in order to have focusing in both directions one needs at least two quadrupoles in series. This is
the usual way of disposing quadrupoles in a beam transport system, and it is called a quadrupole
doublet. When modelling beam transport quadrupoles may be approximated as thin lenses,
characterized by a single parameter, the focal length, which depends on the field parameter K
given in (4.4) as

_ Am (4.5)
f= KL

L being the length of the region with quadrupole field along the beam axis, i.e. the quadrupole
thickness, and ym being the magnetic rigidity of the beam. It becomes evident that for a given field
configuration (i.e. Kand L), the beam is more strongly affected (i.e. has shorter focal length) when
Xm is smaller (i.e. less rigid). Quadrupole sets may have larger multiplicities, such as quadrupole
triplets, in order to further fine tune the focusing properties.

The usual way of transporting ion beams is to have the beam focused at a given point along the
optical axis, where an aperture is placed, frequently together with a proper diagnostic and where
the beam is tuned to reach a beam waist (i.e. a local minimum of beam dimensions in both
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directions perpendicular to the axis and to one another). Then the beam diverges again, as given
by (4.3), until it reaches a suitable quadrupole multiplet, where it is focused again to reach a new
beam waist downstream. Usually the last beam waist along the beam transport line is on a plane
where one positions a sample, to be illuminated by the beam for analysis of modification purposes.
The on-sample beam waist allows for having optimal beam size so that irradiation is selective in
the sample plane and may be used to analyze or modify the material with spatial lateral resolution.

The quadrupole configuration described in this section may also be obtained with electrostatic
fields, in which case it is called an electrostatic quadrupole. Its properties are similar to those
given above for magnetic quadrupoles, but its action on the beam depends on the electrostatic
rigidity instead of the magnetic one, as defined in 4.3.2. Electrostatic quadrupole sets have thus
the feature that their focusing properties are independent of the ion mass, which turns out to be
very useful, for example at the output of the acceleration stage in a machine which is frequently
used to accelerate many different ion species. Further details on quadrupole configurations and
their effects on a charged particle beam may be found in [8].

4.3.5 Beam apertures

As mentioned in the previous section beam apertures may be used at selected points of the beam
path in order to properly define the beam or support the optimization of the operational
parameters of other beam transport devices such as dipoles or quadrupoles. From the point of
view of beam transport calculations apertures work as filters in phase space. Once the beam is
transferred to the plane where the aperture sits, its extent in phase space is cut according to the
aperture size, in such a way that only the part of it fulfilling the aperture condition is transmitted
downstream.

A common way to use an aperture is to have protected from the beam an element placed directly
downstream (e.g. the vacuum chamber placed within the gap of a dipole magnet). The size of the
aperture is defined in such a way that the beam coming from the most limiting point upstream
may not touch the element protected downstream (e.g. the walls of the vacuum chamber along all
its extension). This is usually done with simple geometrical calculations. For this purpose, usually
static apertures are used, more frequently called diaphragms, since there is no need to vary the
aperture size and shape.

A second typical way of using an aperture is the optimization of beam transport along a given set
of optical elements. The aperture is then frequently placed downstream a focusing element, such
as a quadrupole doublet or triplet. The aperture has normally adjustable size and shape, in such a
way that the beam conditions downstream may be regulated according to the experiment needs.
Once the aperture has been adjusted to the size and shape required the focusing element settings
may be optimized in such a way that the beam flux passing through the aperture is maximized.
This procedure may be done in terms of beam transport calculations with a proper software tool,
or experimentally, provided one has proper diagnostics, ideally immediately downstream the
aperture. Different geometries may be used for such a tunable aperture, the most frequent and
simple being a set of four blades which move independently from one another, allowing for the
definition of a rectangular aperture with different horizontal and vertical sizes and even with a
horizontal and vertical offset with respect to the nominal beam axis.
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Beam apertures must be carefully designed taking into account the amount of power which the
beam may deposit on them, including when necessary water cooling. Four-blade apertures are
also frequently built in such a way that they may be used also as a diagnostic in its own, as it will
be explained in the next section.

4.3.6 Beam diagnostics

Beam diagnostics are devices which allow to monitor the beam properties and assist accelerator
operation in such a way that the desired beam properties may be obtained in a simple and robust
way. In this section a few examples of frequent diagnostics for continuous beam ion accelerators
are given. The dynamical aspects inherent to pulsed beams imply very different types of additional
diagnostics, which are outside the scope of this work.

Faraday cups (FC) are devices which measure the beam flux of charged particles at a given point
of the beam path. Normally they are insertable metal blocks, which are introduced or removed
from the beam path with a pneumatic device or a motorized axis. Once inserted, the FC blocks the
beam. The metal block is properly insulated in such a way that the charge of the ions reaching the
device per unit time may be measured as an electrical current with suitable readout electronics.
When ions impact on a solid target, such as the FC, secondary electrons are ejected from the solid.
Therefore, the net charge flow measured by the readout device will be the sum of the inward
current corresponding to the (usually positive) incoming ions, plus the outward (negative)
current of the ejected electrons, which implies an overestimation of the real ion flux, if not
corrected properly. The geometry of the FC must be such that the outgoing path of the electrons
is efficiently blocked. In addition, it is frequent to add a bias ring immediately upstream the FC,
polarized to a moderate voltage (frequently in the range of 50-200 V). This is enough to suppress
most of the escaping electron current and guarantee a reliable correspondence of the readout
current with the incoming ion flux. A FC is frequently placed immediately downstream an
aperture, in such a way that its reading is used to optimize the beam flux across the aperture by
tuning the setting of the upstream optical elements, such as dipoles or sets of quadrupoles.

Slits, as described in the previous paragraph, may be designed in such a way that each blade is
electrically insulated and connected to a current readout device. With this configuration two
blades cutting the beam horizontally provide two independent current measurements which scale
with the beam flux cut by each of the two blades. Even if the current reading is usually not a good
quantitative estimate of the beam flux actually cut by the corresponding blade (due to secondary
electrons, as explained above), the relation between the reading of the two blades is a very good
way to adjust the position of the beam with respect to the center of the aperture. This
configuration may be used connected to an automatic feedback mechanism which steers the beam
upstream the aperture in such a way that the beam goes centered through it. As it is evident four-
blade slits with current readout may be used to determine and control the beam position in both
directions.

Finally, there is a wide variety of systems which allow to monitor the beam properties by
dynamically cutting a small fraction of the beam at a given point along the transport line, whereas
most of the beam goes through unaffected. This may be implemented by a vibrating string which
oscillates crossing the beam or any other suitable mechanical setup with similar properties. The
element which dynamically interrupts part of the beam may be connected to a current readout
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device, thus operating as a transmission Faraday cup, or may be used to generate a secondary
signal picked up by a suitable detector placed nearby, outside the beam path (such as visible light,
characteristic X-rays or backscattered particles). In all cases the time-averaged signal is used as a
way to sample and thus estimate the average beam flux across the plane where the diagnostic sits.
In the case that the passage of the oscillating element across the beam is used to measure the
resulting signal synchronously, the time-dependent readout signal may be used to provide a
graphical view of the beam shape. This is the so-called beam profile monitor, which is normally
designed in such a way that the output signal allows to visualize both the vertical and the
horizontal shape of the beam, by a proper mechanical configuration of the vibrating element.
Beam profile monitors are sometimes used as qualitative assistance to visualize easily the
presence of a beam and its shape when optical element settings are being scanned or optimized.

4.4 Some examples of ion-matter interaction

4.4.1 Basic concepts: energy loss, range and straggling

When ions of medium energy (higher than some hundreds keV) impinge matter they initially
interact mainly with the electrons of the sample via excitation and ionization. The penetrating ion
loses energy along the ion trajectory through these inelastic collisions with the electrons. The radii
of atomic nuclei are so small compared with atomic dimensions that nuclear scattering is rare
compared to interaction with electrons. Therefore, in a first approximation, nuclear interactions
maybe neglected in the slowing down process. Microscopically, energy loss due to excitation and
ionization is a discrete process. Macroscopically, it is a good assumption that the ion loses energy
continuously. The average energy loss (Se, dE/dx) is the relevant magnitude for most analysis and
experiments regarding lon Beam Analysis (described in the next Section) and lon Beam
Modification of Materials [9] [10]. Some frequently used units are dE/dx: eV/A; (1/p)dE/dx:
eV/(ug/cm?2). At high energies the electronic stopping of energetic particles in amorphous solids
is well described by the Bethe-Bloch formula [11] [12] [13]. The elastic nuclear interaction will be
progressively significant at lower ion velocity, reaching its maximum values near the buried layer
where the ions are stopped and “implanted”.

Charge exchange (loss or gain of electrons) takes place as an ion moves amongst the atoms of a
sample and it adopts an equilibrium charge which depends on the velocity. For heavy ions at
velocities less than the velocity of orbital electrons, quasi-molecular electron orbits may be
temporarily established between the ion and a target atom. At MeV energies, light ions such as
alpha particles are fully stripped after they enter into a solid sample and only the positive nuclei
penetrate the sample. After they have been slowed down to low energies they pick up electrons
again from the sample atoms. Heavier ions, with velocities greater than those of orbiting electrons
in sample atoms reach an equilibrium charge state after travelling through sufficient thickness of
sample (typically 5 to 50 pg cm2). The mean charge is the mean value of a broad, approximately
Gaussian charge state distribution which, being velocity dependent, changes as the ion slows
down [14].

The energy loss rate, dE/dx, can be calculated using the computer program “stopping and ion

ranges in matter” (SRIM) (http://www.srim.org/) [15] (see Figure 4.5 and Figure 4.6 as examples
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for several cases of ion species and energies). SRIM is a group of programs that calculate the
stopping and range of ions (up to 2 GeV/amu) into matter using a quantum mechanical treatment
of ion-atom collisions (assuming a moving atom as an ion and all target atoms as atoms). This
calculation is made very efficient using statistical algorithms, which allow the ion to make jumps
between calculated collisions and then average the collision results over the intervening gap.
During the collisions, the ion and atom have a screened Coulomb collision, including exchange and
correlation interactions between the overlapping electron shells. The ion has long-range
interactions creating electron excitations and plasmons within the target. The charge state of the
ion within the target is described using the concept of effective charge, which includes a velocity
dependent charge state and long-range screening due to the collective electron sea of the target
[16]. A full description of the calculation is found in the tutorial book, SRIM—The Stopping and
Range of lons in Solids, by |. F. Ziegler and ]. P. Biersack in 1985 (a new edition was published in
2008). The SRIM book offers an interesting and broad historical review of the stopping power
theories and model developed along the past century.

T T T T T T T T T T T T T T T T T
Depth vs. Y-Axis - L Depth vs. Y-Axis i
r
rd
-, . _
]
4 -
2
E
2 -
£
_':l -]
o
e |
L]
& _
z
__(b)
TON RANGES ION RANGES
_— Ion Bonge = 7.92 um Hhewness = 2071228 lon Range = 6.81um Skewness  =-1.3878
o Straggle = 2965 A Kurtesis  =-18180L0680 Straggle = 57414 Kurtosis ~ =-2.3811
E | 2000
[
;:; ! 8000
- [
E g e 7000
=215 5
ol B 12000 |2 6000
Bl - ooot | g 5000
— || 3 A
c"E:l £ | = 4000
u |5 3
s GO 3000
= a
nila a
= [ 4000 |un 2000
= ) .
: —zﬂ 2000 2 1000
—
L 1 L L L 1 |(C) [1] L L L L |(d] 0
A - Target Depth - 10 um A - Target Depth - 10 um

Figure 4.5. SRIM simulations showing the straggling and ion range for 850 keV H ions (a,c) and 50 MeV I ion (b,d) beams
of similar range in LiNbO3



Irradiation sources: medium energy ion beams 79

100 E| MR | MR | T T T T T
= LiNbO — | 50 MeV
g 10¢ SI _ 3_ Si 50 MeV
~ t . (solid lines) F 35 MeV
> S, (dash lines)| =—— C 35 MeV
g - — He 15 MeV
= 1F = —— H 10 MeV
(n * '.l.
%) Lot
O ’
8 |
P ] . R 1 0.1°f I i
g LN
W e (.a.)....... T ——— e oY | N - - (b)

1E-4 1E-3 001 0.1 1 10 100 1 10 100 1000
Energy (MeV/u
oy (MeViu) Depth (um)

Figure 4.6. (a) Distributions of electronic (Se), nuclear (Sn) and total (Se+Sn) energy loss of ions listed in the legend as
a function of ion energy per atomic mass unit (specific energy). (b) Energy loss profiles (Se, Sn) vs depth. (a, b) show
the broad range of energy loss values and ranges calculated by SRIM 2008 [15] from the lightest to the heaviest possible
ions, for the particular relevant material LiNbOs3.

4.4.2 Ion implantation with light (H, He) and medium mass ion beams
(C to Si)

Ions at energies above 100 keV are likely to penetrate into the substrate rather than sputter the
target [17] [18]. Implanters and tandem accelerators are used to generate energetic beams of both
light and heavy ions. The incident ions lose their energy mainly through electronic and nuclear
energy-transferring mechanisms [17] [19]. The ions, implanted at different stopping powers
determined by the ion mass, energy, and target materials, will cause damage through these two
mechanisms. High-dose (typically above ~ 1016 ions/cm?2) light ions, typically referring to H or He
particles, at energies of several keV to MeV induce an obvious nuclear damage layer buried inside
LiNbO3 crystals [19] [20] [21] [22]. The electronic damage of light ion implantation mainly
consists of point defects or colour centres, which can be removed to some extent by thermal
annealing at moderate temperatures of 200 - 400°C [19] [21]. However, heating treatments of
LiNbOs3 in this temperature range do not destroy the nuclear damaged layers, and at most cause
slight recovery of the disordered lattices in the region.

Some middle-light-mass ion such as C, N, O, F, Si, Cl, Ni, or Cu at energies of several MeV, can cause
relatively strong modifications in the implanted regions in LiNbO3 even at lower doses of ~ 1014
atoms/cm?2. In these cases, the electronic stopping powers are much higher than those of light ions
[23] [24] [25] [26] [27]- Nevertheless, low-dose heavy-ion-induced lattice disorders can also be
removed by suitable thermal annealing (~ 200-300 °C). Figure 4.7 shows the distributions of the
electronic and nuclear energy deposition of 1.75 MeV He and 5 MeV O ions implanted into LiNbO3
crystals from numerical simulations of SRIM 2008 [15].

Completing the framework, the use of heavier ions has been explored, for which in some of these
irradiations electronic damage was beginning to come in to play as an important variable. In
particular, results have been published with Si 3 MeV ions [27], Cu ions at 0.7, 1.4, 2.6 MeV (a
multi-energetic irradiation), O ions at 5 MeV [23], B ions at 3 MeV [28], Ni ions at 3 MeV [29], and
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Cions at 6 MeV [30]. For all the mentioned irradiations S. has much higher values than in the case
of He implantations because they have higher Z value. The increase in the extraordinary refractive
index of LiNbOsz can be reached with much lower fluences to produce waveguides by this
procedure (~10!* at/cm?), being several orders in magnitude lower than those used in the
implantation method.

For the purpose of photonic applications, ion implantation has proven to be an efficient method
for fabricating optical waveguide structures in many materials due to its accurate control of the
refractive indices of the substrates [19] [21]; in fact, in some crystals with low phase transition
temperatures or very stable chemical properties, ion implantation is one of the most effective
techniques to guide structures within them. LiNbO3z waveguides produced by the implantation of
light and heavy (medium-mass) ion beams have been realized for many years and exhibit
attractive properties for various photonic applications.
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Figure 4.7. Distributions of electronic (dashed lines) and nuclear (solid lines) energy deposition of (a) 1.75 MeV He and
(b) 5 MeV 0 ions implanted into LiNbO3 crystals calculated by SRIM 2008 [15].

Refractive index tailoring

LiNbO3 is a negative birefringent crystal, with a difference between the extraordinary and
ordinary index An = n. - n,~-0.08 (at a wavelength of 632.8 nm). Several types of refractive index
profiles of lithium niobate waveguides can be generated using different ion beam techniques.

“Barrier”- type index profiles

The optical barrier refers to low refractive index layers buried inside the substrate generated by
nuclear damage through energy transfer from implanted ions (particularly light ions, e.g., He or
H) to the target matrix [19] [21]. These elastic collisions between the incident ions and target
nuclei mainly occur at the end of the ion range, forming a disordered layer accompanied by a
reduction in the physical density of the substrate and resulting in a decrease in the refractive
index. Meanwhile, within most regions along the incident ions trajectory inside the target, the
nuclear damage is quite small; therefore, there is almost no change (or only slight changes) in the
refractive index. In this way, the regions between the surface of the substrate (i.e., air) and the
optical barrier are surrounded by low-index regions, which act as waveguides [19]. These barrier-



Irradiation sources: medium energy ion beams 81

confined refractive index profiles are quite typical for ion-implanted waveguides in various
materials, and are particularly common for those related to light ion implantation [19] [21].

Figure 4.8(a) shows a typical barrier-type profile of the ordinary index (n,) of LiNbO3 waveguides
produced by the implantation of protons or He. The n, value in the waveguide regions only slightly
decreases after implantation (typically An, ~-0.1 % to - 0.5%), while in the barrier regions a large
reduction in n, is found, ranging from -1% to -5% depending on the ion fluence [19] [20] [21] [22].
In this case, the low index barrier is the only confinement for the waveguide, which normally
results in relatively strong light leakage through the barrier into the substrate regions due to
optical tunneling effects, particularly when the barrier layers are very thin [19] Nevertheless, by
broadening the barrier (through multiple-energy ion implantations, see Figure 4.8(a), the
tunneling effect can be considerably reduced, resulting in a better confinement of the light modes.
It should be stressed that for normal barrier distributions, the index value does not decrease
significantly in the waveguide regions, just as in the case of n, for light ion-implanted LiNbO3
waveguides.

However, for heavier ions such as O, Si, or P, implantation at energies of several MeV will induce
large reductions (typically from ~ -2% to -3%) in the waveguide regions [31], while a larger n,
decrease (typically ~ -5%) occurs at the end of the ion track (Figure 4.8(b)). This non-typical
barrier-type index profile theoretically makes the confined structures act as waveguides;
however, more leakage of light into the substrate will occur due to the smaller index difference
between the waveguide and the barrier, as well as the poor transmission properties. Therefore,
in this a configuration, waveguides are not adequate for practical applications due to very high
propagation losses.
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Figure 4.8. Typical barrier-confined no profile of (a) light ion-implanted LiNbO3 waveguide. The solid and dashed lines
represent the single and multiple-energy implant configurations, respectively. (b) after heavy ion implantation in LiNbO3
(from Ref. [32]).

“Enhanced-well + barrier-type” index profiles

The mechanism for modification of the extraordinary refractive index (n.) is much more
complicated. The implantation of light ions (He or H) will cause positive changes in n. (for
example, An. ~+0.5 %) in the near-surface regions, resulting in an enhanced index well. At the end
of the ion track, a negative index barrier, just as in the case of n, profiles, is built up due to nuclear
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energy deposition (nuclear damage) [19]. This profile is called a typical “enhanced well + barrier”
distribution (Figure 4.9(a)). On the other hand, for the implantation of heavy (medium-mass) ions
(with energies of several MeV) such as C, O, or Si, a larger increase in n. (up to ~ 2 %) will occur in
the near-surface region, while a negative index barrier might be constructed at the end of the ion
range inside the crystal (Figure 4.9(a)).

As a representative example of the manufactured waveguides described by increasing the
extraordinary refractive index, n,, it is shown in Figure 4.9(b) (from Ref. [23]) the n. profile of 5
MeV at 1 x10%* O/cm? implanted LiNbO3 optical waveguide. An increasing value of the index
appears at the surface, with Ane = 0.03. Moreover, it also created a low index value to the depth
where the ions are slowed down completely (= 2.6 um), i.e., where the collisions of incident ions
with the lattice atoms happen, responsible for the nuclear stopping.

For H- or He-implanted LiNbO3z waveguides, the light confinement is achieved by the combination
of an enhanced well and a negative barrier, although theoretically, the enhanced well is sufficient
for a fairly good restriction of light propagation [19] [21]. As for heavy-ion-implanted LiNbO3
waveguides, the large positive index well is mainly responsible for the light confinement, through
which the light inside the waveguide can propagate in a non-leaky manner [21]. With respect to
the mechanism by which such a n. profile is produced, positive n. well formation, it is still under
study. Nevertheless, one may assume that the n. increase is related to electronic-energy-
deposition-induced effects on the LiNbO3 cell matrix. Specifically, in the network of oxygen
octahedrons (BOs), because most of the optical properties of oxygen-octahedron ferroelectrics
depend on the presence of BOs octahedron building blocks [33].
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Figure 4.9. (a) “Enhanced well+barrier” confined ne profile of LiNbO3 waveguide formed by light (solid line) and heavy
(dashed line) ion implantation (from Ref. [32]). (b) Extraordinary index (ne) profile (solid line) of 5 MeV, 1 x1014 O/cm?
implanted LiNbOs. The dashed line represents the bulk value (from Ref. [23])

4.4.3 Ion irradiation with heavy and swift heavy ion beams

Swift heavy ions (SHIs) are available at large accelerator facilities that can produce beams of high
mass ions with kinetic energies in the MeV-GeV range and above. In many solids SHIs release
sufficient energy to generate long, nanometer-sized damage trails often denoted as ‘latent tracks’
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because they are not discernable by the naked eye or optical microscopy. The initial interest in
ion tracks goes back to the late 1950s, when Young reported the etching of tracks from fission
fragments in LiF [34], and shortly after, when Silk and Barnes published the first transmission
electron microscopy images of fission tracks in mica [35]. At that time, these discoveries
generated a boom in track research and motivated numerous applications in nuclear detector
physics, geochronology, archaeology, and many other fields [36] [37]. This interest was further
stimulated with the advent of large heavy-ion accelerators in the 1980s and inspired intensive
and systematic basic research on track formation as well as applied projects in material science,
nanophysics, biophysics, and simulations of cosmic ray effects [38] [39] [40] [41].

SHIs are usually characterized by their specific energy in units of MeV per nucleon (MeV/u). In
this velocity regime, the projectiles mainly interact with the target electrons, resulting in dense
electronic excitations and ionizations of the target atoms (electronic stopping). Energy loss by
elastic collisions with target atoms (nuclear stopping) is up to 2-3 orders of magnitude smaller
and thus plays only a minor role for track formation. Since the majority of interactions occur with
target electrons, no large-angle scattering of the ion projectiles occurs; this results in straight,
highly parallel ion tracks. Transmission electron microscopy (TEM) studies and small angle X-ray
scattering (SAXS) experiments revealed that the track shape is nearly cylindrical with a constant
diameter for most of the ion range, while over the last micrometer or so, before the ions come to
rest, the track diameter narrows and the shape changes into a cigar-shaped and irregular form
[41] [42] [43]. This behavior is related to elastic collisions with the target atoms which become
increasingly important when the ion has slowed down and is no longer able to efficiently ionize
the target material.

A characteristic feature of SHI irradiation is that formation of tracks requires a critical minimum
electronic dE/dx. This threshold strongly depends on the material and slightly increases with ion
velocity. It can be below 1 keV/nm for polymers and up to a few tens of keV/nm for metals. In
metals, the large heat conductivity of the electrons dissipates the deposited energy before the
track has time to form [44]. In contrast, tracks readily form in complex systems, in materials with
polymorphism and electronic defects, and if radiation can induce radiolysis in combination with
volatile radiation products. The most sensitive materials are polymers where SHI irradiation leads
to chain scissions and the formation of small volatile fragments that leave the sample through
outgassing. In many oxides, the tracks consist of amorphous cylinders embedded in the crystalline
matrix (SiO2, apatite, mica, etc.) [45]. In other materials, the track structure can be more complex,
e.g., consisting of an amorphous core surrounded by a disordered crystalline shell (e.g.,
Gd(Ti,Zr)207 and Gd,TiOs) [46]. Tracks even exist in amorphous materials such as in vitreous SiO>
and metallic glasses, where the amorphous state within the track slightly differs from the disorder
of the surrounding matrix. In semiconductors the effects of SHIs are not completely understood,
but it seems that the band gap has some influence. Some insulators (UO;, ThO,, CeO, MgO, etc.)
are extremely resistant under SHI irradiation and their response includes mainly the creation of
isolated defects and strain [47]. Figure 4.10 shows ion tracks in different materials.

The diameters of ion tracks are typically a few nanometers, being material specific. Depending on
the material and its radiation sensitivity, the track size becomes larger with increasing energy loss
of the projectile. Above a critical threshold, each ion creates an individual, continuous,
homogeneous cylindrical track, whereas close to the threshold, as well as in rather insensitive
materials (metals and semiconductors), the damage morphology can be discontinuous and tracks
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may consist of a sequence of dotted damage fragments. Additionally, the track diameter depends
on the ion velocity and is, for similar dE/dx values, larger for low-velocity ions [48].

4.4.3.1 Applications of Swift Heavy lons

Over the past several decades, ion-beam facilities that were developed for nuclear physics
research have impacted many other fields, including atomic physics, plasma physics, material
science, condensed matter physics, geosciences, environmental physics, and bio-medical sciences.
The number of SHI-beam applications in basic research as well as for industrial applications is
still growing. A unique feature of MeV-GeV heavy ions is that each individual projectile produces
a cylindrical nanometer-sized track. Heavier projectiles are preferred as a structuring tool,
because they produce tracks of continuous damage with the largest track diameters as a result of
their high energy loss. The penetration depth of ions in a material can be adjusted by the beam
energy. The track density is adjusted by the fluence which typically ranges from a single ion impact
per sample up to the regime of multiple track overlap (typically above ~1013 ions/cm?2). Tracks are
usually stochastically distributed over the exposed target area, but can also be precisely placed on
predefined positions using a heavy-ion microprobe. The application of targeted irradiations
includes writing specific patterns [49], testing microelectronic circuits [50], and delivering a
preset number of ions to the nuclei of individual living cells [51]. A few examples of exciting
research topics based on SHIs are presented in the following paragraphs.

4.4.3.1.1 Micro-and nanostructures formed by ion track technology. Applications of latent- and etched
tracks

One has to distinguish between the application of latent, i.e. as-implanted ion tracks, and etched
tracks. Latent tracks emerge from the energy deposition of swift heavy ions inside a tiny target
volume (‘ion track core’, ~10-15-10-14 cm3), and within an extremely short time (~10-17- 10-15 s).
These extraordinary transient conditions lead to dramatic modifications of the materials via
chemical and structural changes, with accompanying heat and pressure pulses.

Amorphous tracks formed by electronic excitation are well aligned with beam direction and are
themselves nanostructures, offering very interesting capabilities in nanotechnology [39] [52] [53]
[54] [55] [56]. Four major strategies for latent track applications show up: (1) exploitation of the
modified transport properties along ion tracks, (2) letting metallic atoms or clusters precipitate
along the tracks, (3) exploitation of the material’s chemical changes, and (4) making use of ion-
induced phase transitions [57] [58].

Dissolution of the latent track material by suitable chemical agents (‘etching’) leads to etched track
formation; the so-called “etched tracks”, that is, generating nanopores. By careful selection of
projectile, target, etchant, and etching conditions, etched tracks can be tailored towards any
required shape, such as cylindrical, conical, or hyperbolic, transmittent (in thin foils) or non-
transmittent, that can act as traps for foreign molecular species (sensors). On the other hand,
etched tracks can be filled with other substances to form nanocomposite materials with novel
optical, electrical and magnetic properties; moreover, the embedded matter can be arranged as
either massive wires (also called: ‘fibers, fibrilles’) or tubules, or it just can be dispersed
discontinuously as small nanoparticles along the track length. There is a wide range of
applications linked either to direct patterning of materials or to depositing material into the pores
of etched ion track membranes [55] [59] [60] [81][142].
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a) lon track membranes

Selective attack by a suitable chemical etchant of ion tracks, convert the damage of each track into
an individual nanopore. The etching time determines the pore size and specific etching conditions
control the pore shape and geometry (cylindrical, conical, double conical, etc) [61](see as example
Figure 4.11 a). The discovery of track-etching has triggered applications in a wide range of
scientific and industrial areas. During the last decade, the rapidly increasing activities and recent
developments in nanoscience have boosted the interest in track-etched channels in polymers in
particular [39] [40] [62] [63] [64]. Several small companies process commercially large quantities
of track-etched membranes with pores of extremely uniform diameter

Transport properties of membranes with a single track-etched nanopore became of great interest
to mimic conditions of ion channels in biological cell nembranes [61]. The asymmetrical geometry
of nanopores allows preferred transportation of chemical and biological species in one direction
like an ionic diode [65] [66]. Using different chemical and physical modification or decoration
strategies, it is possible to tailor systems with sensor properties [67] [68] [69] [70]. lon track
membranes are also of interest as nanofluidic devices for biosensing, separation of drug
molecules, desalination, electro osmosis, electrochemical energy storage in batteries, and fuel
cells and supercapacitors, just naming a few topics.

b) From etched tracks to nanowires

Another very active research field in nanoscience uses the ion-track technology for the fabrication
of nanowires by filling the pores of ion-track membranes via electrodeposition (see as example
Figure 4.11 b). The combination of chemical etching, electrochemical deposition, and surface
modification techniques led to the development of an enormous flexibility to synthesize tailored
nanostructures of various metals and semiconducting compounds and exploit size dependent
physical and chemical properties of materials at the nanoscale. As an advantage, ion track
membranes allow the control of the size, geometry, aspect ratio, and surface morphology of the
nanowires. Recent investigations provide results on size effects on optical, electrical, and thermal
properties, surface plasmon resonances, and thermal instabilities [71] [72] [73] [74].
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Figure 4.10. High-resolution transmission electron microscopy (TEM) images of ion tracks in non-amorphisable (top)
and amorphisable (medium/bottom) insulators/semiconductors. Top left: Cross section of two tracks (a and b) in non-
amorphisable SnO; irradiated with 9 MeV/u Cd ions [75]. Top right: CaF2 irradiated with 10 MeV/u Bi ions. The arrows
indicate the trajectories of non-continuous facetted defect clusters [76]. Medium left: Cross section of a single track of
a Pb ion in mica. The amorphous track zone is surrounded by the intact crystal matrix [77]. Medium right: Continuous
amorphous track region created along the trajectory of a Xe ion (~24 MeV/u) in Y3Fes012 [78]. Bottom left: Latent tracks
of Dy ions (13 MeV/u) in GeS irradiated normal to the crystal surface [79]. Bottom right: Amorphous track in
Bi2Sr2CaCuz0s irradiated with swift Au ions [80].
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a) Pb 25 MeV
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Figure 4.11. (a) AFM image of etch pit morphologies in LiNbO3 substrate obtained after etching tracks (HF 40% at RT
for 10 min) produced with Pb 2300 MeV ions [55]. The inset shows the depth profile recorded along the line across the
long axis of the two elongated pores. (b) Scanning electron microscopy image of Au nanocones electrodeposited in
conical nanopores [82].

4.43.1.2 Functional Bulk Material Testing

Studies on the radiation hardening of bulk materials under extreme conditions including radiation
dose, stress, temperature, and pressure, have received significant attention in the context of
nuclear materials and of, more recently, next-generation accelerators. Functional materials under
a constant flux of radiation that may modify their properties need to be tested and appropriate
mitigation methods must be developed. Irradiation experiments with SHIs are an efficient and
controlled way to test bulk materials and identify specific physical and structural property
changes. For reliability tests and lifetime estimates, it is important to understand how a given
material responds to extreme radiation fields, what is the nature of the specific damage, and how
thermal treatment can mitigate the radiation damage. An important research area addresses the
radiation hardening of materials for new high-power accelerator facilities (e.g., FAIR, FRIB, ESS,
etc.), operational limits of materials in high dose and high energy density environments, lifetime
predictions, and the development of new material solutions for extreme cases. Unique material
requirements also arise with the development of facilities with the highest pulse intensities. The
dynamic response (pressure wave propagation and damping) under high-power beam impacts of
beam intercepting devices (collimators, targets, and beam dump materials) are currently tested
with SHIs and provide helpful experimental data for benchmarking respective finite element
simulations [83] [84] [85] [86].

4.4.3.1.3 Simulation of cosmic radiation effects with SHI

Electronic components in space missions are sensitive to radiation effects and require reliability
tests before being installed. High-energy particles produce local charges and electron cascades
that generate multiple types of artifacts, such as the increase of leakage currents, local memory
errors (e.g., single event upsets), and single event transient errors at the system level. In some
cases, more dramatic and destructive events like dielectric rupture, burn-out, or latch-up render
the component completely unusable. For safe operation of satellites or devices for exploration of
the solar system, the importance of accelerator-based studies and the need to develop
countermeasures are acknowledged by all space agencies and give radiation tests at accelerator
facilities high priority [87] [88]. The advantage of SHIs are their large penetration depths that
allows tests without disassembling the electronic components.
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4.4.3.1.4 Swift heavy ion related research in nuclear materials

Irradiation experiments with SHIs have relevance for nuclear materials research, particularly to
simulate the effects of fission fragments in nuclear fuels. The primary sources of radiation damage
in nuclear fuels are fissile actinides, such as uranium, which fission into two fragments of ~100
MeV Kkinetic energy. It is interesting to note that end-of-range ballistic collisions by fission
fragments are almost entirely responsible for the displacement damage near the end of the UO;
fuel life (4 to 6 years) in current nuclear power plants [89]. Only about ~20 displacements per
atom (dpa) are from collisions with fission neutrons, while fission fragments produce ~1200 to
~1800 dpa between the center and outer periphery of the fuel pellet. This damage process, which
is based on elastic collisions, has been studied in detail and is well understood. However, many
open questions remain on the effects of the electronic energy loss and the extremely high energy
densities that are induced along the major part of the trajectory of fission fragments. The intense
ionization processes during the slowing down of fission fragments can also influence the
formation and stability of fission-gas bubbles and alter the chemical composition of the fuel via
radiation enhanced diffusion. Some studies suggest that fission fragments can result in the
stabilization of low-swelling metastable phases [90] [91] and fine precipitate structures that act
as noble gas nucleation sites (thereby suppressing fuel swelling), as well as the formation of
favorable gas bubble architectures [92] [93] [94] [95]. Experimentally, large accelerator facilities
for SHIs provide the most suitable conditions for simulating fission-fragment type damage in
nuclear fuel because the irradiation conditions are well-controlled and the ion species as well as
their energies can be adjusted. This allows irradiation experiments at various electronic stopping
powers, including tests below and above the threshold for track formation.

4.43.1.5 Generation of waveguides structures using SHI irradiation

Recently, swift ion irradiation in LiNbO3 has received considerable attention due to its novel
modification of structures and refractive indices of the crystal [55] [96] [97] [98] [99] [100] [101]
[102] [103]. In these cases, the refractive index changes are mainly due to the electronic-damage-
related structural modifications. The electronic stopping power (S.) of the incident ions, is a key
parameter that affects the structures and refractive indices of the LiNbO3 substrate [100]. In
addition, there is an intrinsic amorphization threshold value Si ~ 5 keV/nm, which strongly
influences the formation of nanometer-sized amorphous tracks occurring during the irradiation
process [97] [100].

a) “Buried amorphous layer” confined waveguides. Heavy ion irradiation at low fluence: high

index jump waveguides

When the incident ions have S, < Sa, tracks with partial damage will be created along the ion
trajectory, and at sufficiently high fluences (for LiNbO3, ~ 1014 - 1015 ions/cm?2), the tracks overlap
and a homogenously amorphous layer of damage accumulation will be generated within the
crystal [96] [97] [99], whose thickness increases with the ion fluence. This amorphous layer is
related to electronic energy deposition, and its thickness can be tuned by choosing suitable ion
fluences (see Figure 4.12.)
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Figure 4.12. (a) The electronic stopping power versus depth for 22 MeV F4+ ions in LiNbO3 [96], (b) The refractive index
profiles (no and ne) of z-cut samples with this irradiation at different ion fluences (at/cm2) [96], (c) and (d) Optical
microphotographs of a polished y-cut cross section for samples irradiated with F#+ at fluences of 2 x1014 at/cm? (c), and
1 x1015 at/cm? (d). The depths of the maximum electronic stopping power, (Se) and nuclear stopping power (Sn) are
indicated with arrows. lon beam is penetrating the material coming from left side in (c, d).

Figure 4.12 (b) shows the n. and n, profiles of 22 MeV F-ion-irradiated LiNbO3 waveguides. As it
is indicated, the profile has a “steplike” distribution with sharp boundaries. Both n. and n, have
the same value, i.e., ~ 2.10, in the amorphous region, while the surface indices for both n. and n,
are only slightly modified. In this way, the waveguide layer is therefore confined in the region
surrounded by the surface (air) and the buried amorphous layer. Moreover, the profile index
shapes obtained with this new technique are sharper, the index change is higher, and the barrier
can be thicker.

b) Swift heavy ion irradiation at ultra-low fluences: nanostructured gradient index waveguides

On the other hand, when the ion energy increases further, S. > Si, amorphous tracks with
dimensions of a few nanometers will be created, and at ultralow fluences (1012 ions/cm?2), [55]
[102] [103] effective waveguides can be formed with buried damage layer confined refractive
index profiles. In this case, each single ion impact creates a nanometer-sized latent amorphous
track with an isotropic refractive index (nq = 2.1). The radius of each track increases monotonically
with S, forming a depth-shaped distribution [103]. The refractive index of the irradiated regions
will follow the electronic damage (S.) behaviour. By this way, the fluence required for waveguide
formation is remarkably reduced to ~10!2 ions/cm2. The advantage of this method is the
avoidance of overlapping nanotracks, which requires ultralow doses.

c) Novel thick optical waveguides in lithium niobate induced by swift heavy ions (~10 MeV/amu)

at ultralow fluences
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In addition, it is possible to use a much higher energy for ion irradiation, e.g., several GeVs, to
fabricated in seconds very deep optical waveguides (tens of microns) for applications in the
infrared wavelength bands [104]. In this way, since S. >> Sw, a much lower dose is required for
waveguide formation in LiNbOs. Specifically, heavy mass ions, Kr and Xe, having energies in the
~10 MeV/amu range have been used to produce thick planar optical waveguides at the surface of
lithium niobate. The waveguides have a thickness of 40-50 micrometers, depending on ion energy
and fluence, smooth profiles and refractive index jumps up to 0.04 (A = 633 nm). It implies the
generation of a buried low-index layer (acting as optical barrier), made up of amorphous nano-
tracks embedded into the crystalline lithium niobate crystal matrix. This would allow the
fabrication of much thicker waveguides (up to tens of microns) with ultralow fluences (<< 1012
cm-2). They propagate ordinary and extraordinary modes with low losses keeping a high nonlinear
optical response (SHG) turning them into great candidates for many applications. This first test
demonstration could be extended to other crystalline materials useful as photonic devices for the
mid-Infrared applications, such as astrophysics studies.

As a summary we can state that, swift heavy ion irradiation presents a novel way to fabricate
waveguides in LiNbOs. In this case of heavy ions, the electronic damage is the main cause of the
index change. This technique overcomes some of the disadvantages of light ion implantation, such
as the large fluence of ions required (1016 - 1017 cm?) and the contamination of the material with
the irradiated ions in the optical barrier. Irradiation parameters such as ion species, energy, and
fluence must be chosen by carefully considering the S, values of the ions in LiNbO3 crystals.

Table 4.1. Typical parameters for 1D waveguides production in LiNbO3 by ion beam techniques.

lon beam techniques lon species lon energies lon fluences (at/cm?)
Light ion implantation H and He 100 keV - 3 ~10% - 107

MeV
Heavy (medium- mass) C,N,O,F,Si, 2 -7 MeV ~1x10%-2x10%
ion implantation P, Cu, Ni, etc.
Heavy and medium-mass 0O, Si, Cl, Cu, 12 - 50 MeV ~10%-10%
ion irradiation etc.

4.5 Ion beam analytical techniques and experimental setup
examples

4.5.1 Techniques based on elastic nuclear processes: RBS and ERD

Ions can interact with matter in different ways but the simplest scenario is the interaction via
elastic nuclear processes. Because in elastic processes we can assume a two-body collision
controlled by a central Coulombic force the physics can be described in a straightforward way.
Indeed, since the involved velocities are not high, the elastic collision between the ion and the
target can be treated within the classical mechanics framework. The idea that elastically scattered
ions can be used to get information about matter was primarily developed in the famous
Rutherford experiment (actually performed by Geiger and Marsden) in 1909 [105] [106]. It is
important to note that, although in Rutherford’s experiment a light projectile (alpha particle)
impinges into a heavy target (gold), the physical problem is identical for the opposite conditions
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(aheavyion and a light target). These two cases correspond to the most basic IBA techniques: the
first one is known as Rutherford backscattering spectrometry (RBS) and the latter is known as
elastic recoil detection (ERD).

\‘- ¢'
lon Mo E, T~

S

Target atom

Figure 4.13. Kinematics of a two-body elastic collision. Depending on the mass of the projectile and the target atom,
scattered ions (RBS) or recoils (ERD) can be detected.

Figure 4.13 shows the basic scheme of the ion-target collision that takes place both in RBS and
ERD experiments. The main difference between the techniques is that for RBS the projectile
satisfies the condition M; < M; and the scattering angle (0) is high, while in ERD the working
conditions satisfy M; > M, and we use a forward scattering angle (®). Imposing conservation laws
for the energy and the momentum, the velocity and scattering angle of the projectiles can be
obtained as a function of the initial parameters of the incoming ion. Moreover, the ratio between
the final and the initial energies of the ion, known as the kinematic factor (K) can be analytically
determined [107]:

(Ml/ )cosH + /1= (My/M,)%sin?6 ’
E M, 1/ Mp

Kees = F, = T+ (M,/My) (+6)

koo Bl AM/My
ERD ™ B0 7 (1 4+ My /M,)? (4.7)

The kinematic factor is always lower than 1 because the energy of the projectile always exceed
the energy of the scattered ions or recoils. In addition, the different values of K for the different
ion-atom combinations allow us separating the elements in the spectrum. In particular, if we
assume for simplicity that the collision takes place only at the surface, the mass of the element can
be measured only by the reduction of the energy of the projectile: AE=E-KE. This is one of the
characteristic features of RBS and ERD: the mass resolution is determined by the kinematic factor.
If the difference in the kinematic factor of two elements is large, then the resolution is high;
whereas similar values of K lead to a difficult separation of the elements.

Figure 4.14 shows the kinematic factors for representative RBS (a) and ERD (b) conditions,
including different target elements. Ideally, the particle detector should be placed at a scattering
angle where K is almost constant. Due to this fact and the additional technical limitations, the
typical angles are around 6=170° for RBS and ®=30° for ERD.
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Figure 4.14. Values of the kinematic factor for (a) RBS with 4He and (b) ERD with 1271. The shaded region corresponds
to the typical range for the detection of the scattered particles.

Although the kinematic factor is very useful to read the spectrum in terms of the mass of the
elements, it does not provide information about the concentration of these elements. Logically,
the number of scattered particles (yield) must be proportional to the number of target atoms per
unit area (concentration), but also to other factors such as the number of incident particles or dose
(@) and the solid angle of the detector (£2). Since both the dose and the solid angle can be
determined experimentally, the only remaining unknown to calculate the concentration of the
sample is the scattering probability.

Atoms with different masses have different scattering probabilities because the Coulombic
potential depends on the atomic number and, therefore, the repulsing force will be higher for
heavy elements than for light ones. The physical quantity representing the scattering probability
is the cross section (do/d(2), which describes the effective area of each nucleus presented to the
beam of incident particles. The calculation of the cross section was first derived by Rutherford for
the Coulombic potential and, in the laboratory frame of reference. It can be expressed as [108]:

2
dogrps _ (ZlZzez>2 4 |cos8 + 1 — (My/M,)? sin? 9]

dQ  \lémegE) sin*6| [1— (M,/M,)? sin? 6 (4.8)

dogrp  (Z1Z,€7\" 1 (1 . M1>2
dQ  \4megE ) cos3 ¢ M, (4.9)
where E is the energy of the ion and Z; and Z; are the atomic numbers of the ion and the target
atom, respectively.

The cross section depends on many parameters, but due to the quadratic dependence the most
important factor is the first one. This factor, which is shared for both RBS and ERD, indicates that
the cross section decreases fast with the beam energy and also increases fast with the atomic
number of the detected element. Figure 4.15 shows the cross sections for representative
situations in RBS (a) and ERD (b) experiments. The fact that cross sections are tabulated and well-
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known means that RBS and ERD do not require standards to quantify the composition of the
element, which is an advantage over other IBA techniques such as PIXE.
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Figure 4.15. (a) Cross section for different elements using *He at different energies (170° scattering angle). (b) Cross
sections for 160 using different ions and energies (30° scattering angle).

Figure 4.15a shows an RBS example with a *He beam. The cross section for the different elements
increases with the target mass and decreases with energy as mentioned before (note the semi-log
scale). It is important to note that Rutherford’s formula is satisfied below 2 MeV for almost all the
elements, but there are important deviations for higher energies (see, for instance, C and O). These
deviations are due to nuclear interactions leading to resonances (discussed in the next section).
Since these resonances can increase the cross section by one or even two orders of magnitude
they are extremely useful to detected light elements that typically have a low yield. In the case of
ERD, the Figure 4.15b shows the cross section for 10 recoils when using different ion beams. As
it can be seen, the heavier the ion, the higher the cross section. Thus, when measuring light
elements, heavy ions are especially convenient to increase the statistics in the spectra.

Once the cross section is known, the quantification of the composition can be developed as a
function of the solid angel (), the dose (Q) and the experimental backscattering yield (Y). In the
simplest case of RBS on a thin film under normal incidence, the areal density (number of atoms

N, =Y/QoQ

with the do/dQ for small Q). However, this formula is only a surface approximation. When the

per unit area) can be calculated as , where o is the average cross section (coinciding
beam enters into the target, the ions slow down and lose energy and to take this effect into account
a new variable must be considered: the stopping force.

The stopping force is the physical link between energy and depth and, therefore, it is the
mechanism providing depth resolution to RBS and ERD. The total energy loss by an ion can be
divided in three steps: the path of the ion from the surface towards the target atom, the ion-solid
collision, and the ion/recoil path towards the surface again. The effect of the stopping force is that
the same ion-atom collision occurring at different depths will be detected at different energies,
allowing depth concentration profiling.

Due to the large number of parameters that must be considered for a complete analysis of an RBS
or ERD spectrum, there are many commercial programs to develop the simulation and fit of the
experimental data, such as SImNRA [109], NDF [110] or RBX [111]. Typically, these programs take
into account the kinematic factor, the scattering cross section, the stopping cross section and the
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straggling, but also adds several other theoretical and experimental corrections. A systematic
intercomparison of most used software packages can be found in reference [112].
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Figure 4.16. Experimental (dots) and simulated (lines) RBS spectrum of a sample composed of a thin layer of Taz0s on
a silicon substrate.

Figure 4.16 shows an example of a RBS spectrum for a Ta;0s thin layer grown on a silicon
substrate. The line represents the simulation, which fits perfectly with the experimental data. The
Ta and O energies marked with an arrow correspond to the surface and, therefore, coincide with
the ones obtained through the kinematic factor. Note that the very different yield for Ta versus O
is not due to the higher concentration but to the (~100 times) higher cross section of Ta. The
uniform yield of the elements evidence the homogeneity of the concentration with depth. The
thickness of the layer can be estimated due to the energy loss of the ions.

4.5.2 Techniques based on inelastic nuclear processes: NRA and PIGE

RBS and ERD are elastic techniques that involve two-body collisions in which the energy and the
momentum are conserved. However, MeV ions can produce nuclear processes that need to be
treated in a more complex way. In particular, a nuclear reaction is not a two-body but a 4-particle
problem. For instance, the reaction 160(d,p)!’0 is produced when a deuterium ion (2H) interacts
with a 160 nucleus, producing a proton (*H) and the isotope 170. In this process both the target and
the scattered ion change, so it does not fit in our previous definition of RBS and ERD techniques.
On the contrary, this is a new method and we must now consider the conservation of nucleons (A)
and charge (Z) too. This method is known as nuclear reaction analysis (NRA), because we analyse
the products of the nuclear interaction such as protons, alpha particles, nuclei or gamma-rays (this
latter case known as particle induced gamma-ray emission or PIGE). Since nuclear reactions are
very specific, this technique is particularly useful for the detection of certain isotopes (typically
light elements) with high sensitivity.
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Figure 4.17. Energy diagram of an endoergic and an exoergic nuclear reaction [16]

Nuclear reactions can be generally divided into different classes depending on the energy balance
and the value of Q=E(products)-E(particles). Figure 4.17 shows two examples of X(a,b)Y reactions
where the final products have lower and higher energy than the initial particles [16]. When Q#0
the reaction is inelastic (either endoergic or exoergic), while Q=0 represents a particular case that

correspond to an elastic collision. However, there are many possible decay channels and several

of them can occur simultaneously, what makes NRA complex.

In IBA, we can highlight three relevant cases [113]:

= Jon-ion (p,q) reactions:

O

Elastic (Q=0). In some cases both the projectile and the target are not modified by
the nuclear interaction. This can be due to a Rutherford (only Coulomb force
dominates) or non-Rutherford scattering. In the latter, there is formation of a
transient quasibound state but the target remains in the ground state. As we
mentioned in the previous section, this kind of reaction can interfere with RBS
experiments because alters the cross section. An example of an elastic reaction is
160(a, a)1e0.

Inelastic (Q#0). These reactions can be due to excitation or rearrangement. In the
first one there is no change in the particle but the target is left in an excited state.
For example, the reaction 19F(p,p’)19F* with Q=-0.011 MeV. In the second one,
there is a compound reaction where all particles are combined. For example, the
reaction 14N(d, a)12C with Q = 13.575 MeV.

= Jon-gamma (p,y) reactions:

O

Due to radiative capture, sometimes a small part of the nucleons are combined to
form a nucleus in a highly excited state that emits y-rays promptly. For example,
the reaction 27Al(p,y)28Si with different released energies.

Gamma-ray emission can also accompany other ion-ion reactions where an
excited state is formed. This is the case of the 1H(15N,ay)12C, where gammas at 4.43
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MeV are emitted for sufficiently high energies of the projectile.
= Jon-neutron (p,n) reactions:

For example, 19F(p,n)1°Ne with Q=-4.020 MeV. Some of these reactions are used to
produce radioactive isotopes and be used in particle induced activation analysis.

The underlying principle of NRA is not very different to that of RBS or ERD. Essentially, the yield
of a certain particle (ions, gammas, or neutrons) indicates the concentration of a target element.
The main complexity arises from the variety of decay channels and the special set-ups required
(involving additional detectors, foils, shielding, etc.). Another important fact to consider is that the
cross sections for nuclear reactions need to be measured. Typically, the probability follows a
Lorentzian shape determined by three main factors: the resonant energy, the width and the cross
section. Fortunately, most of the nuclear cross-sections of interest are relatively well known and
accessible through data bases (simulation codes incorporate them), but often reference samples
are needed (especially when using PIGE).

One of the remarkable cases where NRA demonstrates its power over RBS or ERD is for H
detection. As mentioned before the tH(15N,ay)12C can be used for that via gamma detection. Note
that this is an inverse reaction, i.e., the projectile used is 1°N and not *H as usually. The resonance
for this nuclear reaction is ideal because it is narrow (1.8 keV), it has a high cross section (1650
mb) and it is isolated from others (4.43 MeV gammas can be detected without overlapping
signals). Thus, depth profiling of H can be obtained with high resolution (few nm) and high
sensitivity (some ppm). In order to get the concentration profile, the yield of the gamma rays is
determined as a function of the beam energy. Because there is a threshold energy of E(15N)=6385
keV for the reaction to happen, different probing energies correspond to different probing depths.
Figure 4.18 shows an example of this kind of analysis for two AlGaN/GaN samples grown with
different plasma conditions.
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Figure 4.18. Hydrogen depth profile for two AlGaN/GaN samples grown with NH3 and with N2 plasma conditions. The
profile was obtained through 'H(15N,ay)12C nuclear reaction analysis. The data are consistent with an in-diffusion
process from surface [114].
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4.5.3 Techniques based on electronic excitation: PIXE

Since its introduction in the early 1970s [115], Particle Induced X-ray Emission (PIXE) has been
one of the most widely applied IBA techniques. When a MeV ion beam impacts on a target, the
atomic electrons of the inner shells are ejected resulting vacancies. The atoms are not stable with
this configuration and the vacancies are filled by the electrons falling from outer shells. The
released energy during this process can be emitted as X-rays. Figure 4.19 shows the schematic of
the physical process.
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Figure 4.19. Schematic of the PIXE physical process.

In order to determine the yield equation for X-ray peaks, the different physical phenomena which
take place must be considered:

= The number of vancancies produced in the layer. This number depends on the probability
of ionization of the layer for the particle energy E called the ionization cross-section,
o5 (E).

= The transmission factor of the ion beam in the sample matrix and the stopping power. The
ion beam energy decreases on its way through the sample according with the density and
sample thickness.

= The X-ray detector efficiency and its geometry.

Consequently, the mathematical PIXE equation is:

Nyywzbzes(2/4m) fEr 0z(E)T,(E)
plz

Y(Z) = 4, A WfiE (4.10)

where Y (Z) is the yield of the X-ray peak corresponding the element with atomic number Z, Ny,
Avogadro’s number, w; the fluorescence yield of the peak, b, the fraccion of the X-rays that
appear in the line, €. the absolute detection efficiency, 2 the solid angle of X-ray detector, N, the
number of incident particles, C, the element concentration, E the incident energy of the ion beam,
E, the final energy of the ion beam, g;(E) the ionization cross-section for the particle energy E,
T, (E) the transmission of particles from succesive depths in the sample and S,,(E) the sample
matrix stopping power.

PIXE is a multielemental technique. The energies of the detected X-rays are characteristic of the
sample elements. The PIXE spectra consist of the different X-ray peaks on a continuous
bremsstrahlung background (Figure 4.20). Measuring the intensities of the characteristic X-ray
lines, the elemental concentrations may be determined.
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Figure 4.20. PIXE spectrum of an uterus sample treated with yttrium.

PIXE is an excellent analytical technique for the detection and quantification of low elemental
concentration starting from sodium onwards. It allows to map trace element concentrations at the
ppm level. The process is similar to EDX (Energy-dispersive X-ray spectroscopy) where an
electron beam excites the sample atoms, but PIXE uses particles to eject inner shell electrons. This
leads to orders of magnitude reduction in the bremsstrahlung background under the
characteristic X-ray lines compared to EDX and consequently to a much better elemental
sensitivity. In addition, the penetration in the sample of MeV ions is higher than that of keV
electrons, therefore PIXE allows the study of thicker samples than EDX.

PIXE analysis uses semiconductor X-ray radiation detectors. During years Si(Li) and LEGe (Low
Energy Germanium) detectors [116] cooled by liquid nitrogen and with conventional acquisition
electronics have been most employed although, in the last years, the use of detectors cooled by
the Peltier effect is increasing.

The elemental concentrations from PIXE spectra are generally determined with computer fitting
programs [117]. GUPIX code [118] [119] is the most widely used software for PIXE analysis
although there are others such as GEOPIXE [120], DATTPIXE [121] and PIXAN [122].

4.5.4 Ion channeling

So far, we introduced IBA techniques without taking into account the nature of the sample under
analysis. We implicitly assumed that the methods will lead to the same results independently of
the structure of the material, i.e., that the ion-solid interaction is the same in all the cases.
However, there is one specific case in which this is not true: crystalline targets.

Crystals are solids that exhibit a uniform geometric periodicity due to a highly ordered
microscopic structure. As a consequence, their properties are substantially different when
compared to those of amorphous or polycrystalline materials. In particular, because crystals are
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formed by lattices, their atomic density will strongly depend on the orientation of the sample,
which alters the stopping force and the scattering cross section. More importantly, for certain
orientations the atoms of the crystals are perfectly aligned in arrays, providing empty “channels”
to travel through for particles or radiation. This effect was already proposed in 1912 by Johannes
Stark [123], but it was not confirmed until 1963, both experimentally and computationally [124]
[125].

Figure 4.21. Artistic view of ion channelling. From [126]

We can define ion channeling as the directional effect that takes place when a charged particle
beam is aligned with a major symmetry direction of a crystal [127]. Figure 4.21 illustrates this
effect, which can be divided into two classes: axial channeling (when the direction of the beam is
parallel to an axis) and planar channeling (the direction is parallel to a plane). The main
manifestation of channeling in the experimental spectra is an intense reduction of the scattering
events. This reduction in the yield is a consequence of the correlated series of small-angle
screened Coulomb collisions between the ions and the lattice atoms. Therefore, the close
encounter probability decreases and ions can travel large distances inside the material.

For most depth profiling applications, channeling is an inconvenience because the composition of
the sample cannot be properly determined (we cannot assume ordinary cross sections and
stopping forces). However, channeling is a very powerful method to determine any lattice
perturbation in crystals such as extended defects (interstitials, dislocations, stacking faults, etc.),
strain, impurities, phase separation or implantation damage. Hence, channeling is a widely used
technique for crystallography, most often in combination with RBS (RBS/C), although it can be
also used for PIXE or NRA. RBS in channeling mode is indeed an excellent complement to other
analytical methods such as X-ray diffraction or transmission electron microscopy, because it
provides direct information on defects with depth-resolution and mass sensitivity.
Comprehensive reviews of ion channeling available in references [128] [129] [130] [131].

A simple example of the channeling effect in the RBS spectra is shown in Figure 4.22 for a GaN
crystal. When the crystal is aligned with a major axis (a) the backscattering yield is strongly
reduced, evidencing a surface peak at the surface (the surface is essentially a type of defect, and
ions cannot be channeled in it). When the crystal is aligned with a plane (b) the yield is reduced
but less than in axial channeling. In addition, the spectrum shows characteristic oscillations due
to the harmonic movement of the ions in the channel. Finally, when the crystal is in a random
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orientation we recover the conventional RBS spectrum, i.e., the spectrum equivalent to the one
obtained for an amorphous target. Nevertheless, it is important to keep in mind that getting a
proper random spectrum can be a challenge and, most of the times, requires rotating the sample
during the measurement.
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Figure 4.22. GaN crystal aligned in three different geometries for: (a) axial channeling, (b) planar channeling, and (c)
random orientation. (d) RBS spectra for the three geometries. It can be seen that the minimum yield is obtained for
axial channeling.

Channeling can be explained in terms of a correlated series of elastic two-body collisions, but the
classical theory developed by Jens Lindhard assumes, instead, a continuum collision model [127].
This means that the ion trajectory can be described using the force of a continuous string, and not
calculated from individual atomic interactions. Thus, the effect of the lattice can be incorporated
in an average transverse string potential. The hypotheses for Lindhard’s model are: (a) the
scattering angles are small, (b) the successive collisions are strongly correlated, (c) the collisions
are elastic encounters between two bodies and (d) the crystal can be approximated by perfect
strings of atoms with a uniform spacing. The choice of this potential requires a compromise
between accuracy and simplicity, and nowadays the universal Ziegler-Biersack-Littmark (ZBL)
repulsive potential is the most extended one [132]. Lindhard’s theory predicts the existence of
two essential parameters controlling the oscillatory movement of the ions inside the channels: the
critical angle and the minimum yield.

Channeling is not only a geometrical phenomenon but mainly a steering phenomenon, because
the potential of the atomic strings forces the ions to remain channeled. Hence, there is a certain
tolerance for the incidence angle that allows the channeling of the particles. The critical angle for
channeling () is defined as the maximum value to get steering of the ions inside the channels of
the crystal. This angle can be calculated as the maximum angle that allows the application of the
Lindhard’s continuum model, and its value is
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(4.11)

where Z; is the atomic number of the ion, Z; is the atomic number of the target, e is the charge of
the electron, g is the vacuum permittivity, E is the kinetic energy of the ion, and d is the spacing
between atoms along the string direction. For energies of few MeV, the critical angle is typically in
the range of 1°.

In practical terms, the effect of the critical angle can be measured performing an angular scan
along a certain crystallographic direction. For angles below ; the effect is very important and the
scattering events decrease significantly, while for higher angles the yield recovers the expected
level for random conditions. However, it has been demonstrated that the experimental half-angle
11,2 does not correspond exactly to the value 1, but it is proportional to it. This is due to the fact
that atoms in the crystal are not fixed at the lattice positions, but affected by thermal vibrations.
The vibrational amplitude of these atoms modifies the effective potential and, therefore, the final
value of the critical angle. This effect can be well-described with Monte Carlo simulations as shown
in Figure 4.23 for the particular case of a GaN crystal [133].
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Figure 4.23. Angular scan (dip) of the <0001> axis for a GaN crystal obtained with a 2 MeV He* beam. Half-angle is
11/2=0.66° and minimum yield is ymin=2.5%. Solid line is the Monte Carlo simulation, which shows an excellent
agreement with the experiment. Adapted from [133]

The other important parameter obtained from ion channeling is the minimum yield (ymi). This
value is the fraction of the channel area which is forbidden by the vibrating strings of atoms and
can be theoretically calculated as:

Amin = T[Ndu% (4.12)

where N is the atomic density, d is the interatomic spacing, and uz is the thermal vibrational
amplitude of the atoms. Interestingly, Ymi» is independent of beam parameters and it is determined
solely by the properties of the crystal. Indeed, it is a good indicator of the crystal quality.
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Experimentally, the minimum yield is obtained from the ratio of the aligned and random yields.
For perfect crystals, this value is typically below 4%. An example for GaN is shown in Figure 4.22.

Evidently, the ion flux inside the channel varies with depth and several scattering processes such
as defects, electrons and thermally displaced atoms affect it. Those processes are known as
dechanneling. Despite the modelling of dechanneling is complex, it also provides useful
information about the defect density in crystals with proper simulation programs.

From the experimental point of view, ion channeling experiments require some specific elements
in the set-up. Perhaps the most critical points are the need of a well-collimated ion beam (in the
order of 0.05° divergence) and a precise motor-controlled goniometer (typically a 3-axis system
with 0.01° resolution). In addition, channeling demands an accurate measurement of the dose to
compare random and aligned yields. Detectors play also an important role. The solid angle should
be large enough to avoid possible double-alignments (beam entering and exiting channeled).
Interestingly, in the last years position-sensitive detectors have become widely available, which
have improved the accuracy and speed of the alignment. Finally, an important limitation of
channeling is the requirement of monocrystalline samples with a well-defined surface plane.

To illustrate a practical example of ion channeling in combination with RBS,

1200 T T T T T T T T T T
1100 | a-Si — Virgin 1
1000 F VS
— e
@ 900 — 80 keV |
£ 800} —— 130 keV ]
3 700f Random -
L 600 ]
© ]
5 500 Ar
>_ 400 =

300
200
100

T L

1000 1100 1200 1300 1400
Energy (keV)

0 N 1
800 900

Figure 4.24 shows the spectra of Ar-implanted silicon samples at different energies: from 30 to 130
keV. For comparison, a virgin sample is also shown in the figure. Since ion implantation damages
the original crystal structure of Si, the backscattering yield of those damaged or amorphous layers
(a-Si) is highlighted by the channeling effect. Two features can be clearly distinguished. First, the
thickness of the damaged layers can be precisely determined due to the channeling effect in the
crystalline substrate (c-Si). This thickness corresponds well with the implantation energy. Second,
the damage of the layer can be determined due to the direct comparison with the random
spectrum. The increasing yield of the damage with the energy evidences the higher damage of the
layers.
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Figure 4.24. RBS/C spectra of Ar-implanted silicon samples with different energies. Thanks to the channeling effect in
the substrate, the damage of the amorphous layers is highlighted in the spectra. The experiment was performed with 2
MeV He* ions.

4.5.5 Microbeams

The ion beam versatility significantly increases for both material modification and analysis when
micrometric or sub-micrometric beam sizes are achieved. In order to successfully reach these
small sizes, beam collimation and focusing are required. During these processes an ion current
loss arises which is conditioned by the quality of the beam produced by the ion source and the
accelerator and the efficiency of the focusing systems.

This section provides a short and simple summary of the instrumentation required to produce
and to work with micrometric or submicrometric MeV ion beams. A more detailed overview may
be found in [134] [135].

4.5.5.1 Collimation

The beam collimation is a two-stage process and it is the previous step to the precise beam
focusing.

The collimation systems may be made up of a set of diaphragms with different hole sizes or a set
of micrometric slits. The slit systems may be comprised by four independent slits or a vertical slit
and a horizontal slit and the movement of the slits can be manual or motorized. Both the slits and
the diaphragms must meet a set of requirements:

— They must be manufactured with a resistant material to the impact of the high ion beam
currents.

— They must be good heat dissipators to avoid the expansion during the experiments.

— The construction material must be chosen in order to minimize radiation levels.

— The edge roughness must be extremely small in order to minimize the scattering and the
straggling of beam.
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The first collimator is the object collimator which determines the beam size. The aperture
dimensions of this collimator are conditioned by the demagnification of the quadrupole lenses to
focus the beam and the final beam size required. The collimated beam consists of a central core
and a halo of scattered particles with variable energies mainly generated by this first collimation
process. The aperture collimator is typically positioned a few meters downstream the object
collimator. This collimator reduces the beam dispersion and consequently the beam aberrations.
To achieve this, the aperture collimator must be more open than the object collimator avoiding
new scattered particles and removing those produced by the object collimator. Figure 4.25 shows
a general view of the CMAM internal microbeam line where object and collimator slits can be seen.
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Figure 4.25. General view of the internal microbeam line at CMAM. The different focusing, steering and collimating
elements of the line are labelled.

4.5.5.2 Quadrupole lenses

The experiments with micrometric ion beams have often followed the example of the works with
electrons, however the lenses used to focus electron beams cannot be used for ions because ion
mass and energy are higher and consequently the magnetic field necessary to focus ions is much
larger than to focus electrons. The best systems to focus ions are the quadrupole lenses used for
the ion beam transport in the ion accelerators, previously described.

The microbeam focus systems are diverse. The lenses can be electrostatic or magnetic (Figure
4.25 shows magnetic quadrupole lenses at CMAM internal microbeam line). The number of lenses
of these systems is usually between two and six, because the punctual focusing with one lens is
not possible and with a high number it is significantly difficult to work due to the increased optical
aberrations. The different quadrupole configurations are characterized by a demagnification and
a maximum magnetic rigidity. A high demagnification leads to small beam sizes while the
maximum magnetic rigidity restricts the ion beam that can be focused.

In order to reach an optimum focalization, the optical aberrations, chromatic and spherical
aberrations, have to be minimized. The chromatic aberrations are typically exhibited when the
beam ions have different energies, therefore these aberrations are minimized when the beam halo
is removed with a correct collimation. The spherical aberrations appear as the result of the ions
not travelling parallel to the quadrupole lens axis, so in order to avoid this aberration the
alignment between the ion beam and the lenses has to be as perfect as possible. The tables
supporting quadrupole lenses are designed with micrometric screws to allow the precise vertical,
horizontal and rotational movements of each lens making it easier to align.

The precision of the power supplies of the lenses has to be extremely high to achieve small beam
size and variations of the focal point must be avoided. Therefore, the power supplies have to be



Irradiation sources: medium energy ion beams 105

exceptionally stable. Frequently, the beam size variations are due to thermal changes
consequence to the high currents used. This problem is resolved switching on the lenses in
advance until the heat stability is reached, or with a good cooling system for the lenses.

4.5.5.3 Scanning systems

In order to get the most out of all focused ion beam capabilities, its impact point on the sample
must vary allowing the distribution maps for the analysis experiments or the patterning
implantation for modification studies. There are two alternative options: the sweeping of the ion
beam with magnetic or electrostatic deflector plates, or the sample movement with motorized
systems. While the former requires simpler sample stages and the reaction time is significantly
shorter, its deflection amplitude is limited. Motorized systems allow the scanning of large regions
preserving the beam focus. However sometimes the degree of accuracy determined by the beam
size is difficult to reach. In some set-ups, both systems are combined to carry out millimetric scans
in conjunction with precise submicrometric small patterns.

4.5.5.4 Analysis chamber

The analysis chambers of microbeam set-ups, together with the sample stage, basic detectors and
charge acquisition systems, have an optical microscope with the necessary magnification to
visualize in detail the samples.

The chamber pressure must be as low as possible to avoid the beam degradation. A pressure of
about 107 Torr is considered good. Another major consideration is the chamber vibrations. Any
vibration has to be avoided in order to minimize the beam focus variation.

4.5.5.5 Acquisition system

The information recorded and processed by microbeam acquisition systems is very ample,
therefore these systems are relatively complex. The microbeam acquisition systems collect the
detector voltage pulses in conjunction with the scanning voltages from the deflector systems. The
perfect synchronization between the different signals is mandatory to be able to unequivocally
assign each detector signal to the corresponding beam coordinates.

Over these years, several hardware and systems have been developed for this purpose. Oxford
Microbeams OMDAQ system [136] is widely used by microbeam scientific community and some
laboratories with microprobe lines built in the Micro-Analytical Research Centre (MARC,
Melbourne) use the software package MPSYS [137]. However, the acquisition systems need to
adapt to increasingly complex experimental configurations and some groups have developed their
own systems to help the users to process their mapping data acquired on the microbeam lines
[138] [139] [140] [141]. Although all have their own particularities, all microprobe acquisition
systems provide the possibility to store list-mode data to obtain a full power of the collected data
and their operator interfaces allow the display screen of different energy spectra and distribution
maps during their acquisitions.
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4.5.6 External beam

The size, fragility or delicacy of certain samples, for example, biological or archaeological
materials, prevent their analysis and/or irradiation in vacuum chambers. The alternative is the
use of an external beam set-up where the beam is extracted to air through an exit window. Figure
4.26 shows the exit window of CMAM external beam line.

Figure 4.26. Exit window of the external microbeam line at CMAM. At the sides, the PIXE and PIGE detectors pointing at
the beam-sample interaction point. The exit window may be seen, attached to the nozzle through which the beam is
extracted from the vacuum line to the outside.

The composition and the thickness of the exit window determine the energy loss and dispersion
of the beam. Typically, working with microbeams, 100 nm or 200 nm silicon nitride windows are
used to minimize the ion scattering. For defocused ion beams with ion currents of few
nanoamperes more resistant windows are needed and generally Kapton, Mylar or Al foil with a
thickness of few micrometres are used.

The sample is usually placed few millimetres from the exit window. To reduce the absorption and
dispersion effect of air, helium can be blown between the sample and the exit window. The region
under irradiation is visualized with a CCD video microscope. When the distance between the exit
window and the sample is fixed, the impact right points are typically determined on the sample
with the help of a low-power laser.

The measurement of the ion charge delivered by an external beam on the target is not easy. If the
beam passes through the sample, this charge can be measured with a faraday cup positioned just
behind the sample. Whereas for thick samples, the charge can be determined from the signal given
by the exit window due to the beam impact. Despite this handicap, the work with an external beam
offers several advantages, for example, the easy and quick positioning of the sample, the fact that
heat dissipation in air avoids the damage of the sample, no electrical charging of insulating
material and for valuable objects sampling is not required.
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5. Electron dynamics from first-principles

Davide Sangalli®, Layla Martin-Samos, Alejandro Molina-Sdnchez,

and Jorge Kohanoff

Here we present a microscopic approach to describe electron dynamics in a many-body system
fully ab initio. First, we introduce the state-of-the-art methods to model extended systems in
equilibrium: Density Functional Theory (DFT) and ab initio Many-Body perturbation theory
(MBPT), with the so-called GW+BSE scheme. We then move onto their non-equilibrium
extensions, Time-Dependent (TD) DFT and Non-Equilibrium Green Functions (NEGF). Both
approaches can be successfully employed to model coherent electron dynamics in the femto-
second regime. A few examples with practical applications are shown. We then turn our attention
onto how these approaches can be extended to account for dissipative processes, such as electron-
phonon scattering, and to include the (coherent) atomic motion coupled to the electron dynamics.
The connection between the full Quantum Kinetics equation of NEGF, and the semi-classical
Boltzmann equation (which will be explored in more detail in next Chapter) is also discussed.
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5.1 Introduction

The central theme of this book is to describe methods to model irradiation processes across many
space and time scales, where the initial stage of the phenomenon consists of intense electronic
excitation and ionization. Depending on the material and conditions, excitations and ejected electrons
will either diffuse away from the region where they were created leaving positively charged ions
that can repel each other and lead to a Coulomb explosion or will remain in the neighbourhood
effecting the cohesion of the material and weakening chemical bonds. Excitation will also induce
temperature increases when the energy transferred to electrons is deposited back into vibrations.
This leads to mechanical and thermodynamic effects like swelling, fracture or phase transitions, that
occur in longer times and larger distances.

In this Chapter we will focus on the firststage, i.e., electronic excitation and, more generally,
electron dynamics. We will discuss the conceptual, theoretical and computational frameworks
necessary to describe electronic excitation, in particular intense electronic excitation. We start in
Section 5.2 by reviewing ground state electronic structure approaches, including Hartree-Fock and
density functional theory (DFT), and paying particular attention to the concept of mean-field
approximation. We then focus on band structures and introduce electronic ex-citations in terms
of quasiparticles, via Green’s functions and the GW approximation, within the framework of
Many-Body Perturbation Theory (MBPT). In Section 5.2.3 we introduce the main techniques to
describe optical excitations, including time-dependent DFT and the Bethe-Salpeter equation
(BSE). A final subsection introduces nuclear motion and electron-phonon coupling at the level of
ground state DFT, which becomes useful in Section 5.4. In Section 5.3 we focus on the description
of electron dynamics in real time. Coherent dynamics is described via rt-TDDFT, and illustrated
in the case of ion irradiationand electronic stopping power. The MBPT counterpart, embodied
into the Kadanoff-Baym equations (KBE), is described next and illustrated by comparing the
optical spectrum of BN with the one obtained using the BSE. Connections between the two
approaches are explored here. The KBE equations supplemented with a collisions term is then used
in Section 5.3.3 to describe incoherent dynamics within the MBPT framework. This is illustrated by
following the evolution of the electron and hole occupations in bulk Si, showing that both
equilibrate to the Fermi-Dirac distribution, something that is not possiblein coherent dynamics.
Connections to the semi-classical Boltzmann transport equation, which will be described in detail
in Chapter 6, are explored here. Section 5.4 focuses on the pico-second time scale, inwhich electron-
phonon coupling or electron-nuclear interactions allow for energy transfer between electronic and
nuclear degrees of freedom. We first describe methods based on classical molecular dynamics for
the nuclei, and then introduce the quantization of the nuclear motion by means of the N-body density
matrix and simplified, efficient schemes based on the evolution of the one-body reduced density
matrix. Finally, in Section 5.5 we summarize and indicate somepossible directions for future
research.

5.2 Ground state and excited states

Before entering in the hard part of the problem of many-interacting electrons let us first define
some physical quantities and terminology, that might appear sometimes confusing because of
“language abuse”. When nothing is acting on a system, the system is said to be in its Ground-State.
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Contrary to classical systems, in quantum mechanics ground-state does not mean frozen. Indeed,
a many-electron system is a dynamical system in which electrons/holes are exchanging energy
and momentum with each other (and with the nuclei) constantly. The ground-state properties and
ground-state total energy of an N-electron system, E (N), contain implicitly the average of all such
"self-" excitations. Hence, averaged, ground-state quantities might be seen as time-independent.

To bring the whole system into an excited state it is necessary to apply a perturbation. Trivially,
as it is well known from basic quantum mechanics, any measurement is a perturbation. It is,
therefore, crucial to know what is the effect of a given measurement on the system and which
observable it selects. If a measurement/experiment removes and/or add electrons, like photo-
emission and inverse-photo emission, the system will explore (partly or fully) the ensemble of its
"charged” excitations, with total energies ES(N — 1) or ES(N + 1), respectively. The energies
required to afford such excitations are addressed as lonization potentials (IP) or Electron
Affinities (EA), with IPS = ES(N — 1) — E(N) and AE® = E(N) — ES(N + 1). The band structure,
which is an observable measured through photo-emission- and inverse-photo emission-like
experiments is the ensemble of Brillouin-zone-resolved IPs and EAs (with a minus sign) of a
material. It is, therefore, not a ground-state property. What is usually addressed as "electronic
GAP" is simply the difference between the first IP and first EA, GAP=EA-IP=(E(N-1)-E(N))-(E(N)-
E(N+1))=E(N+1)+E(N-1)-2E(N). The electronic GAP is, therefore, not a ground-state property. If
the measurement involves excitations in which the number of electrons does not change (an
electron is taken from the occupied orbitals and promoted to an empty orbital), as it is the case
for optical absorption, then the system will explore its neutral excitations ES(N). The energies
required to afford such excitations are E°(N) — E(N), and the optical GAP is the smallest energy
difference. In general, the electronic GAP and the optical GAP are not the same, as in the later,
electron-hole interactions take place.

5.2.1 Ground state electronic properties

For an interacting many-electron system, the Hamiltonian operator can be written as a sum of a
Kinetic term (T) a many-body electron-electron Coulomb Interaction (W) and some external
potential (V) that accounts for the electrostatic ion-electron interaction:

/\'2 2
Pl ls e sy 2 in (5.1)

A=T+W+V —
2m 2 f'i—f}' |R—f'l|

One can also include other external agents that couple to the electronic degrees of freedom like a
laser field or an ionic projectile. The ground state total energy, E,, is the expectation value: E, =
(FolH|¥o).

The problem of many interacting electrons subject to ion-electron interaction is not exactly
solvable for more than two electrons. However, as the electron-electron interaction, W, depends
on the bare Coulomb potential, it is, therefore, natural, to address the problem by a perturbative
series expansion on the bare Coulomb potential. Such series expansion is at the root of most of
Quantum Chemical approaches, such as Hartree-Fock, Mgller-Plesset and Coupled Clusters
perturbation theory, and multi-reference Configuration Interaction [1]. In the following, we
briefly describe the two simplest approximations, namely Hartree and Hartree-Fock, in order to
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gain some insight into the meaning and limitations of Mean-field theories. We will assume that the
nuclei act on electrons only as a fixed external potential. This is usually referred as the Born-
Oppenheimer approximation (atomic motion will be treated in some detail in section 5.4).

5.2.1.1 Second quantization

Before going into Mean field theories, we introduce an alternative mathematical formulation of
the problem, usually known as second quantization, which is useful for indistinguishable
particles like electrons. Here the single-particle states are filled with a certain number of identical
particles. The number of such particles can be modified by means of creation and annihilation
operators, which replace the differential operators that appear in first quantization. In this
formulation the Hamiltonian takes the following form:

PPN 1
T+W = Z cT(r|T|s)cs + > Z cf clrs|wtuyc,c,, (5.2)
rs rstu
where
(riTlsy = | ¢ ()Trsps (x)dlx, (53)

1

r—r

(rsIWltuy = [ ¢ OB (x) b (X) ¢y, (x")dxdx'. (5.4)

and ¢ are single-particle wave functions.

5.2.1.2 Mean Field Approximations

Mean Field (MF) is the simplest way to approximate the problem of many interacting electrons by
considering the effect of interactions only in average. At a first glance such a simplified picture
might be considered naive. However, it provides useful information that is often qualitatively
correct. The MF approach consists of replacing the two-body interaction (W), which is a product
of four fermion operators, by a one-body term that considers the mean value of the product of two
of the four fermion operators, thus linearising the Hamiltonian. In other words, the integrals that
involves the product of two operators, symbolically, AB is replaced by (A)B + (B)A — (A){B),
where the last term is just a scalar that only modifies the energy reference. By linearizing, MF
approaches neglect higher-order terms, usually referred to as correlation, and fluctuations with
respect to the mean. It is important to note that the eigenstates of the linearised Hamiltonian have
to be consistent with the states that have been used to compute the mean interactions in the
aforementioned Hamiltonian. As such, the solution can only be found through a self-consistent
calculation. In fact, often these approaches are called self-consistent field (SCF).

By linearising the Hamiltonian, two different types of terms can be identified: direct terms
(usually referred to as Coulomb or Hartree term)

(cleryede, + clen(cley), (5.5)
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where the mean quantities (c'c) correspond to single-particle state densities; and indirect terms
(usually referred to as Fock or EXchange term)

—(cleyyele, — el eutcley), (5.6)

where (c: ¢, ) (and (cg c;)) are overlap integrals. The minus sign arises from commutation and anti-
commutation rules.

In the case of the homogeneous electron gas, the Hamiltonian can be simplified by using the
eigenfunctions of the kinetic energy operator for ctand ¢, and by exploiting the translational
invariance by resorting to Fourier space, to obtain:

Y = t o N2
- €k CkoCko qz Ck+qo'ck/—qo'lcklalcka’
ko q*0 (5.7)
kkr
oo’

where €, is the kinetic energy corresponding to a state of momentum k, and the spin o has been
explicitly written. The g = 0 term has been excluded assuming a neutralizing background charge
and, as the nuclear-electron interaction is not included, the basis for T are simply plane waves. A
similar form can be derived for Bloch states in crystalline periodic systems featuring nuclear-
electron interactions.

The Hartree approximation

It consists of taking into account only the direct terms (which is equivalent to neglecting the
antisymmetrization of the wave functions) at ¢ = 0 (we assume that the electronic density does
not have components for g # 0). This is equivalent to postulate that the many-body wave function
is a simple product of one-electron terms. The linearized Hamiltonian reduces, therefore, to:

Hyartree = z Ekcli_acka (5.8)

In essence, the solutions are those of a free electron gas, i.e., plane waves, with the total energy
equal to:

Enartree = z €m (5.9)

e<EFp

where €, are one-electron energies and Ey is the Fermi energy, i.e., the energy of the highest
occupied state.

If the nuclear-electron interaction,V, is taken into account, the solutions would be Bloch states
that respect the periodicity of the crystal, and the Hartree Hamiltonian would include, in Fourier
space, a term proportional to the product of Bloch components (g-vector components) of the
density (excluding g=0).
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The Density of States (DOS) of the Hartree electron gas, as for the non-interacting electron gas
goes as ~ /E — E, , which does not exhibit an energy gap. In the Hartree world all systems are,

therefore, seen as metallic.

In this case, the excitations, band structure, IP and EA, which are, by definition, total energy
differences, do correspond to the single-particle energies ¢€,,.

The Hartree-Fock approximation

At variance with Hartree, the Hartree-Fock approximation (HF) includes both direct and indirect
terms. If we assume that the symmetry of the HF ground state is the same as the one of the non-
interacting electron gas, the mean values are non-zero only if 0 = ¢’ and k + q = k'. The Hartree-
Fock Hamiltonian is:

t g t
Hyp = Y€kCroCro — ZF(ana)CkUCkU’ (5.10)

where (ny, 44) is the electronic density. The one-electron HF energies, efF are given by:

1 4me?
€ko = €k ) Z m (5.11)

ki<kp

Contrary to the case of Hartree, the HF DOS drops to zero at the Fermi energy. HF penalizes,
therefore, partial occupations. Thus, in the HF world all systems are "insulators".

In the more general HF case the minimization of the total energy E = (¥|T + W|¥), under the
subsidiary condition [ $i(x)pj(x) = 6;; leads to the Hartree-Fock equations for ¢:

(T + Vi + Vo) i = €l b, (5.12)
with
o
V(@) = J m[;«pk(x)P] dx’ (5.13)
and
o
Vere. ) =~ LE i O] (x')]. (5.14)

The HF total energy can be obtained as:
1
EHF = Ez (Tiew + €8, (5.15)
occ

where the sum runs over occupied states.
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The significance of €//F as one-electron energies has been discussed by Koopmans. Considering
the energy difference between the ground-state and a state with an electron in the one-electron
state k missing, it can be shown that:

E(N) —E(N — 1,k empty) ~ €/iF. (5.16)

efF represents the energy required to ionize the system leaving a hole in state k, if we assume
that the wave functions ¢, in the N and (N — 1)-particle states are the same. In the so-called
Koopmans approximation, Ionization Potentials and Electronic Affinities are directly related to
HF one-electron energies.

HF theory serves as a model example of self-consistent theories, but in which polarization effects,
also called correlation effects, are not included. In other words, all interactions/effects that are
not included within HF, are defined as correlation.

Higher order approximations

The expansion in the Coulomb interaction quickly becomes computationally prohibitive, except
for small molecules. It is important to note that, within the "expansion" framework, effective
polarization effects are very difficult to capture, as they arise as a consequence of including higher-
order excitations, starting from double excitations (or “doubles”), in which two electrons are
promoted from occupied to empty states, and building up to include triples, quadruples, etc. A
particularly appealing solution to this is coupled cluster theory, which includes infinite re-
summations of excitations by reducing them to doubles, triples and quadruples. Nevertheless, the
scaling with system size makes this theory of limited use for large and extended systems. In view
of this situation the formulation of Density Functional Theory was a revolution! It is somehow as
reverting the problem like a sock. For a very clear review see Ref. [2].

5.2.1.3 Density Functional Theory
The Hohenberg-Kohn theorem (1964)

He Hohenber-Kohn theorem states that an exact representation of the ground state properties of
a stationary, non-relativistic many-particle system is possible in terms of the ground state density
alone. The ground state total energy can, therefore, be written as a functional of the density:

E,[n] = (P[n]|T + W + V|¥[n]) (5.17)

This first statement of HK theorem is often addressed as the invertibility of the map statement.
Despite its surprising simplicity compared, in particular, to MBPT, the Hohenberg-Kohn theorem
has a rigorous mathematical foundation. It represents one of the major advances in theoretical
and computational material science. Walter Kohn was, indeed, awarded by Nobel prize in
chemistry in 1998 for this. The HK theorem also establishes the variational character of the energy
functional. Thus, the exact ground state density can be determined by minimizing a functional of
the density (n) at a given external potential (v,); in short:
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Eo = minEy, [n], (5.18)

where JV is the ensemble of ground state densities and E|, is the ground state energy. In addition,
as the first statement is universal, i.e., it does not depend on the external potential of the particular
system under consideration, the last statement of HK theorem establishes the universality of the
functional:

Fln] = (¥[n]|T + W|¥[n]). (5.19)

The functional form is, however, unknown.

Along the years, they have been several derivations of lower and upper bounds for the functional,
and, also, critical extensions of the formalism (as the extension to degenerate ground states,
fractional occupation and relativistic systems).

One year after HK original formulation, Kohn and Sham (1965), proposed a scheme that has been
the key for the success of DFT implementations and its broad adoption.

The Kohn-Sham scheme

In the Kohn-Sham scheme, the variation with respect to the density is formulated through the
introduction of an auxiliary set of one-electron orbitals. The central assumption is the following:
for any interacting system, there exist a local single-particle potential such that the exact ground-
state density of the interacting system equals the ground state density of the auxiliary problem.
In other words, if we consider a particular interacting system with external potential v, (r) and
ground state density ny(r), the auxiliary potential v, ; that generates the ground state density via

a sum over KS orbitals, ¢; o (), satisfies the Schrédinger-like equation:

hZ
(- —Vi+ vs,o(r)> Gio(1) = & Pio(r) (5.20)

2m

In this scheme the total ground state energy can be re-written as:

1

r—r

1
Ep,[n] = T[n] + [ vo(rn(r)d3r + Ef [ n(r) n(rd3rd3r' + E,c[n], (5.21)
which is a sum of the KS non-interacting kinetic energy (75), the ion-electron Coulomb interaction
(external potential V,), a Hartree term, and an Exchange-Correlation functional of the density,
E,.[n], that accounts for all remaining interactions. Since the HK variational principle ensures that
the total energy is stationary for small variations of the ground state density, it can be proved that

n(r') ,
vS,O = Uo(r) + f _ r, d3T + ch([no];'r), (522)
with vy ([nol; 1) = (s;’i—i;i] |n,- As in HK, the exchange-correlation functional is universal, but in this

case it is unknown.
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Kohn-Sham auxiliary orbitals

Strictly speaking, the Kohn-Sham auxiliary orbitals do not carry a precise physical meaning. The
theory is in principle exact for the ground state density, the ground state energy and any quantity
that is derived from the density alone. Moreover, within DFT and KS, empty orbitals have no
grounds. Indeed, they are often called virtual orbitals. KS bands, or sometimes called "ground state
electronic structure" is used as indication (sometimes in very good agreement, because nature is
mainly Mean Field), or as an initial guess for theories that address other aspects than the ground
state, like meaningful band structures, optical spectra as it will be shown in next sections.

A word of caution: DFT is not a Mean Field Theory, and it is not a Perturbation Theory (it is not an
expansion), as it is not an approximation to the Many-Body Hamiltonian of Equation (5.7). DFT is,
in principle, exact. Its limitations arise from the approximate character of the exchange-
correlation functional.
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Figure 5.1. Large-scale benchmark of band gaps computed within several DFT exchange-correlation flavors, including
hybrids. Picture from Ref. [3].
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Practical aspects

Since the universal functional is unknown, several approximations to the exchange-correlation
functional have been proposed. Some, as the Local Density Approximation (LDA) and the several
flavours of Gradient Corrections (GGA’s) are local or semi-local functionals of the density. Others,
such as hybrids (short ranged, long ranged, range separated) are orbital dependent. A word of
caution: since DFT is not a Mean Field Theory and it is not a perturbative expansion, there is no
warranty of improvement. Not because a functional includes a gradient (or higher-order
derivatives), it is better than the LDA for all materials and applications, and for all derived
quantities It is not because a functional gives an "accurate" gap for many systems that it will
exhibit the same accuracy for a specific system, or that it will predict "accurate" fusion
temperatures. For alarge benchmark of functionals, see Figure 5.1 and Ref. [3]. Within a modelling
scenario it is very important to try several functional flavours, to understand, to benchmark, to
compare directly or indirectly with experiments, and to try and extract trends and relative
quantities that are less sensitive to the specific functional.

Some functional rely heavily on parametersthat can be modified. Therefore, the results of such
calculations can be easily tuned. For instance, the hybrids PBEO [4] and B3LYP rely on the Fock
EXchange fraction parameter, that is by default 0.25 and 0.2, respectively. The range separated
HSE hybrid functional [5] relies not only on the Fock EXchange fraction but also on the screening
length parameter. Even simple GGAs like PBE have be re-parameterized to better describe
molecular properties (revPBE) and solid-state systems (RPBE).

The band "GAP" problem

This is often addressed as a major DFT drawback, but in reality, it is an issue related to the use of
approximate exchange-correlation functionals. DFT could, in principle, provide the correct gap
(which is related to Janak’s Theorem). Indeed, the only two Kohn-Sham energies that have a
meaning in the DFT framework are the highest occupied KS state and the lowest empty KS state.
In practice, the exchange part of LDA and GGAs are shorter in range than the real Fock exchange,
and do not exactly cancel the self-interaction present in the Hartree term. As a consequence, the
exchange-correlation potential decays, incorrectly, exponentially fast into low-density regions,
while it should decay following a power law. This has a critical influence in the value of the GAP,
and of course, on the value of the first IP and AE. For an extended discussion, we strongly
encourage the reading of the book in Ref. [6].

DFT open source freely available community codes:

Quantum-Espresso [7], ABINIT [8], SIESTA [9] are just a few of the myriad of electronic structure
codes, many of them open source and freely available. An exhaustive list can be found in the
Webpage referred in [10].
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5.2.2 Band structure: QP energies and the GW approximation

Similar to people interaction, we are not alone but we are we plus our interactions with our family,
friends, co-workers etc, the problem of many-interacting electrons is addressed by averaging (me
and my average interaction with the others), as in the case of mean-field approximations like
Hartree-Fock, or expanding with respect to excitations (me plus my two-people interaction, plus
my three-people interaction etc) as in the case of Multi-Reference Configuration interaction. An
alternative, way of tackling with many-interacting particles is the concept of quasi-particles and
the Green Functions formalism.

The one-electron Green’s function

The one-electron Green’s function in coordinate space is defined as the time ordered product of
two field operators:

G(xt,x't") = —iN|T[(x, YT (x', t)]|N). (5.23)

For t > t’ the Green function describes the propagation of an additional electron injected at time
t’, whereas for t < t' it describes the propagation of a hole. With some manipulation, it can be
shown that in Fourier space for time, i.e., Fourier transforming into energies (w), the Green
function takes the following form:

Tror
G(x,x',w) = Z [% . (5.24)

Each pole of the Green'’s function corresponds to a N-1 or N+1 excitation energy of the many-
electron system. Such energies are called quasi-particle energies. The term Quasi-particle, instead
of particle, arises because the peaks corresponding to each excitation energy are not Dirac deltas
but they do exhibit a finite broadening. This broadening is related to the quasi-particle lifetime,
which is finite because of the interactions, i.e. because the many-particle system is entangled.

Now, from the equation of motion of the field operators in the Heisenberg picture, and introducing
a small perturbing potential ¢»(x, t), we can obtain an equation of motion for the Green’s function:

Glxt, x't) +if v(x,y)G@ (xtyt, x'tyt)dy = 5(x, x)5(t, t') (5.25)

which depends on the two-particle Green’s function,
G (xtx't',yzy'z") = (N|T{yT (x, 0P, )P (v, DY T (', 2)}|N)

This equation could be taken as the starting point for generating an infinite chain of equations
(expansions) introducing successively more complicated interactions. But, instead of proceeding
in that way, one could introduce a set of non-linear equations in which the interaction between a
particle and the rest of the system is "hidden" inside a non-local time- (or energy-) dependent
quantity called the Self-Energy operator.

The Self-Energy

This quantity is, therefore, a "box" in which all the complexity of the many-body problem is
encapsulated:
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[i(d/0t) — T(x) — V(x,t)]|G(xt,x't") — [ Z(xt,yz)G(yz, x't)dydz = 5(x,x")5(¢t, t"). (5.26)

The quantity V (x, t) is the total average potential in the system.

In Fourier space for the energy:
Glx,x",w) — [ Z(x,y,w)G(y,x', w) = §(x,x). (5.27)

The complicated many-body character of G is due to the energy dependence in the Self-Energy .

Within the quasi-particle and Self-Energy picture, Hartree and Hartree-Fock are two simple
approximations in which the Self-Energy is energy independent. In particular, the corresponding
Hartree-Fock Self-energy is:

ZHE = iG(x, x"v(x, x") (5.28)

The HF approximation involves a self-consistency requirement regarding the density matrix of
the system. When effects of the dynamical interaction are included, the self-consistency
requirement must be augmented to include the full Green Function rather than the equal-time
limit. In theories beyond HF the Self-Energy could be regarded as a functional of a fully dynamical
Green'’s function.

The GW approximation

The GW approximation is nowadays considered one of the standards to obtain accurate lonization
Potentials and Electron Affinities (accurate band structures). It has its roots in the seminal work
of Hedin and Lundqvist [11], and it is an approximation to the more complete self-consistent GWT
theory.

The extremely smart idea beyond GWT (and GW) was to express formally the Self-Energy
functional as a series expansion in a dynamical screened interaction W (see also Ref. [12]):

W(12) = [ v(13)e~1(32)d(3), (5.29)
where 123 are abbreviations for (1) = (x;,t;) and v(12) = v(r; — r2)8(t; — t2), and €~ ! is the
inverse dielectric function.

Within the GWT theory, the poles of the Green Function are N-1 and N+1 excitations of the
electron gas (IP and EA, the band structure) that take into account the response of the electron
gas to such excitations and includes electron-hole interactions via I’ (usually addressed as Vertex).

If the electron-hole interactions are neglected (I" = §), one gets a set of three equations, one for
the irreducible polarizability P, one for the screened Coulomb potential W and one for the Self-

Energy:
P(12) =-i6(12)G(21)
w(12) =v(12) + [w(13)P(34)v(42)d(34) (5.30)
2(12) =iw(1*2)6(12)
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The complexity of the Hedin’s equations and the calculation of the screened potential and self-
energy is usually reduced to the calculation of a one-shot correction, GOWO0, to some approximate
single-particle wave functions and energies, usually Density Functional Theory or hybrids
(including HF). Still, the effect of some level of self-consistency has been investigated, see for
instance [13,14]. The self-consistency, however, tend to provide with less accurate (with respect
to experiments) excitations energies [15]. The reason is that, with respect to the whole GWI"
theory, GW, alone, neglects the effect of the vertex (neglects I'). If the starting transition energies

WDFT

are underestimated, as in the case of DFT, Wy’** over-screens with respect to self-consistent W,

and this compensates for the missing I'.

Fnergy (eV)

Momentum (k)

Figure 5.2. (a) LDA (red solid lines) and GW (blue dots) band structure of bilayer BN. (b) GW eigenvalues as a function
of LDA eigenvalues. Figure adapted from Ref. [16].

Practical aspects

There are plenty of further approximations (plasmon-poles for the energy dependence) and
numerical tricks (long-wave length limit and the divergence in Coulomb-like integrals [17-20] in
plane-wave implementations) that are implemented and sometimes applied, and, that are, in
many cases code-dependent. Therefore, unless knowing exactly how a code implements its own
GW, it is difficult to compare “numbers” and convergence parameters. In Ref. [21], for instance,
the GW gap of silicon is computed with several codes, with differences of the order of 0.3 eV (20%
of the silicon gap). Ref. [22], investigated the effect of pseudo-potentials versus all-electron in
molecules, finding differences of up to 1 eV in lonization Potentials and up to 0.4 eV in HOMO-
LUMO gaps.

Finally, in standard implementations, GW calculations involve a sum over alarge number of empty
states for the Green’s function G in the Self-Energy part. The convergence is, however, very slow
and requires very careful calculations. Some mitigation strategies have been proposed, but they
all rely in further numerical tricks and/or further approximations [23-25].

In general, a reasonable use of GOWO requires the best starting point and very careful
understanding of the approximation and tricks. Nevertheless, materials with bandgap inversion
like TiSe2 are especially problematic and require further care for obtaining meaningful results
[26]. Figure 5.2 shows the GW calculation of the band structures of bilayer BN. In some cases, the
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GW correction on the whole band structure might be reasonably approximated by a rigid shift of
the bands plus some stretching parameter, often referred to as scissor operator, as evidenced in
Figure 5.2(b).

GW total energies

The total energies calculated in GW have only been marginally investigated because of their
prohibitive computational cost, see for instance Ref. [27,28].

Non-exhaustive list of freely available open-source GW and Bethe- Salpeter codes:

YAMBO [29], ABINIT [8], SaX [30], WEST [31], BerkeleyGW [32] MolGW [XX], GPAW [XX]

5.2.3 Optical properties

The calculation of the optical properties requires going beyond ground state calculations
performed by DFT. The light-matter interaction is usually approached with a semi-classic
description, combining quantum mechanics and classical electromagnetism, assuming the dipole
approximation in which the light momentum is negligible. The basics optical properties are
described starting from the transition probability induced by the light field, calculated with
perturbation theory and Fermi’s Golden rule [33].

5.2.3.1 Time-dependent DFT (TDDFT): Linear Response

Time-dependent DFT (TDDFT), either in the frequency domain, or in real time, can describe
(neutral) electronic excitations, via the linear response function which relates the TD density to a
small external perturbation §p = y8V#*t. Within TDDFT, electron-electron correlation is included
in the time-dependent exchange-correlation potential, vy, which is included in vgg. There are
two important aspects to address in vy.: non-locality in space, and non-locality in time. The first
one is the same as in ground state DFT, and itis taken care of by gradient expansions (GGA, MGGA),
HF-KS hybrids for exchange, and RPA-VDW for dynamical correlations. Non-locality in time is
absent in ground state DFT, and it should take into account memory effects, e.g., what is the
influence of an electron being at point r in space at time ¢, on another electron being at pointr' in
space at time t'? While this is precisely what the Green’s function addresses, it is by no means
obvious how to include it via a functional of the time-evolving density. A good account of these
aspects of DFT and TDDFT can be found in [34]. An excellent reference for TDDFT is [35].

In the linear response regime TDDFT can be used to describe the optical properties of a material.
Formally a Dyson equation for the linear response function y(w, q) is defined as

x(,q) = x**(,q) + xS (0, (v + f* (0, ) x(w, q) (5.31)

where f*¢ = §v*¢[p]/dp is the exchange-correlation kernel. Non-locality in time enters its
expression. The simplest approach to the TDDFT XC functional is to ignore non-locality in time by
proposing a time-local functional, which basically ignores memory effects with f*“(w,q) =
f*€(q). For finite systems such as molecules, approximations such as the adiabatic GGA (AGGA),
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which is local in time and semi-local in space, corrects the DFT excitation energies quite well,
unless they are of the charge-transfer type. For extended systems the approximation is more
questionable, as the corrections introduced are diluted and tend to be ineffective. For example,
there is practically no correction to the bandgaps of solids. The use of relatively inexpensive SIC-
TDDEFT proved very good at describing ionization and optical spectra of gas-phase targets [36,37].
More sophisticated functionals derived from Green'’s function approaches like the Bethe-Salpeter
equation (BSE) have been also proposed [38]. However, in practice this has the same
computational cost of a direct solution of the BSE which we introduce in the following sub-section.

Figure 5.3. (a) Optical Spectra as obtained with GW-BSE of bilayer boron nitride. (b) Excitonic weights in the Brillouin
zone. (c) Wave function of the excitonic ground state (hole fixed on top of boron atom). Figure adapted from Ref.[39].

5.2.3.2 Electron-hole interactions: The Bethe-Salpeter equation

The Bethe-Salpeter equation (BSE) in the context of solid-state physics solves the problem of
neutral excitations resulting of the Coulomb electron-hole interaction [40]. It is the MBPT version
of eq. (5.31), a Dyson equation for the four-point response function L whose space and time
contraction gives y. In practice, BSE is written as an eigenproblem of an effective Hamiltonian H*
of two-particle in the basis of electron-hole (e-h) pairs. The Hamiltonian is:

X —
Hepernr = A€enbeerOnn — Wen,ernr + Venerni-

The diagonal term is the e-h energy differences. The electron-hole energy differences are usually
calculated from DFT eigenvalues corrected with the GW approximation. The direct Coulomb
interaction is the term W and the exchange interaction is V. In general, the direct interaction W is
calculated using static screening, i.e., by assuming that dynamical effects in the electron-hole
screening and in the one particle Green'’s function tend to cancel each [41]. In other words, BSE in
its standard derivation solves the Hamiltonian for neutral excitons composed by one electron and
one hole [42]. Nevertheless, the theoretical framework can be extended to charged excitons like
trion states.

The calculation of the BSE Kernel is usually the most demanding part computationally speaking.
The solutions of the eigenvalue problem are the excitonic states with energy 25 and exciton
eigenfunctions with coefficients A“Z'h,k in the basis of electron-hole transitions, where e, h denotes
the electron-hole bands and k runs in the full Brillouin zone. The macroscopic dielectric tensor is

then directly obtained [40,43], and optical properties like absorption, reflectance, etc... are easily
derived [44].
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Figure 5.3 shows an example of the optical absorption spectra including excitonic effects for a
paradigmatic 2D material like hexagonal boron nitride. The optical spectrum of multilayer BN is
characterized by a very strong renormalization of the spectra when the excitonic effects are
included (black vertical line marks the electronic bandgap without excitonic effects). The excitonic
wave functions can be represented in the k-space and in real space, as shown in Figure 5.3(b) and
(c), respectively. In the case of the representation in real space, we have to fix either the hole or
the electron position in order to plot.

5.2.4 Phonons and density functional perturbation theory

So far, we have considered the electronic problem at fixed nuclei, within the BO approximation.
Once the electronic problem is solved and the total energy of the system is found in its ground
state, the classical forces acting on the atoms can be defined and, minimizing such forces, the
equilibrium structure can be obtained. The nuclei then oscillate around such equilibrium
positions with characteristic frequencies called phonon frequencies. In general, phonon
frequencies are obtained from the solution of the secular equation

1
—C:, ; — wz =0, 5.32
\/W ld.]ﬁ(q) (q) ( )
where M; and M; are the atomic masses of atoms i,j, and «,f indicate the direction of the

displacement along the cartesian axis. The dynamical matrix is the second derivative of the total
energy with respect the atomic displacements:

0°E
0u; o (q)0u; o (q)

Cia,jp(@) = (5.33)

where u(q) denotes displacement of atoms i, j in the cartesian directions «, §. In density functional
perturbation theory (DFPT), the atomic displacements are taken as a perturbation potential and
the changes in the electronic density and total energy are calculated self-consistently, analogously
to the Kohn-Sham equations [45,46]. The main advantage with respect to approaches such as the
frozen-phonon scheme is that the calculations of the frequencies for any wavevector q are
performed using the primitive unit cell, avoiding the use of supercells [47]. Moreover, DFPT
automatically includes mid and long-range interactions.

In addition, the coupling of electrons with the lattice vibrations is fundamental for simulations of
carrier dynamics including electron-phonon interaction, phonon-assisted absorption,
renormalization of electronic excitation energies and lifetimes [48]. The first-order electron-
phonon matrix elements account for a large extent of the electron-lattice coupling and are defined
as:

1
g;;n‘rll(k) = 2—<lpmk+q|aqvvl¢nk>- (5.34)
Wqp

that quantifies the amplitude probability of the scattering process between states Y44 and Yy,
where g4,V is the derivative of the self-consistent potential associated to the phonon mode v of
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frequency w and wavevector q. Efficient ways of calculating electron-phonon matrix elements in
dense k-grids make use of maximally localized Wannier functions [49]. From the electron-phonon
matrix elements it is possible to calculate the electron and phonon self-energies related to the
electron-lattice coupling, as described elsewhere [50].

5.3 Femto-second time scale: electron dynamics

When the many-body N-particle (electrons) ground state |¥}), or simply |¥,), is perturbed, it
ends up in a coherent superposition of many-body states, |¥;), of energy E}. Such superposition
determines the ensuing dynamics of the system. After the end of the perturbation, the solution of
the time-dependent Schrédinger equation can be written as

¥1) (5.35)

P(t)) = Z ¢ e Bt

I

and is characterized by coherent oscillations at specific frequencies. For small perturbations, the
coherent oscillations frequency will be dominated by the energies E which enter the poles of the
linear response function w;y = (EN — E}). When stronger perturbations are considered the
description in terms of linear superposition of states holds, although in general one needs to
consider frequencies w;; = (E,N - E]N) which are not limited to the poles of the linear response
function. Electron-electron interactions and electron-atoms interactions are responsible for the
renormalization of such energies!. At this point it is important to distinguish the case of isolated
atoms and molecules from extended systems.

In atoms and molecules, since few states are involved, the dynamics can be understood in terms
of such linear superposition. It can be modelled either directly computing the wave-function, or
using approaches based on the density n(r, t), such as time-dependent density functional theory
(TDDFT), the reduced density matrix p(rr’,t), or the non-equilibrium Green’s function
G(rt,r't’), like the Kadanoff-Baym Equation (KBE). These quantities will oscillate at the
frequencies w;,. Methods like TDDFT and KBE become convenient when the size of the electronic
system grows.

In extended systems, the number of possible states is so big that, in practice, eq. (5.35) is not
useful. To get physical insights in the dynamics, it can be convenient to label the possible states in
terms of “effective particles” such as quasi-particles, excitons, or magnons2. For example, a state

. n
with only a specific level |Aq) populated can be written as |lI’,N) ~ |[¥(nyu(q)) = (b;[q) |‘1’,N)with
energy EN ~ E} + E[n;(q)]. The concept of “effective particles” partially accounts for the

electron-electron interaction. Assuming to deal with non-interacting “effective particles” at low
densities E[n,(q)] = ny(q)w,(q) is a reasonable approximation. The early times coherent

1 Also in case the laser frequency is high enough to photo-emit electrons the early time dynamics still involves |¥N)
states, which are however in the continuum of the spectrum

2 Here we use the jargon “quasi-particle” specifically for the states 1, with energies €, which well describe photo-
emission experiments, as commonly done in the literature of Many-Body Perturbation Theory. Than we refer, more
generally, to quasi-particles, an excitons, magnons, etc .., as “effective particles”
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dynamics are then described in terms of coherent excitons, magnons or phonons. Such coherent
states are a linear superposition of different states with different populations.

WO) = et D ¢ (@) e @Dy (@) (536)
na(q)

with n;(q) = |c;(q)|?. If the populations of one or few states |1q) dominates the sum, then one or
few specific frequencies are singled out. This can be measured in pump and probe experiment and
corresponds to characteristic oscillations at such frequencies of a macroscopic and classical
physical quantity: i.e., polarization for excitons, magnetization for magnons. If a continuum of
frequencies enters eq.(5.36) instead, the coherent dynamics quickly “disappears” since
oscillations rapidly go out of phase. This leads to the so called “free induction decay” or “free
polarization decay”. Such decay typically takes place on the time scale of few tens/hundreds of
femtoseconds in electronic system. After that, despite coherences are still there, they are not
measurable via macroscopic quantities.

This simplified picture, provided by Eq. (5.36), gives physical insight, but it is not useful in
practice. Formal approaches like TDDFT and KBE are needed. With such approaches the electron-
electron interactions are accounted for via effective potentials. Such potentials, at equilibrium,
account for “effective particles, while their adiabatic changes out of equilibrium describes a fully
coherent, dynamics which, only at low densities, can be understood in terms of the picture
outlined above.

Moreover, even at low densities, non-adiabatic corrections are responsible for changes in the
“effective particles” properties, such as energies renormalization w, (q, t), quasi-particle lifetimes
y1(q, t), and the introduction of electron-electron scattering mechanisms. Despite the dynamics
of the many-body electronic system remains coherent i.e., can be captured by a pure state, the
dynamics in the “effective particles” introduces extra decoherence terms. For the one-body
reduced density matrix, the relation p? # p does not hold anymore and the system must be
described as a statistical mixture3.

Finally, if the environment is considered, for example due to the interaction with phonons, even
the many-body electronic dynamics becomes non coherent the dynamics can only be described
in terms of a many-body density-matrix g". " evolves according to the Liouville-von Neumann
equation 4 and the system moves towards a non-pure state, i.e. (¢")? # . Similarly, to the wave-
function case, the use of the many-body density matrix " becomes quickly impractical when the
size of the system grows and a description in terms of a reduced density matrix, like KBE, is more
convenient on short times. Within KBE, electron-phonon scattering is an additional source of

decoherence.

Due to all these decoherence mechanisms, the dynamics beyond the first few hundreds of
femtoseconds can be often reasonably well described in terms of the semi-classical Boltzmann
equation (SCBE) for the populations n;(q) only. Such approach fully neglects electronic
coherences. SCBE will be introduced at the end of the present chapter as a special limit of the KBE
and developed further in chapters 6 and 7.

3 While exact TDDFT is still valid in this regime, KBE is more prone to describe it, since it is not based on wave-functions.
4 The latter is equivalent to the Schrédinger equation when no environment is present



Electron dynamics from first-principles 135

5.3.1 Coherent dynamics: TDDFT

TDDEFT allows for the real-time propagation of the electronic density without constraining it to
the ground state density. This is particularly useful to describe the initial stage of the irradiation
process, in which, e.g, the potential introduced by the moving ionic projectile excites the
electronic degrees of freedom. In real-time TDDFT within the Kohn-Sham scheme (TDKS), the
electronic orbitals evolve in time but there is no change in the occupations of these orbitals. If they
were initially occupied, they remain so, and if they were empty, they will not become occupied
during the evolution. The TDKS equations of motion are:

2y72

2m

i0pn(r,t) = <— + vgs[n](r, t)) Pn(r, 0). (5:37)

where n(r,t) is the time-evolving electronic density and vgg[n](r, t) is the Kohn-Sham potential
defined in Section 5.2.1. This includes an external potential that takes into account the interaction
of electrons with the nuclei and with other external time-dependent fields like those produced by
a laser or by an ionic projectile. Notice that, at variance with the traditional ground state DFT
approach, here the electronic density follows its own time evolution. The main advantage of the
real time domain, compared to the frequency domain where TDDFT is used to define response
functions, is that, at least in principle, any order in perturbation theory can be achieved.

5.3.1.1 Laser irradiation, ionization and photoemission

In the definition of vXS, the part of the external potential which describes a laser pulse can be
expressed, within the dipole approximation, as

vert(t) = E(O)P(L). (5.38)

This expression constitutes the so-called length gauge, where E(t) is the time dependent electric
field at zero momentum (q=0), while P(t) is the time dependent polarization constructed from
from the KS orbitals. Within TDDFT the exact polarization can be obtained for isolated systems
via P(t) = [ d3r n(r, t). However, such expression is ill defined for extended systems for which
DFT and TDDEFT are exact only for finite momentum perturbations. In such cases, D-Polarization-
FT (DPFT) and TDDPFT are formally needed [51]. However, the polarization is a many-body
operator and can be defined only via a Berry-Phase approach [52]. This is strictly needed in
practice whenever physical phenomena beyond the linear regime are needed. Even within
TDDPFT however the Drude response of metals cannot be described. An alternative solution is
the velocity gauge, where the external potential enters via the replacement V2 - (V — A(t))? and
hence couples to the time-dependent current, which can be formally described within TD-
Current-DFT (TDCDFT). TDCDFT is formally exact for extended systems, metals included, at q=0.
However, in practical numerical implementation a number of sum rules need to be carefully
fulfilled, which makes the approach problematic [53,54].

For all this reason the first applications of TDDFT where focused on isolated systems or limited to the
linear regime. However, also due to the growing interest in ultra-fast electron dynamics, triggered
by experimental advances in thegeneration of ultra-short laser pulses, TDDFT have been used
and developed for many applications, such as pump and probe experiments, high harmonic
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generation, photoemission experiments in both molecule and complex materials [55-59]. More
recently also the response to time-dependent magnetic fields was explored [60]. TDDFT has been also
used to model ion irradiation and electronic stopping power. In the next subsection we focus on the
latter.

5.3.1.2 Ion irradiation and electronic stopping power

Let us consider an a-decay event in which an a-particle is emitted with energies of the order of
several MeV (e.g., 5 MeV in the case of 238U). Due to energy and momentum conservation, the
energy of the recoil atom is of the order of 100 keV. Since recoil atoms are generally heavy atoms,
their velocity tends to be sufficiently low to fall within the adiabatic regime, in which there is no
electronic excitation of the target. Strictly speaking, in metallic systems there is electronic
excitation at any velocity, but the density of electron-hole pairs is very small at low velocity.
Instead, the energy scale is set by the plasmon, which is in the order of several eV. In the case of
insulators, the finite energy gap suggests the existence of a velocity threshold below which there
is no electronic excitation. In the case of LiF, this has been experimentally [61] and theoretically
[62] estimated to be in the region 0.1-0.2 a.u, i.e,, 4-8 Bohr/fs. Therefore, the recoil event does not
require electronic excitations andcan be simulated using classical or first-principles molecular
dynamics (see below). Recent works showed a richer threshold structure in insulators [63-66]. The
velocity of the a-particle, on the other hand, is about 4% the speed of light, hence about 5 a.u. (c =
137 a.u.). These velocities fall well into the electronic excitation and ionization regime,
independently of the material. Collisions with the target nuclei at these velocities are practically
irrelevant due to the exceedingly small cross sections for He-atom interactions. In fact, the
maximum of nuclear stopping lies in the region of a few keV, corresponding to about 0.1 a.u.[67],
rapidly decreasing for increasing energy due tothe reduction of the interaction time between
projectile and target.

Therefore, the description of the initial stages of swift ion irradiation requires the consideration
of electronic excitation and ionization in the absence of motion of the target atoms, as these
processes occur in a time scale significantly faster than that of nuclear motion. However, in a
longer time scale or for low energies and sufficiently close ion-target collisions, the motion of the
nuclei becomes important. These two situations can be modelled via real-time TDDFT (rt-TDDFT)
simulations, either with fixed nuclei, or using Ehrenfest dynamics (ED, see Section 5.4.2.3).

A central concept in ion irradiation is that of stopping power, defined as the energy loss of the
projectile per unit length travelled (L),

dE,

- (5.39)

where E), is the kinetic energy of the projectile. The stopping power has two components. The first
one, called nuclear stopping (S;,), is due to the collisions of the projectile with the nuclei. It is
important at low projectile velocities. The second one, called electronic stopping (S.), is due to
electronic excitation and ionization, and it operates at higher velocities. For historical reasons this
quantity is called stopping power, but in fact it is has the units of force. It represents the retarding
force due to the energy transfer to the target.
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The rt-TDDFT calculation of electronic stopping power is based on a simple idea first introduced
in [63]. Instead of integrating the equations of motion for the nuclei as in ED, the projectile is
driven at constant velocity. In the original work of Pruneda et al., the projectile was represented
by a moving external potential. In successive works, the projectile was treated explicitly, as any
other atom in the system, but forcing it to move with constant velocity while the target atoms
were kept fixed at their positions. In ED, the projectile would transfer energy to the electronic
excitations while reducing its velocity. However, at typical projectile velocities, this correction
represents an extremely small fraction of the projectile’s kinetic energy, and no information is lost
by keeping the velocity constant. Moreover, this simplifies the simulations because forces on the
nuclei do not need to be computed as these will not be allowed to move. One may think that
allowing nuclei to move is important, and it certainly is the case within the regime of low projectile
velocities when electronic stopping begins to overlap with nuclear stopping. This is also important
when the path of the projectile passes close to the host atoms, being moderately relevant for light
projectiles like protons or a-particles but becoming increasingly important for heavier atoms that
cannot move easily through the target without colliding with host atoms. Under the conditions
just described, the projectile will travel through the host material at constant velocity, while the
electronic energy increases at a spatial rate given by

€ dL

(5.40)

This is precisely the electronic stopping power, i.e. the amount of energy deposited per unit
distance travelled by the projectile. Therefore, the electronic stopping power is given by the slope
of the KS energy vs. projectile displacement curves, that are shown in Figure 5.4 for the case of a
proton travelling along a (100) channel in Al [81].
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Figure 5.4. Energy deposited by a moving proton into the electronic subsystem of bulk Al as a function of travelled
distance, for different velocities. Notice the oscillations due to the periodicity of the lattice. The slopes correspond to
the electronic stopping power. Figure reproduced from [68].

There are several aspects to discuss about this procedure. Firstly, as can be seen in Figure 5.4, the
evolution of the KS energy with displacement is not a straight line. It will generally exhibit
oscillations that reflect the passage close to the host atoms. In the case of a regular solid, this will
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correspond to the periodicity of the crystal lattice. Here, the relative direction between the path
of the projectile and the lattice vectors of the host is important. When they are perfectly aligned,
this is called hyperchannelling. More generally, if the projectile moves at a small angle with respect
to the lattice vector, it will be periodically smoothly reflected by the host atoms, thus exhibiting
an oscillatory trajectory without abandoning the channel. These are called channelling
trajectories. To simulate these, one would need very large systems. Instead, it is more convenient
to simulate hyperchannelling trajectories and average over the impact parameter, i.e. moving
away from the center of the channel (off-center trajectories). Under these conditions the projectile
samples regions with larger electronic density of the host, and hence the stopping power
increases, as it is shown in Figure 5.5.
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Figure 5.5. Electronic stopping power for protons in bulk Al as a function of velocity. SRIM values (black line) are
compared to a hyperchanneling trajectory (red) and a channelling off-centre trajectory (blue). Figure reproduced from
[68].

An important aspect to consider for off-center trajectories is that core electrons can start to play
arole. A simple way to treat this is by includingthe shallower core states, usually called semi-core
states, explicitly into the valence. Schleife et al. showed that this is important even for protons
[69]. Averaging over impact parameter leads to stopping powers that are about a factor of 2 larger
than the hyperchannelling result through the center ofthe channel [70]. For amorphous or liquid
systems, since the irradiation process is so fast, the projectile will see a static picture of the host.
Therefore, to compute the stopping power it will be necessary to averageover several trajectories.
This issue has been recently addressed in [71].

Since the initial proof of concept, this approach has been used for an increasing number of
applications. The initial focus was on simple crystalline solid like pure elements, salts, and oxides.
These calculations were always compared to SRIM tables (SRIM) with the initial aim of assessing
the reliability ofthe methodology, and more recently the other way around, to verify the accuracy
of the methods used in SRIM for compounds, such as the Bragg additivityrule and the bond and
core approximations [72].

Another important aspect that has been recently investigated is the role of inner electronic shells
in stopping, i.e., core and semi-core electrons. It has been shown that for heavy projectiles as it the
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case of self-irradiation of Ni, thestopping curve at high energies converges slowly with the
number of explicit electrons in the description, particularly those in the projectile [73]. This raises
the issue of the use of atomic pseudo-potentials in stoppingcalculations. For heavy projectiles at
high energies, these must allow for an increasing number of explicit electrons from inner shells.

Along the same lines, but computationally more efficient is the time-dependentdensity-functional
tight-binding (TD-DFTB) approach, which proved useful fordescribing electron dynamics in large
systems [74,75]. However, such approaches are limited in the description of the excitation
spectrum at high energies, and they are hence questionable when it comes to applying them to
the calculation of electronic stopping. They are more useful to describe energy redistribution
following optical excitation, e.g., as in visible and near UV (3-4 eV) irradiation.

5.3.2 Quantum Kinetics: the Kadanoff-Baym equations

The Kadanoff-Baym Equation (KBE) derives from the Dyson equation for the one body Green’s
function G written on the Keldish contour. Projecting back the Dyson equation to the real axis, an
EOM for the lesser green function G=(t, t") is obtained which describes the exact quantum kinetics
of the system. The electron-electron and electron-phonon interactions are captured via the
many-body self-energy 2. Within the so called generalized Kadanoff-Baym ansatz (GKBA) a
closed EOM for the density matrix p(t) = —iG<(t, t) can be obtained.

10:p(t) = —i[h®T + AX*[p(O)] + v** (), p (O] — I [p] (D) (5:41)

If only the static part of the self-energy, X°, is retained then I[p](t) = 0. Such equation can be
conveniently represented in the equilibrium KS basis set, i.e. prmk = (Wi |0 (0)|[m)- Its solution
has been shown to describe the formation of coherent excitons [76] if 25 = £/5¢*, the Hartree plus
Screened Exchange (HSEX) self-energy with the screening frozen to its equilibrium value, is used.
TD-HSEX is equivalent of the Bethe-Salpeter Equation in the low pumping regime.
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Figure 5.6. Figure adapted from Ref.[76]. It shows the time dependent polarization (panel a) obtained propagating the
density matrix and the absorption (panel b) spectrum derived from its Fouriertransform (red circles). The latter is also
compared with a BSE calculation andexperimental data from Ref. [76].

In Figure 5.6, adapted from Ref. [76], we show numerical results on hexagonal Boron Nitrite (hBN)
comparing absorption computed from the standard GW+BSE scheme with TD-HSEX approach.
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The AZS¢¥(t) term shifts the spectrum from the IP poles to the excitonic ones. Broadening of the

peaks is obtained by introducing a smearing parameter n when performing the Fourier transform
of the polarization constructed from the density matrix.

Although conceptually different, TDDFT in the adiabatic approximation can be seen as a possible

approximation to the static self-energy. Using £5[p(t)] = vgdia

[n(t)] eq. (5.41) one would obtain
the TDDFT density matrix. Selecting as a starting point the equilibrium KS density matrix (i.e.

Pnmk = Onk if n occupied, 0 otherwise) the resulting p,,k (t) is equivalent to propagate the TDKS
equations described in the previous section and later constructing

o = D WAl ON D92 (5.42)
JjE€occ

In the IP case, i.e.Z° = 0, the diagonal elements of the density matrix can be interpreted as the
occupations of the equilibrium KS orbitals, while the off-diagonal elements represent the
coherences between two orbitals. This is the starting point for the connection with the semi-
classical Boltzmann equation we will discuss in the next section. Together with eq. (5.42), this also
shows how the time propagation of occupied-only orbitals can describe the generation of
nonequilibrium occupations, via the external field, on the equilibrium KS band structure. The

interpretation in terms of occupations however is not formally possible beyond IP.
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Figure 5.7. An example of free induction decay. Degree of spin polarization of electrons Pc, injected in the conduction
band of GaAs via a circularly polarized pulse, quickly decays in absence of any scattering mechanism. The horizontal

dashed line represents the non-coherent contribution due to the populations only. In the inset a focus on the generation
during the optical pulse. Reprinted with permission from Ref. [77].

The GKBA-KBE dynamics contains both coherent and non-coherent terms. In the next section we
discuss how the SCBE, which describes instead the non-coherent dynamics only, can be derived
from such equation. Within the SCBE the coherent terms are neglected. This is reasonable on long
time scales,because the contribution of these terms tends to vanish due to dephasing. In thelP
picture dephasing can be understood in terms of the so called “Free Induction Decay” or “Free
Polarization Decay”. [t happens whenever coherent terms involve a continuum of frequencies which

quickly get out of phase [78]. The mechanism has been realized also with ab-initio simulations [77]

(see Figure 5.7) The process is even faster if the interaction between particles is accounted for.
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Electron-electron interaction leads to the generation of morepossible excitation frequencies which,
in the language of KBE (and TDDFT) are captured by the frequency dependence/memory of the
Self-energy (and vx potential). Only in case of isolated poles coherences can be measured for longer
times.

5.3.3 Incoherent dynamics and connection to the Boltzmann equation

The connection to the semiclassical Boltzmann equation (SCBE) can be made starting from the
KBE-GKBA equation and choosing s = 0, but including dynamical correlations X4 (t,t )[G=<] in the
collision integral. The approximations needed to obtain the SCBE are discussed in the literature in
general [79], and in its ab-initio implementation [80,81]. Expanding the KBE-GKBA with respect to
the perturbation, a set of two equations is obtained:

Opiumc(® = =i[h%+ U (), (O] (5.43)
Oeppa () = =i[US(0), pD(®)] | —1[piy (D] (5.44)

where the first order equation involves only n # m (this results from the approximation that the
equilibrium density matrix is diagonal), and describes the generation of coherences, while the

second equation, pnnk(t) = f,x(t) describes the dynamical evolution of the occupations with a

source term [UeXt(t) p(l)(t)] and a collision integral I[pnnk(t)] which is almost identical to the
one heuristically derived in the formulation of the SCBE and which satisfies the detailed balance.
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Figure 5.8. Adapted from Ref. [82]. The time dependent occupations on the band structure are shown for the case of
bulk silicon under the action of an external laser pulse centred at the optical gap of the material.
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An example of the application of this scheme from first principles can be found in Ref. [82]. The
authors study (see Figure 5.8) the time evolution of the occupations in bulk silicon during the
action of an external laser pulse, and with a collision integral derived using the electron-phonon
self-energy for X;. The derivation within MBPT naturally leads to compare the concept of quasi-
particles lifetime, from equilibrium MBPT, y¢? = Im[X], with the dynamics resulting from the
SCBE. Indeed, the equilibrium lifetime naturally brings to a (“multi-band") relaxation time
approximation (RTA) equation of the form 0, fy,, (t) = —Vnk fur (t)- The collision integral, instead,
can be expressed as

Lk[F10) = ¥y 2L + P ) £ (0, (5.45)

where the detailed balance is ensured by the fact that the resulting lifetimes depends on the
occupations and by the existence of two lifetimes for “electrons in” and “electrons out” processes.
For the electron-phonon case we obtain

2 |ga | _
yr(lli) h Z 1}\7”( S(Aenmk + I“’Aq) (n/lq + T) (1 fmk+q) (5-4’6)
vgm I=+1 1
21 1927 . |” 1+1
h
yr(tk) = ? Z 1}\7”( S(Aenmk + leq) (n/lq + T) fmk+q (5-4’7)
vgm I=+1 1

The full SCBE can be compared with the RTA via the definition of effective NEQ lifetimes:

7o gy = 3 T QS O~ 1 O O
O A0

, (5.48)

which allows to rewrite the equation for the occupations in the form
O V() = =T Ofe (O (549)

The complex SCBE dynamics is now absorbed by the NEQ lifetimes definition.
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Figure 5.9. The equilibrium lifetime, YEQ (blue dot-dashed line), is compared with the time dependent out-of-
equilibrium lifetimes defined in Eq. for the L1 and L1 states. Due to the symmetry breaking induced by the laser pulse
(the orange shadow represents its Gaussian envelope) we have two in-equivalent lifetimes at L1 (green line) and L1
(green dashed line). Their relative intensity defines the ultra-fast (yL » yL ) and the slow (yL = yL ) time regimes.



Electron dynamics from first-principles 143

In Figure 5.9 the NEQ lifetime for bulk silicon at the L point in conduction compared with the
equilibrium one. As a general result the NEQ lifetime is always smaller that the equilibrium one.
In particular the equilibrium lifetime is a good representation of the dynamics only when the
system is in a strongly NEQ situation with electrons mainly localized nearby the few L point(s) in
the BZ. It is however remarkable that the NEQ lifetimes at the L' points, i.e. the equivalent points
of the BZ where no carriers are injected, becomes negative in such situation. As soon as the
electrons spread in a quasi-equilibrium distribution the lifetimes at L and L' becomes nearly
equivalent and the dynamics becomes much slower.

Another advantage of the formulation within NEQ-MBPT is that the obtained occupations can be
used to construct the NEQ response function and thus to describe pump and probe experiments
via an approximation of y"¢4[G<] ~ ™[ f,x(7)](w). This approach has been used to compute
the transient reflectivity in bulk silicon from first principles [83] and the transient transmission of
molybdenum disulphide [84]. Results are shownin Figure 5.10 for the case of bulk silicon.
Computing the response function using the occupations at delay t makes possible to isolate
different contribution to the transient signal and in particular the changes in the screening
induced by the neq occupations. The NEQ response function can then be computed for selected
delays T between the pump and the probe within the GW+BSE scheme. In Figure 5.10 it is shown
that the main contribution to the transient reflectivity signal in bulk silicon is due to the update
of the screening. The main feature inthe spectrum is due to the optical gap renormalization defined
in Ref. [83] as the sum of two separate and computing effect: the renormalization of the band gap
and the renormalization of the electron-hole binding energy.

Screening induced Optical Gap Renormalization
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Figure 5.10. Renormalization of the quasi-particles energies (panel a) from the COHSEX self-energy due to the screening
of the non-equilibrium carrier's density. The change induced in the reflectivity near the main peak is shown in the inset
(blue arrow) together with the effect due to the renormalization of the electron-hole interaction (red arrow). Transient
reflectivity (panel b) for a pump intensity of 109 W/cm2 and t = 200 fs; the variation of the BSE poles due to the
screening of the non-equilibrium carrier's density is considered. In the insets the change in the gap (panel a) and the
signal at 3.45 eV (panel b) are shown as a function of the pump peak intensity. Theoretical results are compared with
experimental data (brown circles).

5.3.3.1 Beyond quasi-particles

Both coherent and non-coherent dynamics can be extended beyond the approximation of non-
interacting electrons and holes, to describe the dynamics of complex particles like excitons and
magnons. In the non-coherent regime this can be done heuristically, for example defining a
semiclassical Boltzmann equation for the exciton populations coupling with the phonons. NEQ-
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MEBT offers a formal way to define exciton dynamics equations, exciton populations, and exciton
lifetimes [85]. This topic is at the forefront of the present research, expecially within the ab-initio
community, with some first promising results [86,87] and many possible applications. An example
of the excitonic lifetimes is shown in Figure 5.11.
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Figure 5.11. Excitonic lifetimes of monolayer hBN computed fully ab-initio, represented on the excitonic band-structure.
Figure adapted from Ref. [87].

5.4 Pico-second time scale and atomic motion

5.4.1 Atomic motion and ion irradiation

The next step in the description of irradiation processes involves the inelastic transport of excited
electrons through the target. While electromagnetic radiation is generally quite spatially
homogeneous, ion irradiation is very directional. lons produce a cylindrical track in which the
electrons are excited, moving radially outwards from the track. In the stopping simulations
described in Section 5.3.1.2, it has been observed an outward propagating electronic density
wave. In the longer run, such excited electrons will deposit their energy back into the nuclear
subsystem in a time scale that depends on the material and on the energy of the excitations.
Traditionally, the energy loss process has been described in terms of a random walk of classical
electrons, which is a good approximation at high energies. The random walk is equivalent to a
hydrodynamic description in terms of a diffusion equation [88]. This approach, however, becomes
questionable at low Kkinetic energies when the quantum character of the electrons becomes
important, typically under 50 eV. Notice that the average energy of secondary electrons produced
by electron impact ionization is of the order of 20 eV, precisely in the quantum regime. Therefore,
the use of random walks rests on dangerous waters.

The resulting initial electronic distribution can then be converted into an initial condition for a
classical molecular dynamics simulation. To this end, the simplest idea is to deposit the electronic
energy back locally as kinetic energy for the nuclei. This is the essence of the thermal spike model
[89], that has been successfully applied to model the damage ensuing ion irradiation [90]. In
metallic systems, however, the excited electrons can diffuse away due to their high electronic
conductivity. They will come back sooner or later in order to neutralize the system. However, if
this takes long enough, the (charged) nuclei will experience a strong repulsive electrostatic
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interaction leading to a vigorous radial motion, or Coulomb explosion. The occurrence of one or
the other scenario depends on the characteristics of the material, e.g, Cu (¢ = 5.9 X 10”7 S/m)
behaves quite differently from Ni (¢ = 1.4 X 107 S/m). In classical simulations of radiation
cascades (see Chapter 9), the combined effect of electronic excitation and decay is modelled using
a Langevin approach that includes a friction term that reduces the velocities of the atoms and a
random force that mimics the electron-phonon interaction in a stochastic way. Such decay rates
can be interpreted in terms of probabilities given by Fermi Golden Rule, i.e.,, within time-
dependent quantum perturbation theory. In Langevin dynamics these two terms compensate
each other leading to thermal equilibration at a desired temperature. In the methodology
developed by Dorothy Duffy and coworkers, the energy transferred to the electronic degrees of
freedom is collected in an electronic temperature field that is governed by a diffusion equation
[91]. This approach combines the two-temperature model with molecular dynamics (TTM-MD).
The latest developments in this field connect the friction coefficients to TDDFT calculations like
those in Section 5.3.1.2, enforcing the reproduction of the electron-phonon lifetimes computed
using ground-state density-functional perturbation theory [92]. This is the state-of-the-art in the
field of classical simulations.

One of the original limitations of this approach is that interatomic forces are generally described
through a classical force field that is independent of electronic excitation. Typically, this will be an
embedded atom model (EAM) for metals, a Tersoff potential for semiconductors, or a Coulomb-
Buckingham potential for ionic systems (e.g., ceramics). Recently, in [93] the authors used an
electronic-temperature dependent force-field based on an embedded atom model, which was
described in [94]. The force field was parameterized following a methodology proposed in [95].
The EAM functional form was retained. The pair potential and the Finnis-Sinclair form of the
embedding function were kept, but the embedding function was allowed to depend on the
electronic temperature. This method, which is described in more detail in Chapter 9 in this book,
assumes the existence of a well-defined, largely homogeneous, quasi-equilibrium electronic
temperature, whose time evolution can be described through a diffusion equation. This, however,
is a poor description when the electronic excitations are local, and remain localized in space for a
certain period of time. This is what is likely to happen in the case of ion irradiation of insulators,
in which electrons can remain in localized excited states for sufficiently long times for the nuclei
to feel the weakening of the interatomic potential and start moving. If the excitation is intense
enough, then nuclear motion can lead to cold melting or amorphization. In this case the thermal
spike model becomes questionable.

While the methodologies described above approach the question of the energy transfer between
electronic and nuclear degrees of freedom after irradiation, they only incorporate the electronic
component via an energy reservoir (Langevin) or an electronic temperature classical field (TTM-
MD). Not only is the electron dynamics ignored in these, but also the correlated motion of
electrons and nuclei.

Further progress in this direction requires incorporating explicitly the electronic component,
while introducing the nuclear dynamics requires also addressing the issues of electron-nuclear
correlation and the quantum character of the nuclei. In the following Sections we introduce a few
approaches that accomplish this task in various ways and are useful in different situations.
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5.4.2 Classical nuclear motion

5.4.2.1 Adiabatic molecular dynamics

The simplest way to introduce the electronic component along with the atomic motion is to
consider that the electrons follow instantaneously the motion of the nuclei, adjusting their wave
function (Hartree-Fock) or density (DFT) so that it represents the electronic ground state along a
molecular dynamics trajectory. If this ground state electronic structure optimization is carried out
at every step [96], the scheme is called Born-Oppenheimer molecular dynamics (BOMD), because
the electronic component moves strictly on the Born-Oppenheimer surface, excluding any kind of
transitions between electronic states. This scheme requires an excellent convergence of the
electronic component at each MD step. The equation of motion for the nuclei is the Newtonian
equations

M;R,(t) = —(V;H(R)) (5.50)

Within BOMD (V,H(R)) is replaced withV,Exs[n](R), the Kohn-Sham energy calculated for the
time-evolving nuclear configuration R. Since the electronic density is assumed to be
instantaneously in the ground state, then the gradient V; also involves the gradient of the
electronic density n(R).

5.4.2.2 Car-Parrinello dynamics

Arelated scheme was proposed in 1985 by Car and Parrinello, within the context of DFT electronic
structure. Here, the Kohn-Sham orbitals are allowed to evolve according to a second order
fictitious dynamics. The orbitals are assigned a mass that makes them oscillate at frequencies
higher than those of the atomic motion. Therefore, the system is never on the Born-Oppenheimer
surface, but it is always very close and oscillating around it [97]. This is accomplished by
introducing the Kohn-Sham orbitals as dynamical variables in an extended Lagrangian formalism,
whose properties have been thoroughly studied in [98]. Typical integration time steps are of the
order of fs. This scheme is called Car-Parrinello molecular dynamics (CPMD). A huge number of
systems have been studied using either BOMD or CPMD (which are equivalent in practice). In both
approaches there is a strong correlation between electronic and nuclear motion, as electrons are
slaves of nuclear motion.

BOMD or CPMD are useful and reliable when the time evolution of the system is adiabatic, i.e.
there are no transitions between electronic states or, in other words, in the absence of electronic
excitation. Therefore, within the irradiation context, these are only useful once the excitation has
decayed completely into atomic motion or when there is a constant and homogeneous finite
electronic temperature leading to a thermally averaged electronic density. In this case, the Kohn-
Sham orbitals are weighted with the Fermi-Dirac distribution.

The equation of motion for the nuclei is the same as for BOMD, however the gradient V; is now to
be applied only to the terms in the Hamiltonian that depend explicitly on the nuclear coordinates,
as the electronic density has its own time evolution and is treated as an independent variable.
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5.4.2.3 Ehrenfest dynamics

While the CPMD scheme involves the dynamical evolution of the KS orbitals, this is not the actual
electron dynamics because the orbitals do not follow the time-dependent Kohn-Sham (TDKS)
equations. Moreover, the CPMD approach requires the strict orthonormalization of the KS orbitals
at every MD step for stability. To simulate the proper electron dynamics, Theilhaber developed a
scheme to integrate the TDKS equations without the need of orthonormalization, using the
Suzuki-Trotter split operator method. This early implementation of rt-TDDFT was devised to
simulate liquid metals and degenerate plasmas [99]. In this work, the nuclei moved according to
a Newtonian dynamics in which the forces on the atoms were calculated in correspondence with
the instantaneous, time-evolving electronic density, which is precisely Ehrenfest Dynamics (ED),
i.e., the simplest way to combine electronic and nuclear dynamics.

This work was followed by a series of articles on Ehrenfest dynamics by Alonso et al. [100]. The
practical implementation is quite similar to CPMD, but since now the electronic dynamics is real,
the integration time step should correspond to the real electronic mass, i.e., in the order of
attoseconds instead of fs. Therefore, ED simulations reach total times about a thousand times
shorten than BOMD of CPMD simulations. The picosecond time scale in ED is only achievable for
fairly small molecular systems, i.e., the photoisomerization of small molecules [101].

In extended systems ED was successfully applied to describe the generation of coherent phonons
[102] in bulk silicon. Recently the approach was extended to describe also light propagation with
a multi-scale set of equations (Maxwell + TDDFT + ED) able to deal in real space with long
wavelength perturbations. The approach is very demanding, and the application was done on
diamond focusing on a single dimension of propagation [103].

As in BOMD and CPMD, in ED there is a strong correlation between electronic and nuclear motion.
On the one hand, TDDFT remembers too much of the previous evolution due to the lack of
electron-electron collisions. Hence, the electron dynamics is fully coherent, and electrons never
equilibrate to the Fermi- Dirac distribution. On the other hand, in ED the nuclear dynamics
correlates directly to the instantaneous electronic density, ignoring fluctuations on both sides. In
other words, the electron-nuclear dynamics is coherent, not allowing for inelastic processes. Part
of the blame for this should be put in the classical description of the nuclear degrees of freedom.
In any case, progress beyond ED requires approximations for the electron-nuclear correlation.

5.4.2.4 Beyond TDDFT

The coupled dynamics of electrons and ions described within ED is fully coherent. It is coherent
because the atoms are described classically on the one hand, and, on the other hand, the electrons
evolve via adiabatic interactions. Indeed, the exchange-correlation potential v*¢ of DFT is
evaluated within the adiabatic approximation. One possible way forward could be to go beyond
TDDFT and couple the nuclear dynamics, i.e., eq. (5.50), with the KBE-GKBA for the electronic
density matrix. The extension of Ehrenfest to KBE-GKBA is formally straightforward (at least as
long as static self-energies are considered) since the classical force entering eq. (5.50) only
involves the density which can be constructed from the density matrix n(r,t)=p(r,r,t). Such an
approach has never been implemented also because the first ab-initio implementations of KBE-
GKBA for extended systems are quite recent. It constitutes then an interesting path for future
developments.
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On the other hand, an MBPT version of MD is more demanding because it requires replacing the
KS total energy, and its gradient, with a MBPT version. Within MBPT the total energy E is not a
functional of the density matrix alone but requires the two-times Green’s function. Attempts to
define MBPT total energies and forces within an ab-initio scheme can be found in the literature
[104,105] but so far have never been extended to the time domain.

5.4.3 Quantum nuclear motion

While electronic excitation processes are captured correctly by ED, its mean-field character
distorts the characteristics of energy transfer from electrons to phonons, in particular failing at
properly describing some very ubiquitous phenomena such as Joule heating [106] or the
thermalization between electronic and nuclear degrees of freedom [107]. A second limitation is
related to the exchange-correlation approximations used in TDDFT, which have been discussed in
Section 5.2.3.1. In addition, incoherent electron-phonon scattering by nuclear vibrations
(phonons), which are not explicitly represented in classical molecular dynamics, are not
accounted for in ED simulations.

5.4.3.1 Surface Hopping: a tool for photoinduced dynamics

ED is straightforward to implement and computationally efficient but going beyond it is far from
trivial. To improve on the electron-nuclear correlation, a possibility that has attracted interest in
the past decades is the Surface Hopping approximation (SHA) [108]. In this method the forces on
the nuclei are determined from single electronic potential energy surfaces (PES) but hops
between surfaces are probabilistically allowed in order to include non-adiabatic effects. SHA
introduces the quantum character of the nuclei in a minimalistic way, by modifying their kinetic
energy to ensure energy conservation every time there is a discrete electronic transition. SHA
works reasonably well when non- adiabatic transitions occur between a small number of PES, but
not for a dense manifold of excited states [109]. SHA has been combined with LR-TDDFT to
calculate the forces on excited electronic states [110,111] and has evolved into widely available
codes, e.g. [112,113]. This approach has enabled the calculation of photoinduced dynamical
phenomena, as for example the degradation of materials under light irradiation [114].

5.4.3.2 Beyond Mean-field: the N-body density matrix

To make progress beyond the classical nuclei and surface hopping approximations it is convenient
to move away from the traditional TDKS formulation in terms of the evolution of Kohn-Sham
orbitals. The TDKS formulation does not render itself naturally to the inclusion of decoherence
effects as discussed in the introduction. Instead, a formulation in terms of a master equation for
the density matrix is needed. Here we write the Lindblad master equation

1
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eq. (5.51) describes the evolution of the N-body density matrix, 5", which can account for both
mixed and pure quantum states. The term between round brackets incorporates the interaction
between electrons and the environment, e.g., electrons and phonons, within a Markovian
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approximation, and hence it is able to address decoherence. If such term is zero one recovers the
Liouville-Von Neumann (LvN) equation, which is equivalent to the Schrédinger equation. The
Lindblad master equation is a general framework for introducing the interaction of a quantum
many-body open system with the environment, which is central for the success of quantum
technologies like quantum computing [115].

A possible, but by no means unique, way to go beyond ED in a controlled manner is the Correlated
Electron-lon Dynamics approach (CEID) [106,116]. CEID starts from the bare electron-nuclear
Hamiltonian and solves the LvN equation by separating the electronic and nuclear density
matrices and treating the nuclear part approximately by a perturbative expansion in powers of
the fluctuations about the mean trajectory. The termination of the expansion at second order leads
to a closed system of equations for the center and width of the position and momentum nuclear
operators. CEID has emerged as a powerful tool for problems in which the transfer of energy
between electrons and nuclei is crucial. A cost-effective alternative that limits the nu- clear motion
to harmonic vibrations, named Effective CEID (ECEID), has been proposed recently [117], and
applied to inelastic electron transport in water chains [118] and thermoelectric phenomena [119].
In ECEID the evolution of the phonon system is described through the dynamics of phonon
occupation numbers, thus simplifying enormously the original CEID formulation in terms of
momenta. In Figure 5.12 we show the evolution of the population of electronic states starting from
an inverted population, in a tight-binding atomic chain interacting with a phonon bath. It can be
seen that, while ED evolves, incorrectly, towards a flat distribution corresponding to infinite
electronic temperature, ECEID evolves towards a Fermi-Dirac distribution at a finite temperature
that coincides with that of the phonon bath.
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Figure 5.12. Population inversion simulation with the oscillators held at constant temperature. Snapshots of the
population of the electronic states and shown for (a) ED and (b) ECIED, at successive times. Panel (c) show the
temperature evolution during the simulation for both approaches compared with the fixed oscillator temperature (TO0).
Figure reproduced from Ref. [107].
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In [107] it was also shown that the evolution of the electronic occupations could be reproduced
to an excellent extent using a kinetic model. This was very recently followed by a formulation of
the problem purely in terms of rate equations for the coupled evolution of the electronic and
phonon occupations [119], which in addition includes coherences that were absent in [107]. This
further simplification, which is correct to first order in perturbation theory, is extremely efficient.
There are two main limitations of this approach. Firstly, it applies to weak electron-phonon
coupling, and secondly, it is spatially homogeneous and hence applicable to laser, but not to ion
irradiation. An important point is that this formulation is closely related to the Boltzmann
transport equation discussed in Chapters 6 and 14 and to the simplified formulation discussed
below, in sec. 5.4.3.3.

5.4.3.3 Quantum Kinetics and the one-body reduced density matrix

NEQ-MBPT offers an alternative to the Lindblad equation, with a set of coupled equations for the
electronic propagator G<(t,t") and the ions propagator D<(t, t") which would capture both the
coherent and the non-coherent dynamics. The main advantage of such an approach is the use of
reduced quantities in place of the many-body density-matrix. A possible example of such
approach for small atomic displacements has been discussed in [120], where the atoms
propagator is replaced by the bosonic phonon propagator. In this work, the bosonic GKBA is
discussed, leading to a generalized version of the equations for the density matrix which we write
here in the notation of the reference

~ilh(®),p(®] - (10 + 1'(®)),
—i[aﬂpb(t) — pb(t)(xﬂ] — (lb(t)).

.p(t)
atpb(t)

(5.52)

Such a scheme is very demanding and, in practice, not feasible, in particular for the ab-
initio simulation of extended systems, or beyond small atomic displacements. Following the
discussion in sec. 5.3.3, the approach could be in principle simplified into the form of a SCBE for
the electrons and phonon populations, i.e., for the non-coherent part of the dynamics, although a
direct derivation is still to be proven. The couplings, i.e., the scattering mechanism, originate from
the nonadiabaticity of the many-body self-energy. An ab-initio implementation of the coupled
SCBE has been shown possible recently in [121-123]. At variance with the phonon-mediated
electron dynamics discussed in sec. 5.3.3, the phonon populations are also updated

0emag = Vo (nag + 1) = Vi, (5.53)
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The full description of the entangled phonon and electron relaxation dynamics would also require
the phonon-phonon matrix elements. The evolution of phonons population is complementary to
ED. Indeed, while ED describes a displacement of the atoms away from the equilibrium position,
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SCBE describes a situation where the expectation value of the displacement operator of the ions
is always identically zero (AR) = 0.

5.5 Summary and open directions

Nowadays, ab initio methods for calculating electron dynamics are efficient in covering a rich
phenomenology in time scales of femto- and pico-seconds. At the present stage, dynamical
approaches focus on elementary particles like electrons and phonons. Scattering mechanisms like
electron-electron and electron-phonon scattering are well described, together with light-matter
interaction, including laser fields of high intensity. Light, however, is almost invariably treated as
a classical external (dipolar) field. Only very recently the quantum character of light began to be
considered, thus opening the doors of DFT to quantum electrodynamics [124]. One of the main
limitations of time-dependent methods is the system size. In many approaches, a full ab initio
study requires the realization of precise ground and excited state calculations (DFT, GW, electron-
phonon matrix elements) as starting point for more sophisticated calculations of electron and
phonon dynamics. Open directions are the description of more complex excitations like the
dynamics of excitons, polaritons, the coupling to magnetic fields and spin polarization. The
formulation for these is still in the early days and so far, only applicable to small systems or using
model Hamiltonians.
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6. Quantum and semiclassical dynamics of
semiconductors and dielectrics

Tzveta Apostolova”

A set of quantum kinetic equations that can be applied to study the ultrafast coherent and
relaxation carrier dynamics in femtosecond laser excitation of semiconductors and dielectrtics is
introduced. These semiconductor Bloch equations contain important many-body effects, electron-
hole interactions and contributions of phase-space filling. Under certain approximations they lead
to semiclassical Boltzmann kinetic equation describing the evolution of the electron energy
distribution induced by different processes. The initial interband photo-ionization is followed by
impurity- and phonon-assisted photon absorption resulting in impact ionization. Coulomb
scattering between two electrons leads to thermalization of the electron system. The process of
Auger recombination reducing the number of conduction electrons is included into the formalism.
Formation of free excitons is also described. The energy exchange between the electrons and
phonons is given by a separate equation for the lattice temperature where the rates of energy
transfer from the electrons to the lattice per unit volume are defined quantum mechanically. The
electron energy distribution function, conduction electron number density and average kinetic
energy of the conduction electrons are obtained as a function of laser parameters such as peak
laser electric field, laser wavelength and laser pulse duration.

* Contact: tzveta.apostolova@nbu.bg
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6.1 Introduction

Ultrashort pulsed laser irradiation has the ability to bring transparent materials into a state of
strong electronic, optical, thermal and structural nonequilibrium by initially creating electron-
hole pairs across the band gap.

Time-resolved nonlinear optical spectroscopy has been applied to study microscopic carrier
dynamics on the ultrashort time scale. Various experimental techniques are designed to study
incoherent dynamics - the nonequilibrium dynamics of distribution functions, as well as coherent
phenomena - the dynamics of optically created interband and intraband polarizations. The
thermalization and relaxation processes have been studied by luminescence, in which the photons
created by the radiative recombination of electrons and holes are detected, and also by by pump
probe measurements, in which the change in the absorption (or reflection) of a probe beam
caused by the prior excitation of electron-hole pairs by the pump beam is observed. In an intrinsic
semiconductor the luminescence is due to the recombination of an electron in the conduction
band with a hole in the valence band. In a fully incoherent picture, according to Fermi’s golden
rule, the signal is essentially proportional to the product of the distribution functions of electrons
and holes which can be monitored [1-3]. An alternative is the use of doped semiconductors, e.g.,
p-doped samples, in which the band-to-acceptor luminescence directly monitors the distribution
function of electrons [4,5], and pump-probe experiments [6] providing data on the sum of the
distribution functions. The most commonly used technique is transmission or reflection
spectroscopy, in which the change in the transmission or reflection of the probe pulse induced by
the pump pulse is measured as a function of the time delay between the two pulses. A detailed
analysis of luminescence and pump-probe spectra in the ultrafast regime may also provide
information on coherent phenomena in the semiconductor.

Besides pump-probe and luminescence measurements, there are other techniques that provide
direct information on coherent phenomena in band gap materials such as the dephasing of
electron-hole plasma or the dynamical Stark effect. The most prominent of them is the four-wave-
mixing (FWM) spectroscopy [7-11].

In addition to the experimental data the ultrafast dynamics of photocarriers in an irradiated band
gap material was described by theoretical methods varying from model equations using
parametrization of the distribution functions [12-15], direct integration of Boltzmann equation
[16,17] or Monte Carlo simulations [18-21]. Complementarity of experimental results and
theoretical calculations provide relevant data on scattering rates and coupling constants. On the
other hand, the buildup of polarization due to the coherence of the external optical field
interacting with the material and the Coulomb interaction between electrons and holes requires
a full quantum mechanical treatment. Some of the quantum kinetic theoretical methods used to
describe the coherent phenomena are non-equilibrium Green’s-functions techniques [22-24]
discussed in chapter 5 and density-matrix theory [25, 26]. On short time scales, the coherent and
incoherent processes cannot be separated. For time dependent processes such as ultrashort-
pulsed laser irradiation of semiconductor (dielectric) materials the density matrix method
provides quantities directly comparable with physical observables.
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6.2 Quantum Kinetic equations

The carrier dynamics induced by an ultrashort (sub-picosecond to picosecond) laser pulse in the
bulk of a direct-gap semiconductor (dielectric) at initial lattice temperature T with two isotropic,
parabolic bands is studied starting with the the noninteracting part of the Hamiltonian describing
the free carriers interacting with a classical light field together with the free phonons in the second
quantization is [27-32]:

~ _ et~ h3tj bip atdf *d_2d
Hy(t) = Z & aa; + Z g dzdy + Z hwg bzbg + Z Fypazd . + Fod_gay (6.1)

with well-defined dispersion relations of the quasiparticles

Rk n PR
2m, K 2my, (6.2)

e _
Sﬁ—Eg‘F

In Eq. (6.2) E, is the material bandgap, &£(ef}) is the electron (hole) kinetic energy in the

conduction (valence) band with electron (hole) effective mass m,(m;,), and hwj is the phonon
energy. d%, [&g] and dag, [dﬁ] are the creation and annihilation operators of an electron [hole] with

wave vector k which satisfy Fermi-Dirac statistics, while qu, [Bﬁ] stand for the phonon creation

and annihilation operators of a phonon with wave vector ¢ obeying Bose- Einstein statistics. The
noninteracting part of the Hamiltonian includes contributions that can be treated exactly within
a single-particle picture.

In addition, the carriers interact with the classical field of the laser, with phonons and with each
other via the Coulomb potential. The interacting part of the Hamiltonian includes contributions
that have to be treated within some approximation scheme [27-34]:

H () = B (0) + P (6) + HE () + AP 6) (6.3)

with the single-particle Hamiltonian describing the free carriers interacting with a classical
electric field of the laser

FCf oy _ ~F 5t x5 A
A0 = ) [Faldt, + Fid_yay] (6.32)
k
the carrier-phonon Hamiltonian
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the carrier-carrier Hamiltonian
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and the carrier-carrier Hamiltonian describing processes which do not conserve the number of
carriers per band

a
+> [ My (@d] di_a'd, +M;(@dia . d,._d, ] (6.3d)

In Eq. (6.3a) Fy; = dzEo(t)exp(—iw,t) is the interband dipole-coupling coefficient between the
laser field and electrons , E,(t) denotes the pulse shape of the external light field centered at
frequency w;, dz is the dipole matrix element between valance band and conduction band and the
interaction is treated in dipole and rotating wave approximations [30,31]. In Eq. (6.3b) C§’h are

the coupling matrix elements for polar or deformation-potential interaction for electrons (holes).
In the case of a polar interaction, due to the opposite charge of electrons and holes, the coupling

constants are related by Cg = —C(? = (-
2
In Eq. (6.3c) Vac = ﬁqz is the the Fourier transform of the Coulomb potential where e is the
<0

electron charge, ¢, and g, are the relative and the absolute permittivity, respectively and Vis the
crystal volume.

Within the electron-hole picture, carrier-carrier interaction splits into several conceptually
different contributions - electron electron interaction (first term in Eq. (6.3c)), hole-hole
interaction (second term in Eq. (6.3c)) and electron-hole interaction (third term in Eq. (6.3c))
which conserve the number of particles per band.

In Eq. (6.3d) the first term represents impact ionization and the second term is its inverse process
- Auger recombination, which do not conserve the number of electron-hole pairs [31, 34].

e Tl
g6V q° + A

e JuTu
EAVA Y &

M.(q) =

Mh(Q) =

are the Debye-like screened Coulomb matrix elements with the inverse screening length A.
Fij(l_é, q) are the overlap (or Bloch) integrals. The matrix elements for the electron and hole
processes are different due to the different overlap integrals involved. In the definition of the
Hamiltonian the additional dependence on the spin variables has been ignored. The last two
terms in eq (6.3) represent impact ionization and its inverse process - Auger recombination,
which do not conserve the number of electron-hole pairs [31, 34]. These processes are usually
considered to become important at very high carrier densities or at high carrier energies.

The time evolution of the physical system described by the total Hamiltonian
H(t) = Hy(t) + H,(t) is refiected in the time evolution of the associated density matrix. The basic
variables describing the kinetics of the irradiated material are the distribution functions -
intraband single-particle density matrices of electrons, holes, and phonons [35]
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n~ ={(a ak) n (ﬁ%ﬁ;), Nz = (Bgﬁﬁ) where () denotes the ensemble average. The expectation

value is taken with respect to the initial state of the system.

To take into account the coherence induced by the external laser field the interband polarization
(interband density matrix) has to be considered:

Using the Heisenberg equations of motion for electron and hole operators a closed set of equations
of motion for the electron and hole distribution functions and the polarization is obtained:

d d
n© — (h) (0)
dt''F dt =9 ()
d 1 h h (6.4)
acPe = E(eée) gt )) py + hd Ey(t)exp(—iwyt) ( n%e) — n(_E))

and the complex-conjugate equation for pi. The equation for the generation rate is:

93 = = [dEo(£)exp(—iw, )pi; — diEg(texp(iw )py]

Without interactions, equations (6.4) describe the model two level system driven by an external

field with detuning dw; = w;, — ( @) 4 s( )) of a given transition with wave vector k from

n
resonance. These semiconductor Bloch equations describe fully the coherent dynamics.

The equation for the polarization can be formally integrated:
1 () @)
Py = —exp( la)Lt) dt exp(—l(a)a wL)T)dﬂEO(t —17) (1 —ng (t—1)— n. (t— ‘L'))

where wy = %(sée) + SE%)).

When polarization is eliminated from the equation for the generation rate [27-29] the generation
rate at time t depends not only on the distribution functions and the optical field at time t butalso
on earlier times. Within the Markov approximation it can be assumed that that the dominant time
dependence is given by the exponential in the expression for the polarization and the carrier
distribution and field amplitude (rotating wave approximation) are sufficiently slowly varying so
that their values at time t can be taken out of the integral. In order to have a well-defined initial
condition the laser field is adiabatically switched on according to Ey(t) = %ig(l)ﬁ'o (t)exp(nt). Then,

the polarization is an instantaneous function of the carrier distribution and the external field:

h
Py = ——d~EO(t)exp(—let) (1 — n(e)(t) — n% )(t)) D(a)fc - wL),
where D(x) = —— lm(%x = =d6(x) — i; with P denoting the principal value. Then the

semiclassical generation rate containing the energy conserving ¢ function is recovered, (Fermi’s

golden rule):

21
9% =77 [dEEO(1,“)exp(—iouLt)]2 (1 - Tlg)(t) - ngl)(t)) §(wg — @)

For ultrashort laser pulses, this approximation is not valid and the energy time uncertainty leads
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to a broadening of the generation rate. This broadening can be introduced by multiplying the
generation rate by the spectral intensity of the pulse and integrating over the light frequency. In
the case of a Gaussian pulse E,(t) = Ejexp(—t?/12):

gz = \/hj [dz EO] T exp(—2 tZ/TL)exp[ 1 (wp — wp) ] ( —n. ) - (_};;)(t))

[tis assumed that during the laser pulse the polarization is not influenced by any other interaction,
in particular, there are no phase-breaking processes during carrier generation. Thus, the only
density dependence of the generation rate is due to Pauli blocking.

Equations (6.4) can be modified by the different interaction mechanisms such as carrier-phonon
interaction and carrier-carrier interaction, etc.

%née’ =g (1) + Zinée) '

P

d 0. 1( (e _ (h))p,+_dQEO(t)exp(—ia)Lt)(1—n(jf)_n(h‘))+Z:i paa
dt F i\ T BT © dt

where summation is over the various types of interactions.

The case of carrier polar-optical-phonon scattering will be considered. In the absence of an
external optical field the electron states are eigenstates of an ideal periodic lattice. Deviations
from this idealized periodicity due to lattice vibrations lead to a coupling of the different electron
states. This interaction is described by the carrier-phonon part of the Hamiltonian H,(t).
Contributions up to second order in the carrier-phonon coupling matrix element to the equations
of motion of distribution functions and polarization are given by:

d e e

dt
St =900 +z

d 1, . 1 . e d
i P = - (gé ) “;)) P +EdEEo(t)exp(—|a)Lt) (l—né ) —nf’;))+za o

(6.5)

where summation is over the various types of interactions.

The case of carrier polar-optical-phonon scattering will be considered. In the absence of an
external optical field the electron states are eigenstates of an ideal periodic lattice. Deviations
from this idealized periodicity due to lattice vibrations lead to a coupling of the different electron
states. This interaction is described by the carrier-phonon part of the Hamiltonian H,(t).
Contributions up to second order in the carrier-phonon coupling matrix element to the equations
of motion of distribution functions and polarization are given by:
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inge) (p2) _ [ 5e)(cp> © W(e)(gp) (e) } n 1 [ AP AP }
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with scattering rates:
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where N is the distribution of phonons and in the case of a polar interaction. It can be seen that

A;(Cp) appear in the same way as the electric field of the laser in equations (6.5) and (6.6) and the

explicit expression for |C‘7|2 is given in 6.3. Therefore, they could be interpreted as internal field
that are different for electrons and holes. Also the structure equations (6.5) and (6.6) shows
symmetry between distribution functions and polarization. There are terms identifying “out-
scattering” processes (oc nﬁ,pﬁ) and terms identifying “out-scattering” processes

(oc n§_a,p§_a). The main difference is that, in contrast to the distribution functions, the

polarization and the respective matrices are complex quantities.

6.3 Boltzmann scattering equation

Apart from details of the generation process itself, where the coherence of the excitation is
essential [36] the relaxation is satisfactorily described by a semi classical theory which can be
obtained from the semiconductor Bloch equations by adiabatic elimination of the coherent
interband polarization and a Markov approximation. Under the assumption that the initial
coherence and correlation of the generated electron-hole pairs is rapidly damped out and that the
approximations are reasonable the resulting Boltzmann equation for the electron distribution is
used for description of femtosecond to picosecond pulsed laser interaction with semiconductors
and dielectrics [37]. The use of a Boltzmann transport equation with a drift term [38] under a
time-dependent electric field can be justified only within the limit of v, 7, < 1, where v/, is the
frequency of the external field and 7,, is the momentum-relaxation time of carriers. This approach
can no longer be physically justified for an incident electromagnetic field with v; > 1THz, and
T, = 1ps [39]. The electrons are expected to be spatially localized when the time period

T=1/v, < Ty Asa result, no drift of electrons can occur under such an electromagnetic field.
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The non-equilibrium electron distribution is governed by the Boltzmann equation for a
homogeneous system and a Markovian process assumed for the dynamics of electron scattering
where k is a wave number for electrons, ny, is the nonequilibrium distribution of electrons [40]

e
ony,

o — Wk(in)(a)(l _ n](i) _ Wk(out)(a)ni + GII;I _ Vl/k(ext)n]i

(6.7)

M/k(a)(injout) — Wk(ph) + Wk(l'mp) + Wk(ee)

represents the total rate of scattering-in the final electron state |E) and scattering-out of the final

electron state |E) for electrons and a = (e — phn — pht), (e — ph), (e — e), (imp), (ar) denotes
photon-assisted phonon, phonon, impurity and Coulomb scattering of electrons in the conduction
band and scattering in and out of the conduction band. As in section 6.1 a bulk substrate at finite
lattice temperature T with two isotropic, parabolic bands, the conduction band and valence band,
is considered. The laser electric field is E(t) = Eycos(w,t)é, where Ej is its amplitude of the field
and é, is its polarization. The amplitude E, of the pulsed laser field should be time dependent as
in section 6.2. A standard Gaussian profile can be assumed for the laser intensity (I, « EZ) and
the time dependence of the laser intensity is characterized by both the peak intensity and the
pulse duration ;.

6.3.1 Photoionization

The photoionization term in equation (6.7) is derived using Keldysh theory. It provides the
transition rate Wpi from an initial state (valence band) to a final state (conduction band) due to a

monochromatic field with amplitude E, and frequency w, [41-44]:
GII;I |Mpl| S(Sk gk, lplth)nkl(l nk) (6.8)

where n:. is the distribution function in the valence band and the matrix element for parabolic
band structure is given by:

| 2 h 21 flg Wpi

T \2mule

gpi = mLe(lpith - EG),

|Mpi

O¢e,, With

where ! =m;1+ mj?! is the reduced mass. A complete Keldysh photoionization rate for
parabolic band is given by [43]:

3
2(UL (.qu

K(rs) — E(r)
i hyz) Q) x exp [ty — Lo 12|

E(y1)

with

2K(y1)E(r1)

Q(y,x)—WZexp =L jﬂ—_m
V1
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where

y = wp/ UEG

ek,
is the Keldysh parameter.
Y1 = \/%, Yo = \/%, ¢ is a Dawson integral and K and E are complete elliptic integrals of the
14 14
first and second kinds, respectively.
E; = %E( )= E (1 + i) is the effective effective band ga
[C—— V1 G e gap,
C A0
and l,; = [x + 1], where [ ] denotes the integer part.

X

The transition of a valence band electron to the conduction band requires absorbing minimum
number of photons [,; necessary to cross the bandgap. However, the electron energy in the final

state is limited, because the process occurs in the first Brillouin zone.

gPi;lmax = €pz

2epztEg
th

where [« = [ = lpi

if hw; K eg; then Ly, = 0.

In the spectral range used commonly the photon energy is several eV, which is comparable to the
Brillouin edge energy and the limitations in [,;,,x have to be taken into account.

6.3.2 Electron scattering

Using the Hamiltonian from equation 6.2, the transition rate from the initial state to the final state
is calculated by Fermi’s golden rule

2n ~
Wiy = [(FIAID] 8(; — &)

The effect of an incident oscillating electric field is reflected in the impurity- and phonon-assisted
photon absorption through modifying the scattering of electrons with impurities and phonons.
The matrix elements in the transition rate are calculated using the dressed final and initial states
or the so called Volkov phases obtained from the solution of the time dependent Schrodinger
equation for the conduction electron wave function [45].

i oY(r,t) _ 1

T - A S L
9t Z—W[—thf+EA(T,t)] l/)(?",t)

with the vector potential of the laser field
A(t) = (Eoc/w,)sin(w,t)é,

In the Volkov state, the eigenstate of a free electron in electromagnetic field, absorbs the
oscillatory time-dependence in a phase factor. In this case the electron (hole) operators
introduced in section 6.2 are:
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¢ () = az(t)explidoky (1 — cosw,t)]explidi t(sin(2w,t) /wt — 2)/h]
where
{o = eEq/m* W}

is the mean distance travelled by an electron for one period of the laser pulse and

{ = (eEy)?/4m* wf

is the ponderomotive energy shift.

6.3.2.1 Photon assisted electron phonon scattering

When the incident electromagnetic field is spatially uniform, electrons in the conduction band of
a bulk semiconducting (dielectric) material in the two-band model considered can not directly
absorb photons through an intraband transition since /f(t). (ug (M plug () = 0 where ug () is
the is the Bloch function for conduction electrons and p is the momentum operator [31,37]. This
is a direct result of the impossibility of conserving energy and momentum simultaneously during
the absorption of a photon by an electron in a single conduction band. The quantum correction to
the electron-phonon coupling which is referred to as phonon-assisted free-carrier absorption
from the laser field is included. This correction term becomes important when the laser field is
strong and either the lattice temperature is very high or the electron initial kinetic energy is very
large.

The total scattering-in/scattering-out rates for the final electron state |E) due to phonons,
including phonon assisted photon absorption, are given by

Wk(in)(e—phn—pht)

2”Z|cqa| S )

M=—o00
e ph _ e _ _ 6.9
X nﬁ_ﬁqu/1 6 (sk glﬁ—ﬁl hwa Mha)L) (6.9)
e ph e

Vl/k(out)(e—phn—pht)

2n2|cql| Z ]IMI(Fq)

M=—co
X [(1—nﬁ;+ﬁ|)Né’f6 (Slefﬁﬁl_ ,‘é—hwa—thL) (6.10)
+ (1 — n|eT<—Zi| (N;Ah + 1)6 eﬁ—é i~ & +hwgy + Mha)L)]

MeMp
Mme+mp

is the effective mass of

where ]lel(x) is the Mth order first-kind Bessel function, m* =

electrons and w; = 2mv; is the incident photon energy.
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E
Fq = ﬁeq - Z where hwg; represents the phonon energy in different phonon branches.

In Equations (6.9), (6.10) the effect of Pauli exclusion is included in the factors (1 -n ) for

e,

|ke+d
the final electron states during the transitions. An additional equation may be included for the
time evolution of the phonon distribution. It can be solved self consistently with the Boltzmann
kinetic equation for the conduction electron distribution. For this treatment, phonons are

assumed to be in thermal equilibrium with an external heat bath at a fixed temperature T.

The distribution of phonons is a Bose-Einstein function given by
1
ph _
Ny, = ™
exp ( T T) 1

If the lattice temperature is not too high, only the scattering with longitudinal phonons can be
considered by neglecting the umklapp process. For longitudinal optical (LO) phonons in polar
semiconductors or dielectrics, Frohlich electron-phonon coupling [46] is used

Z_hww)(l _ 1) e? . . .
|Cq/1=L0| —( TR ACRCS RPN P ERvra where vis the volume of the simple, w;o is the

frequency of the dominant longitudinal-optical (LO) phonon modes at high temperatures,
&-(c0)and &, (0) are the relative optical and static dielectric constants and

e? m:
QF = - (3”27131))1/3

£0&, M2H2

is the static Thomas-Fermi screening factor which depends on the conduction-electron density
nsp and effective electron mass.

For acoustic phonon scattering, the deformation potential approximation is used [31,47].
2
2 hw qz
¢ [0 4 o] (e
Caal = 2prn 327 M |\

c | hwg 13 eh)? 2 \°
P 2Vpnv2 642 - 2 \q2 + Q2

where A = [, t corresponds to one longitudinal and two transverse acousticphonon modes, v; and

v; are the sound velocities for these modes, p;,, is the ion mass density, D is the deformation-
potential coefficientand h,, is the piezoelectric constant. Applying the Debye model to low-energy

acoustic phonons, we get wz; = ¢3q with 4 = [, t.

Forlongitudinal acoustic (LA) phonons in both polar and nonpolar semiconductors and dielectrics
[48]:
qnwn

2M;pn v 4V Lofr (0) (q + Qs )]

where M;,, is the ion mass, n;,, is the ion density, and v, 4 is the sound velocity of longitudinal

|CqLA|

acoustic phonons.
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6.3.2.2 Photon assisted electron-impurity scattering

The total scattering-in/scattering-out rates for the final electron state |I_c)) due to impurities are
given by [37]

I/Vk(in)(im) = Z|Ulm(q)| z ]IMl(FQ) [n|k q|6( | i Mha)L)

* "|%+a|‘5( £f = g + M) (61)

Wk(in)(im) h Z|Ulm(q)| z ]lMl(Fq) [ nll—é‘Hﬂ) o (Sﬁ—é_'_(_jl—gﬁ — Mh(l)L)

M=—o00

—ne _ (6.12)
. 2
with |U(”") (q)| = 88(‘21++Q2)V where Z is the charge number of an ionized impurity atom.
ocr S

6.3.2.3 Electron- electron binary scattering. Impact ionization. Auger
recombination

Coulomb scattering of electrons is a relative motion between electrons. As a result, the external
optical field does not directly couple to it. This scattering contributes to the thermalization of the
electrons while the optical field is still on .

The total scattering-in/scattering-out rates for the final electron state |E) due to the Coulomb
interaction between electrons are given by [47,49,50]

(in)(©) _ e e 2 e
WO 2SO (1 g (e ) (o1
g

2T 2
(out)(c) _ =™ ) _ _ -
W =% Z|V RAC) R (1 nl%—ﬂ)(l nﬁ;,+ﬁl)6(eﬁ;_ﬁl+eﬁ;,+ﬁ| & e,i,) (6.14)
k'.q

where

62

g0&r(q% + QV

is the the Fourier transform of the Coulomb potential.

V)| =

The processes of impact ionization and auger recombination can contribute significantly to
conduction-electron dynamics and the change of conduction electron density.

Following the diagrams in Figure 6.1, the total scattering-in/scattering-out rates for the final

electron state |E) due to impact ionization as a second-order two-particle Coulomb scattering

process, proportional to |V (©) (q)|2 are [31]:
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2

(in)(imp) _ 2 h

R = Ny (=) ) WO 90 (1= g ) nf 16 (268 = efeugtBo + efq)  (6.15)
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X 21T 2
(out)(imp) _ 2
L) = SNyt ) IVO@I 0@ (1= nfe_g) (1= o) 8 (26— 6 + Eeeing)  (6.16)
q

k+q q-k k 2q-k

Figure 6.1. Diagrams for impact ionization with electron scattering into state |E) in a) and scattering out of state |E) in
b). Here, the upward and downward solid arrows represent the electron and hole states with the wave vector indicated,
respectively. The horizontal dashed arrows stand for the Coulomb interaction V() (q) between two electrons. Figure
from Ref. [31].

Nesr is the effective number of conduction electrons with energy close to E; and g,(q) is the
interband-transition form factor.
The Auger recombination process is also a second-order two particle Coulomb scattering process

proportional to |V () (q)|2 and it is the inverse process of impact ionization only in the case that
the principle of detailed balance can be applied. Following the diagrams in Figure 6.2 (a-b) the
total scattering-in/scattering-out rates due to Auger recombination are:

. 21 2 2
(in)(rec) _ n h
rimeed = == (1 —n) § VO go@Infy_q0 (ef — 26f_gy — Ea—elizq)) (nfeqt) (617)
7

F;EOUt)(rec) (ne)z Z|V(C) (q)| 9,(q)6 ( ng EG_SI}II?—ﬁI) nlf%_‘ﬂ (1 — nl“’,;+a|) (6.18)
k 2q-k k+q q-k
e N0 /T Ve
k-q k-q k k
(a) (b}

Figure 6.2. Diagrams for Auger recombination with electron scattering into state |E) in a) and scattering out of state |E)
in b). Here, the upward and downward solid arrows represent the electron and hole states with the wave vector
indicated, respectively. The horizontal dashed arrows stand for the Coulomb interaction V() (q) between two electrons.
Figure from Ref. [31].
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6.3.2.4 Electron phonon scattering in the absence of the laser field

After the conclusion of the laser pulse the electron-phonon scattering is given by equation (6.7)
when the laser electric field is 0. Then electrons experience scattering with phonons transferring
energy from the electronic system to the crystal lattice vibrations. Following the diagrams in
Figure 6.3 (a-d) the total electron-phonon scattering-in/scattering-out rates for the final electron

state |E) are:

(in) _ (ab) (em)
A Z (Wz{_qﬁz + Wmﬁz)
7

21
== [cal”

ava (6.19)
e_ e _ ph_e
X [8 (ek €k-g| ha)q,l) Nga k-]

+6 (fs,‘c2 - €|67c+¢7| + ha)q,l) (Né’/{l + 1)n|67<+‘7|]

7 (6.20)
X [6 (fs,‘c2 - €|67c+¢7| + ha)q,l) Nﬂl (1 - n|67<+‘7|)
-5 (ef — gl%—cil — hwq,l) (Né’/{l + 1) (1 — n&-ﬁl)]

k k
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Figure 6.3. Diagrams for electron scattering into state in |E) with a) phonon absorption! and b) with phonon emission
and for electron scattering out of state |E) in ¢) with phonon emission and d) with phonon absorption. Here, the upward

solid arrows represent the electron states with the wave vector indicated. The horizontal dashed arrows indicate the

phonon states with the phonon frequency Ct)q . Figure from Ref. [31].

As can be seen from Equation (6.19) and Equation (6.20), the effect of Pauli exclusion is included

in the factors of (1 —ng)and (1 —n ) for the final electron states during the transitions.

e
|ke+d]
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6.3.2.5 Exciton formation (XF) and non-radiative decay (NRXD)

The strong Coulomb interaction between an electron and a hole forces the pair to form an exciton.
The collision integral for self-trapped exciton (STE)-formation Wk(ext)n,‘i in Boltzmann equation
(6.7) is included semi-empirically [51]. The dimensionless cross section is an overlap integral of

the STE-wavefunction, which is a Gaussian with a radius ap, and the plane-wave conduction band
electron function

1 ¢
Ter(€) = exp [_ 2T E ]
STE

where the exciton binding energy is:

hZ

2

ESTE = 5 7
2meap

A rate equation for exciton formation is given by:

7 = == f dEleWk(exc)

(dNX) _dNg
XF dt

where N, represents the exciton density and N, the electron densityin the conduction band
calculated by the Boltzmann equation. Radiative exciton decay is not considered due to the
characteristic lifetimes. Excited excitons can decay non-radiatively [52] when an energy barrier
between the ground and excited electronic states of a localized or self-trapped exciton can be
overcome. The non-radiative decay can be accounted for with a term that depends on lattice
temperature T.

6.3.2.6 Photoionization and scattering rates from first principles

In chapter 5.3.3 a first-principles version of the Kadanoff-Baym equations [53, 54] employing the
collision approximation [55] to reduce the non-equilibrium Green'’s function dynamics to a single
time variable was used to reproduce the carrier dynamics in bulk silicon subjected to an external
laser pulse. The equation for the evolution of the non-equilibrium electron (hole) occupation
far(@® (fneﬁ ®=fz (t),fn’% ®O=1-fz (t)) contains a coherent generation term and ab initio
carrier-carrier and carrier-phonon lifetimes y®"(t) whose formal derivation is performed by
using the NEGF theory and that formally correspond to the carrier-carrier and carrier-phonon
scattering in the semi classical Boltzmann equation obtained using Fermi Golden Rule. y®"(t) are
time-dependent and non-linear functions of the occupations and are re-calculated at each time
step to take into account the presence of the external field. The generation term is derived from
Green’s functions approach based on DFT Kohn-Sham Hamiltonian and includes Hartree and
exchange correlation effects. The expressions for carrier-carrier and carrier phonon scattering
include the statically screened Coulomb interaction and the screened ionic potential derivatives,
calculated within the density-functional perturbation theory [56].

6.4 Practical examples

The pulsed laser field drives the distribution of electrons away from the thermal-equilibrium
distribution to a non-thermal one. Figure 6.4 displays a comparison between calculated
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nonequilibrium electron distributions ny; with and without including in the calculation the effect
of pair scattering and the thermal-equilibrium Fermi-Dirac distribution of electrons (dash-dotted
curve) at T = 77 K. The value of the peak electric field is E; o = 100 kV /cm and hw; = 25 meV
[46]. The calculation is carried out for doped GaAs with initial number density of electrons n§, =
10'8cm™3. It can be seen that the impurity- and phonon-assisted photon absorption processes
create multiple small peaks (dashed curve) on the high-energy tail (above 54 meV) of the Fermi-
Dirac distribution. The occurrence of these high-energy peaks are attributed to electrons that have
predominantly been scattered-out of low-energy states below the Fermi energy (at 54 meV),
which can be seen from terms with M # 0 in Egs. (6.9), Egs. (6.10) and (6.11), (6.12). At the same
time, the combination of the electrons that have been scattered out from below the Fermi energy
and the electrons that have been scattered out from the band edge leave an oscillation of the
electron distribution there. From the conservation of electron number in the conduction band, we
expect that the electron distribution below the Fermi energy will drop as the distribution spreads
towards high-energy states.

10 M - T T T T T T T T T T T T
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Figure 6.4. Calculated electron distribution nz for a bulk GaAs as a function of the kinetic energy ¢, of electrons at T=77.
The dash-dotted curve is for the thermal-equilibrium Fermi-Dirac function. The solid curve is for the calculated
nonequilibrium electron distribution with the effect of pair scattering, while the dashed curve represents that without
the effect of pair scattering. Figure from Ref. [47].
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Figure 6.5. Calculated electron distribution ny for a bulk SiO2 as a function of the kinetic energy & of electrons for

photon energy 5 eV and pulse duration 200 fs. Figure from Ref. [40].
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In Figure 6.5 we show the electron distribution function of SiO; irradiated with a laser pulse of
duration 200 fs. Three different processes are included in the calculation - photoionization,
inverse bremsstrahlung and exciton formation. The electron distribution curve peaks at 500 meV,
which is the calculated detuning of the photionization term from the bottom of the conduction
band. In the other two curves the initial peak diminishes and electron distribution is transferred
to higher energy states, where peaks are observed at 2.5 eV, 5 eV, 7.5 eV, etc., accompanied by
small peaks as a result of the inverse bremsstrahlung.
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Figure 6.6. Calculated electron distribution ny for a bulk SiOz as a function of the kinetic energy & of electrons for
photon energy 5 eV and pulse duration 100 fs. Figure from Ref. [57].

In Figure 6.6 we show the electron distribution function of SiO; irradiated with a laser pulse of
duration 100 fs and photon energy of 5 eV. Four different processes are included in the calculation
- photoionization, inverse bremsstrahlung and impact ionization and electron-phonon scattering.
The curve representing the effect of PI peaks at the same energy of 500 meV, which is the
calculated detuning of the photionization term from the bottom of the conduction band. In the
other three curves the initial peak diminishes and electron distribution is transferred to higher
energy states, where peaks are observed at 5 eV, 10 eV, 15 eV, etc. as a result the free carrier
absorption process. It is also evident that the impact ionization leads to an appreciable increase
of number of electrons at lower energies in comparison with Figure 6.5, while the electron-
phonon interaction slightly lowers the magnitude of the distribution function uniformly.

In the calculations we denote ny,(t) = n®(gg, t) and define ff = pgnj, with the density of states
per unit volume pg = Cy,/¢y, in a parabolic dispersion model, where
1 (Zm*)3/2
07 2m2 A3
Integrating f;; over all conduction band energy states the conduction band density

[ oo 3 0 — — _
nép =f0+ fe(sk)ds=f0+ né(g)p(gr) dg=7’i—§f0+ k?n®(k)dk is obtained, where the
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dimensionless wave vector is k = k/kp where kz = (3m%n$p,)"/? is the Fermi wave number. The
energy density is determined by the

© ) 3 00— — -
e = fo+ ef ¢ (&) de = f0+ en®(g)p(ex) de = %fo k*n®(k) dk where

2
_ h2(3m?n§p)?

&
F 2my

is the Fermi energy of conduction electrons at zero temperature.

Figure 6.7 shows the evolution of conduction band electron density for photon energy 5 eV when
contributions from the processes of photoionization, free carrier absorption, impact ionization
and electron-phonon scattering are included. The density increase due to impact ionization as the
pulse progresses is very pronounced for this photon energy and the effect of electron-phonon
interaction is also appreciable.
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Figure 6.7. Electron density as a function of pulse duration for photon energy 5 eV. Figure from Ref. [57].
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Figure 6.8. Conduction electron density (c), and scaled average electron kinetic energy (d) transients for irradiation of
bulk GaAs with pulsed 100fs laser with photon energy 1.55 eV and intensity 0.1 TW/m?2.The Gaussian pulse is centered
at 0. Band gap renormalization (BGR) effect is included (dashed curve) or excluded (solid curve), respectively. Figure
from Ref. [58].
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Figure 6.9. The same transients, as in Figure 6.8 for laser intensity of 1 TW/cm?. Figure from Ref. [58].

Finally optical damage criteria can be formulated using the definitions for the conduction band
electron density and average energy. If the incident laser field is absorbed by an intrinsic undoped
bulk semiconductor, the electrons in the completely filled valence band will cross the band gap to
the conduction band. The free-electron density increases with the intensity of the incident laser
field. The excited electrons in the conduction band can form an electron plasma when the density
is high. and thus the Coulomb interaction is strong. The existence of this plasma increases the
reflection of the incident light.

When the condition

en§)
Wy, =~

E0ErMe
is satisfied, the incident light will be totally reflected from the surface of the semiconductor. At
this point, the semiconductor becomes opaque, and the electron density reaches its maximum
value ngiticqr- In this case, the opaque semiconductor is optically damaged by the laser field for
optoelectronic uses since the incident light can no longer be coupled into it. The atoms in
semiconductors, such as Si and GaAs, are chemically connected by covalent bonds with cohesive
energy V, ~ E, ina crystal since Ej; prohibits the creation of free electrons from bound electrons
in the valence band. If the intrinsic semiconductors are exposed to an incident laser field, the
statistically averaged kinetic energy per electron can be written as
ooy _ do_ ekfide

) = +00
fo fkedglf
which is related to the electron temperature T, by the expression
- 3 3

A& = (&F) — & = SkeTe .

When the electron distribution function peaks at higher and higher energies, A¢ increases
although ngj, could be small at this time. If (¢§) = E, there is an instability for chemical bonds in
semiconductors. In this case the semiconductor structurally damaged by the laser field for
semiconducting-material uses.
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6.5 Summary

Starting from a quantum kinetic formalism based on the density matrix a Boltzmann scattering
equation was established for modeling intense ultra-short pulse induced high electronic
excitation in band gap materials. The processes of photo - ionization and laser energy absorption
by including the impurity- and phonon-assisted photon absorption as well as and electron
thermalization by Coulomb scattering of electron-electron pairs were considered. Impact
ionization and Auger recombination were also considered. The transient conduction electron
distribution functions were obtained. We have quantified multiple peaks in the energy
distribution functions and analyzed the effect of different microscopic mechanisms. Conduction
electron densities and the average electron energies during the fs-laser pulse interaction with
semicinductors and dielectrics were evaluated. Some possible types of damage in semiconductors
and dielectrics were discussed.
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7. Semiclassical Monte Carlo methods

Nikita Medvedev™ and Vladimir Lipp

Here we consider semiclassical Monte Carlo (MC) method applied to model particle transport in
matter, focusing on photons, electrons and swift heavy ions. The basics of MC will be discussed in
the context of the material irradiation scenario. The characteristic timescales of the problem, the
dominant effects, and methods of their modelling are presented. As the most important parameter
in a Monte Carlo model, the cross sections of various processes are discussed. The first Born
approximation results in expression of the cross sections in terms of the complex dielectric
function of the target. We discuss how such cross sections may be constructed and used in MC
simulations. This chapter also contains comments on limits of applicability and approximations in
MC models, which are rarely mentioned in Monte Carlo modelling textbooks. Throughout the text,
references to useful resources (such as available databases, books and reviews on simulations and
codes) for MC modelling are provided. It thus can serve as a brief guide to Monte Carlo methods
in radiation transport in matter.

* Contact: nikita.medvedev@fzu.cz



182 Chapter 7

7.1 Introduction

7.1.1 Monte Carlo methods

There is no “the” Monte Carlo (MC) method, only “a” Monte Carlo method [1]. There is a huge
variety of them. Any model involving random numbers can, in principle, be classified as belonging
to the Monte Carlo group. Just to name a few, there is Metropolis MC (tracing of ensemble
evolution [2]), biological MC (modelling evolution of organisms and/or chemical reactions in them
[3]), comparison of risk analysis (investment banking [4]), direct simulation MC (e.g. for tracing
hydrodynamics in gas and fluid flow [5]), dynamic MC (used in chemistry [6]), kinetic MC
(describing behaviour of defects in solids [7]), quantum MC (solving ab-initio problems with
random sampling [8]), etc. We will consider here only the MC for particle transport, which
includes subclasses of event-by-event (or analog) MC and condensed history MC [9].

7.1.2 Transport processes and their timescales

Irradiation of matter with fast particles induces a number of observable effects, important in
various field of research and applications [10].

We start here by discussing photons in the range from extreme ultraviolet (some ~50-100 eV
energy) up to gamma rays (~MeV). A photon propagating in a solid target will experience the
following processes: photoabsorption, inelastic (Compton) scattering, elastic (Rayleigh, or
Thomson) scattering, and e-e* pair production (for photon energies above 2mec?) [9]. For photon
energies below some 100 keV, the dominant process is photoabsorption by the deepest possible
atomic shell (with ionization potential just below the photon energy, I,<hw). During such a
process, an electron from this shell is emitted and a core hole is created.

An impact of an elementary charged particle, such as an electron, induces a sequence of processes.
Typically, an electron will scatter inelastically (impact ionization) or elastically, or emit a photon
via Bremsstrahlung mechanism. Inelastic scattering event is accompanied by ionization of a new
electron from a core shell or valence/conduction band, or - via scattering on collective electron
modes of the target - by excitation of plasmons. Elastic scattering means electron scattering on
the atomic system without its ionization (sometimes called “quasi-elastic” because some energy
is still exchanged with the target). In this event, energy is transferred to an atom increasing its
kinetic energy, or to collective atomic modes, phonons.

A swift heavy ion (SHI) penetrating through a target experiences almost the same processes as an
incident electron. It loses most of its energy to inelastic scattering exciting bound or conduction
band electrons. The difference is that an SHI may transfer so much energy to a target atom that it
strips it of many electrons at once, leading to multiple ionization states [11]. For a review of SHI
specific processes, we refer an interested reader to Refs. [12,13].

All these irradiation scenarios take place at atto- to femto-second timescales, as depicted in Figure
7.1.

Let us now discuss how the target responds to the introduced excess energy. Typically, noticeable
target response occurs after the incident particle (e.g. photon, electron or SHI) is already long gone
from a point of interaction: photon may be scattered or absorbed, while charged particles
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continued their motion away from the scattering sight. Response of the target includes the
following processes: Auger decays of core-shell holes (emitting an electron after another atomic
electron fills the core hole) and radiative decays of core-shell holes (with emission of a photon)
occurring at ~fs timescales [14]; transport of produced valence holes and excited electrons lasting
typically from sub-fs to ps timescales, 10-15 s to 10-12 s [15]; atomic motion induced by energy
transfer from the excited electrons and valence holes typically at ps timescales [15]; if sufficient
energy was transferred, atomic disorder may take place at ~1-10 ps timescales [16]; partial or full
recovery of the structure requires ~100 ps - 1 ns [16]; macroscopic relaxation of atomic defects
and macroscopic strain relaxation may last nano- to micro-seconds; see schematics in Figure 7.1.
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Figure 7.1. Schematics of characteristic timescales in ultrafast irradiation problem.

A sufficiently high-energy incident particle can be treated as a point-like projectile travestying
through a solid. This makes it possible to model irradiation-induced processes via particles
methods, such as transport Monte Carlo method.

7.2 Core principles of Monte Carlo

For a fast particle travelling through a solid, its trajectory may often be approximated as a
sequence of straight lines suddenly changing its direction at points of scattering, see schematic
Figure 7.2. If the distance between the interaction points is much larger than the characteristic
size of a region of scattering, the scattering events may be considered as independent. In other
words, the energy exchange in an interaction must be fast in comparison with other characteristic
processes (the travel between scattering events, creation of emitted quasiparticles, etc. - note that
it is fundamentally limited by the so-called quantum speed limit theorem [17]). In such as case,
the particle transport may be described as Markovian process.

In the other case, when scattering process takes so long that it overlaps with the subsequent event,
the process is non-Markovian (as illustrated in the bottom panel of Figure 7.2). It is a typical
situation for slow particles, or dense, degenerate and strongly interacting systems. In this case,
simple Monte Carlo algorithms cannot be applied, and more advanced methods must be used (e.g.,
time-discretized simulations such as molecular dynamics, MD).
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Markov chain: duration of scattering event << free flight time

Asymptotic
trajectory

scattering

Real

. trajectory
Non-markovian:

Figure 7.2. Schematics of particle transport in media. Top panel: an example when particle transport can be
approximated as Markovian process. Bottom panel: a non-markovian process example.

Within the Markovian approximation, particle transport can be traced as a sequence of
independent events, each modelled with its own probability. A classical particle in an absence of
external fields travels along a straight line until it meets a scattering centre (a target atom,
electron, plasmon, phonon). In external fields, a particle trajectory must be traced including forces
acting on them [9,18].

7.2.1 A Monte Carlo algorithm

The basic model of particle transport within Monte Carlo framework can then be split into a
sequence of repeating events, see Figure 7.3: (a) free flight until a scattering event, (b) scattering,
exchanging energy and momentum (which may be accompanied by creation of secondary
particles), (c) change of particle’s energy and momentum, defining the next free flight (see
example of MC algorithm in Figure 7.4) [19]. This is a building block of an MC algorithm. We will
consider particular details below.

Looking deeper into it, in practice an MC algorithms vary significantly. One of the most important
distinctions is an event-by-event simulation scheme vs. condensed history MC. An event-by-event
(or analog) MC models every single collision, while condensed history simulations model distant
collisions (with a small deflection angle and energy exchange) using average energy loss along
the path. Only close collisions (with large deflection angles) are typically sampled individually in
condensed history simulations [18]. A schematic representation of these two approaches is shown
in Figure 7.4.

A condensed history MC scheme can significantly speed up the simulation, paying for it with
accuracy. It provides incomplete information, which may be insufficient for certain purposes such
as modeling response of the target, not only transport of the incident particle. Since it misses a
portion of the secondary electrons created, it may not be accurate enough for tracing material
damage and similar processes.
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Figure 7.3. Schematics of a typical block in MC algorithm. Yellow blocks involve random numbers sampling. Reproduced
from Ref. [20].
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Figure 7.4. Schematics of event-by-event (or analog) MC simulation scheme vs. condensed history MC.

In a transport MC simulation, many processes are described with the help of random numbers.
First, the free flight distance - the path until a scattering event - is usually sampled assuming a
random meeting of a target scattering center (section 7.2.2). Then, a nature of the scattering event
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(elastic vs. inelastic scattering, Bremsstrahlung emission, etc.) is chosen randomly according to
partial probabilities of different events considered. Third, scattering angle and/or transferred
energy (section 7.2.2) are chosen randomly according to given probability distributions.

To take into account and average over all possible microscopic trajectories, the entire Monte Carlo
simulation has to be repeated many times with different sampled random numbers. The averaging
provides statistically reliable data, such as distributions, mean numbers of excited particles, or
average energies in different systems. As typical for such integral methods, there are fluctuations

in the average values, which decrease as ~ 1/\/N, with N being the number of MC iterations.

7.2.2 Probabilities and cross sections

Monte Carlo simulations usually assume that the target is composed of random homogeneous
arrangement of atoms. By neglecting atomic structure of the material, we gain the capability to
simplify its description significantly. In a homogeneous media, the travelled distance of an
incident particle between collisions can be defined according to the Poisson distribution [9]. The
mean value of the distribution is defined as the mean free path, lp: P(x) = exp(—x/l,). In the
framework of MC, each probability is replaced with a uniformly sampled random number y €:
P — y. Then, the corresponding free flight distance can be obtained via the mean free path and a
generated random number as:

x = —lyln(y) (7.1)
The mean free path in a homogeneous medium is connected with the cross section of scattering,
o: lo = 1/(n,0), where n, is the atomic density (assuming the cross section is normalized per
atom). In evaluation of the total mean free path, the total cross section is a sum of cross sections
of all possible scattering events. Note that the total mean free path (as well as total mean free time)
can correspondingly be defined via Matthiessen rule considered partial mean free paths of all
scattering channels i: 1/1, = ¥; 1/1;.

Next, during the scattering event, transferred energy or momentum (and scattering angle) is
defined via the differential cross section. For example, the probability to transfer energy §E is:

5
P(SE) = 70 (7.2)

Thus, following the same procedure of replacing the probability with a (different) random
number, the transferred energy can be defined by solving the equation:

S0E 4+

d?c
yo = j j dsdqudq (7.3)
E

min 4-

written for the double differential scattering cross section over the transferred energy and
momentum [21]. The integration limits for momentum and energy are defined by the
conservation laws [9,22]. In practice, for finding the transferred momentum and energy, some
approximations for the double differential cross sections are used, such that allow for an analytical
solution of Eq. (7.3), significantly simplifying and speeding up simulations [9]. However, exact
numerical solutions may also be used [15,22].
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In an inelastic scattering event, the shell n to be ionized is found via a random number and partial
scattering cross sections og; for each shell i as follows:

n

yo = Z g (7.4)

i
Thus, we see that cross sections are the key parameter in transport MC simulations.

In solid targets, scattering on valence or conduction band electrons requires defining energy state,
from which an electron will be excited. The choice is made according to the probability
distribution defined by the material’s density of states [23].

7.2.3 Specifics of different particles

Each kind of particle interacts with solids via its own processes, which were mentioned above in
Section 7.1.1. Let us discuss a few of them.

Photons entering the target interact mainly with electrons (except for wavelengths corresponding
to optical phonons, which can be absorbed by atomic oscillations, typical energies of a fraction of
eV). Photons can be absorbed by electrons, scatter elastically (Rayleigh or Thomson scattering) or
inelastically (Compton scattering), and disappear in a particle-antiparticle pair creation (for
energies above twice the rest energy of the corresponding particle).

Photoabsorption produces a photoelectron and leaves a core hole in the shell the electron is
emitted from. The cross sections of photoabsorption for each shell of each element for almost
entire Periodic Table can be found, e.g., in EPICS-2017 database (which includes EPDL, EEDL, and
EADL) [24]: https://www-nds.iaea.org/epics/. Total cross sections of photoabsorption (in term

of  attenuation length) «can also be found in  Henke'’s tables [25]:
http://henke.lbl.gov/optical constants/atten2.html. EPICS-2017 database also contains the cross
sections for other photon scattering processes. The data can be read and directly used in MC

simulations. For a quick look, one can also use the X-ray Data Booklet [26].

However, for photons of low energies (below some 50-100 eV), the collective effects in solids
become important. Atomic cross sections can no longer be used, and they have to be replaced with
those accounting for the electronic structure of the material. This can be done via the connection
between the optical absorption coefficients with the complex refractive index and the complex
dielectric function of the material. Optical coefficients can be converted into the complex dielectric
function, which in turn is connected with the photon attenuation length [15,22]. Optical
coefficients for many materials may be found, e.g., in [27,28].

Electrons in solids can be modelled as free particles for electron energies above some 50 eV. They
will experience inelastic scattering (impact ionization and scattering on plasmons of the target),
elastic scattering (interaction with targets atoms without ionization), and Bremsstrahlung
emission of photons. The cross sections of Bremsstrahlung photon emission can be found in
EPICS-2017 database (EEDL) [24], or calculated according to PENELOPE model [9].

During inelastic scattering, an incident electron creates another free electron, a secondary
electron. Secondary electrons will perform their own scattering and create even more secondary


https://www-nds.iaea.org/epics/
http://henke.lbl.gov/optical_constants/atten2.html

188 Chapter 7

particles. This process has multiple names, depending on the field: in MC modelling it is usually
called “electron cascades”, in laser physics it is referred to as “electron avalanche”, while in
relativistic particle impacts (by cosmic rays or particle accelerators) it’s called “showers”. The
cross sections of inelastic electron scattering will be discussed in the next section. Ionization
potentials of atoms, which are used in cross sections of scattering, can be found in EPICS-2017
database [24], or in experimental [29] and calculated works [30].

Elastic scattering of electrons transfers their kinetic energy to the target atoms without exciting
secondary electrons. Depending on the electron energy, it interacts either with collective atomic
modes (phonons), or with individual atoms in the target [31]. The energy defining the kind of
interaction can be estimated from the characteristic time of electron travelling through the
phonon wavelength (atomic correlation length), depending on electron velocity, in comparison
with the phonon characteristic time (inverse phonon frequency). It corresponds to electron
energies of a few tens of eV: slower electrons interact with the collective atomic modes, whereas
for faster electrons the target atoms are too slow and thus essentially immobile. In the latter case,
the incident electron interacts with each atom independently [31,32]. At such energies, the
scattering cross sections may be approximated with the atomic ones, for instance with Mott’s
cross sections with modified Molier screening parameter [18].

Core holes left after photo- or impact ionization will decay via multiple channels. They can decay
with emitting an electron, i.e., Auger (and Koster-Kronig) decay, or with emitting a photon, i.e.,
radiative or fluorescent decay [14]. The new created hole(s) in an upper shell will also decay, until
all created holes will reach the valence or conduction band of the material. Characteristic times of
the Auger as well as radiative decays for each shell of each element can be found in (atomic) EPICS-
2017 database [24], and in many experimental works [14]. The database also includes
probabilities for electrons from different shells to participate in the decay, which allows to sample
the shells in an MC procedure.

It is important to point out that apart from intra-atomic decays, in molecules and in solids, inter-
atomic decays are possible. In solids, they are known as Knotek-Feibelman processes [33], while
in molecular physics and chemistry the corresponding processes are called ICD, ETI, and a class
of related processes [34]. These processes may be of fundamental importance in certain cases. For
example, in lithium atoms, K-shell hole can only decay via radiative process, whereas neighboring
atoms can provide electrons to participate in (interatomic) Auger decay. These processes are
rarely taken into account in MC codes, although they should be [35].

Also, in contrast to atoms (gases and plasma), in solids valence holes are mobile and can travel
[19]. They behave essentially as slow electrons in the conduction band, but with its own effective
mass [36]. They may scatter elastically and, in case of a narrow band gap material, inelastically.
These effects can significantly affect the energy transport and distribution in insulators and
semiconductors, and thus influence observable material damage [37].

In case of a swift heavy ion (SHI) penetrating through a solid, the same effects as in electron
scattering can take place, with addition of a few specific effects. First, an ion can also capture or
lose its own electrons [38]. These processes eventually lead to SHI charge equilibration [38,39].
Thus, in MC simulations, often an assumption of equilibrium charge is used (typically, assuming
Barkas formulae [40], or a similar expression [15,41]). In some cases, it may also be important to
consider a finite size of the ion, which is often done with the Brandt-Kitagawa model [42]. [t seems,
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the most prominent effect of the finite size is a slight increase of the energy losses around the
Bragg peak - the maximum of SHI energy loss [43].

Another interesting peculiarity of an SHI is that its mean free path is significantly shorter than the
interatomic distance in a target. It is not unphysical: in fact, it reflects the situation that an ion
impact ionizes multiple electrons from the same atom [44], and may also ionized not only the
closest atom but the next layer of atomic neighbors. There are multi-ionized atoms left in a trail of
an SHI [11,44]. These stripped target atoms may not have enough electrons left to undergo a decay
on their own, but again, the presence of surrounding atoms of the media will provide electrons to
compensate for it and enable decay channels [45].

As we could see in every case discussed, most of the data available are for individual atoms, not
for solids. Most of the standard MC codes are relying on the atomic approximation. The atomic
approximation works well in many cases, especially when considering highly energetic particles.
However, in certain cases it misses some effects qualitatively, which might have to be
incorporated into the code manually [45].

7.2.4 Cross sections within linear response theory

Cross sections of scattering of fast charged particles in solids can be calculated in the first Born
approximation, known also as the linear response theory [31,32]. First order perturbation theory
holds for electrons with energies above some ~50 eV (for heavier particles, with energy rescaled
correspondingly by the mass ratio, which e.g. makes it ~0.1 MeV for protons). In the first Born
approximation, which assumes first order perturbation theory and the plane waves for the wave
function of the incident particle, the cross section of scattering on an ensemble of interacting
particles (atoms or electrons of the target) can be factorized into the terms related to the
scattering on an individual scattering center, 4, and the dynamic structure factor, S(w, k) [31]:

2

o
=A
T0de = AS(w. k) (7.5)
where the double differential cross section over scattering angle 2 and energy depend on the
transferred energy e=hw and momentum k=q.

The presence of the dynamic structure factor essentially means that during the scattering event,
while receiving energy from the incident particle, an atom (or an electron) of the target exchanges
this energy with other atoms of the target. This changes the way that the atom receives energy
and momentum from the projectile.

Utilizing the fluctuation dissipation theorem [46], the dynamic structure factor can be recast in
terms of the complex dielectric function (CDF) [32,47]. Then, the scattering cross section becomes
[48]:

d’c  2(Zesre)’ 1 —hewy1 ™! -1
= —|1—exp(——)| 1 .
d(hg)de n mh?v? hq[ exp( T )] m(e(w,q)) (7:6)

Here Z. is the effective charge of the incident particle (for discussion on the effective charge on

an incident ion, see e.g. [15]); e is the electron charge; v is the speed of the incoming particle; T is
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the temperature of the target (in the units of energy); and e€(w, q) is the complex dielectric

E(;lq)) is also called the loss function. Eq. (7.6) is nonrelativistic; for the

relativistic version, see e.g. [9,47].

function. The term Im(

Note that we used the fluctuation dissipation theorem in derivation of the cross section. It implies
that the obtained cross sections are valid only in thermal equilibrium. If the system is perturbed
out of equilibrium, Eq. (7.6) is no longer valid, but to the best of our knowledge, there is no
nonequilibrium alternative known. It is still an open question in the field.

The temperature term in the square brackets in Eq. (7.6) is often neglected due to the fact that
solids are usually modelled at normal temperature (however, in some circumstances effects of the
target temperature may be important [48]). It is necessary to include it in modeling of plasma.

Eq. (7.6) can describe both, inelastic as well as elastic scattering, via setting the electronic (for
inelastic) or atomic (for elastic) CDF [21].

Although €(w, q) can be calculated exactly with ab-initio techniques [49], it is difficult to do that
in practice, and hard to apply in MC simulations. The standard practice is to approximate the CDF
with some analytical expressions. Some of the most common models are Ritchie-Howie (Drude-
like model) [50], Ashley model [51] and Penn algorithm [52] (both providing only total but not
differential cross sections), Mermin-based approach [53], Liljequist approximation [54]
(expressed in equivalent terms of the so-called generalized oscillator strengths), and recently
proposed delta-functional approximation [47].

Most of the models rely on the optical coefficients to extract the complex dielectric function in the
optical limit e(w, g = 0) [22]. Once the optical limit is known, it can be approximated with some
analytical functions, which are then analytically extended into g>0 region [22,53]. This provides
approximate analytical expressions for CDF in the entire (w,q) plane, thereby allowing for a
solution of Eq. (7.6) to obtain the scattering cross section. Coefficients for CDF within Ritchie-
Howie model for many materials can be found e.g. in [15].

Note that in case of very fast particles, or, more precisely, for large transferred energies, the DSF
tends to the static structure factor (and CDF, correspondingly, to unity — unscreened potential),
meaning the scattering cross section reduces to the scattering on an individual atom of the target.
In this case, one can use atomic impact ionization cross sections, and atomic elastic scattering
cross sections. For electrons, one may use e.g. so-called binary-encounter Bethe (BEB) cross
sections for impact ionization of atoms [55] (or its relativistic version, RBEB [56]). A comparison
of the inelastic mean free paths of electrons in solid silicon, calculated with Eq. (7.6) and
coefficients from Ref. [15] vs. BEB-calculated cross sections (with the ionization potentials and
kinetic energies of atomic energy levels from EPICS-2017 database) are shown in Figure 7.5
obtained with TREKIS code [15]. We can see that above some 50-100 eV, the cross sections are
reasonably close.
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Figure 7.5. Inelastic mean free path of electrons in silicon, calculated within CDF formalism vs. atomic BEB

approximation.

In compound targets, the total cross sections of scattering can be calculated using Eq. (7.6) with a
good precision, whereas it is a known problem to obtain it in the atomic approximation. The
standard way is to combine the total cross sections from the atomic ones using the so-called Bragg
additivity rule, which suggests to add the atomic cross sections of electrons with the weights
defined by the stoichiometry of the chemical formula of the target [57]. This rule sometimes works
very poorly, and can easily introduce an error of some 30% [57]. This is because in solids electrons
from one element may be attracted to another one, especially in ionic materials, thus making the
scattering cross section to differ from the atomic ones. Note that Liljequist approach from Ref. [54]
and, similarly, delta-functional approximation [47] allow for an analytical solution for the
differential and total cross section, and thus provide the speed of calculations in MC codes
comparable to the atomic cross sections with noticeably better description of complex materials.

7.2.5 Assessment of models quality

Any Monte Carlo code should be thoroughly cross checked before application. It is usually done
on several levels. First, the applied cross sections of each process modelled are checked against
experimental data wherever available. Then, the integral values are checked. And finally, the
experimentally observable output should be checked, which usually includes spectra of emitted
electrons (or photons and other modelled particles).

Scattering cross sections are usually compared to the experimental data on particle mean free
paths. For example, for the electronic mean free path in many materials, one may use the NIST
database [58]. It provides experimental data, as well as those calculated by standard models.

[t is a common practice to compare the energy loss, or the stopping power, S.(E), of a particle in
the target, which defines the average energy deposition per unit of path travelled. The stopping
power can be obtained as the first moment of the differential cross section:
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Emax 4
s.E) = -2 _ f f 7 m )d
Emin 9-

One can find experimental data on ion stopping in many materials e.g. here: https://www-
nds.iaea.org/stopping/. It is also considered a standard in the ion beam community to compare

the stopping with the SRIM calculated database [59]: http://www.srim.org/. However, it is

important to remember that SRIM data are only cross checked against experiments for H and He
ions, whereas heavier ions are extrapolated from those via scaling rules. Comparisons with ab-
initio simulations demonstrated that one should use such extrapolations with caution as they are
not always reliable [60]. There are also other ion stopping codes available, such as e.g. CasP [61],
PASS [62], etc., see overview in [62].

Calculated stopping power allows one to extract another integral value, the transport range (i.e.
the distance between the initial position of the electron/ion and it’s final position, when its energy
reaches Ejow):

E  de

Ro(E) =f XO) (7.8)

Elow
Where the lower integration threshold is typically chosen (somewhat arbitrarily) as Ejw=10 eV.
For electrons, data on electron ranges in a few materials may be found e.g. in X-ray Data Booklet
[26], and obtained from standard transport codes [63] (this reference also includes data for other
particles).

Having assessed the quality and correct implementation of cross sections, the MC model and code
itself can be evaluated via direct comparisons with experimentally measurable values (and other
standard codes, see Sec. 7.3.3. A typical value to compare with is spectra of emitted electrons.
Often researchers calculate the spectra of emitted and backscattered electrons from a thin slab of
material [64,65].

7.3 Practical implementation details

7.3.1 Random number generators

Random number generators are the problem that is discussed a lot in older MC textbooks. It is no
longer an issue. There has been developed a theoretical framework describing generation of
random numbers based on the Lyapunov exponent estimation of correlation between two
successive numbers drawn [66]. Based on this formalism, a few random number generators were
developed with theoretically proven randomness. Some examples include:

—-ranlux:  http://luscher.web.cern.ch/luscher/ranlux/;

- mixmax: https://mixmax.hepforge.org/.

In practice, in the particle transport simulations, even standard random number generators often
perform satisfactorily. This is due to the fact that in such a simulation, random numbers are used
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to sample many different processes of many different particles. Thus, artificial correlations
introduced cancel out to some degree (in contrast to simulations where the same process is
sampled repeatedly, such as e.g. spin-flips in the Ising model).

7.3.2 Energy cut-off vs. time cut-off

The standard way to build a Monte Carlo algorithm contains two points that need to be discussed
in the context of this book:

(a) Typically, a particle is traced until its energy falls below a certain cut off;
(b) Typically, every MC iteration stops when all traced particles lose their energies below
certain cut off. Reliably physical quantities are found by averaging over many iterations.

The point (a) allows to define such physical quantities as deposited dose, which is the spatial
distribution of the energy density (per volume or mass of the target), or all the energy in all
“stopped” particles as well as energy lost to other channels along its path. It may be a sufficient
integral quantity for designing experimental rooms, or even for tracing biological dose in
organisms, but it is not sufficient for microscopic modelling of material modifications. For that,
one needs the distribution of energy in space at the given time, taking into account that electrons
(as well as other particles) do not actually stop at energies below any given cut-off. It has been
shown that the total dose evaluated with an energy cut off does not resemble actual distribution
at any given time [67].

For microscopic modelling of material damage, the appropriate way is to trace electrons of lower
energies too. It may be done either with an alternative model, or by tracing all particles in MC
(provided cross sections of scattering at such energies are known). The energy/particle
distribution obtained with MC may then be transferred into another model (such as two-
temperature model, or another appropriate model) which could trace further dynamics of the
target. More details on that will be given in Chapter 15 on combining MC methods with other
models.

The point (b) reflects the fact that independent sequential execution of MC iterations is the
simplest implementation of the MC algorithm. However, if one needs to combine an MC code with
other models with on-the-fly feedback, a different approach to programming is required. All MC
iterations need to be propagated in time simultaneously, to allow for a construction of average
quantities required in other models on the fly (see an example in [68]). This method consumes
significantly more memory, but allows to build combinations of MC models with other models
with feedback, tracing evolution of materials properties during the particles transport simulated
via MC. More details on that will also be discussed in Chapter 15.

7.3.3 A few examples of standard codes

For many practical purposes, especially with respect to applications to experiments design and
engineering, standard Monte Carlo codes are sufficient and very well suited, and there is no need
to write your own MC code. Some freely available Monte Carlo codes for radiation transport
simulations are listed in Table 7.2. The list is not exhaustive; new codes are regularly being
developed and appearing for public use.
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Table 7.2. Selected examples of Monte Carlo codes for radiation transport in matter.

Type of particles Code Reference
Ions, hadrons, etc. GEANT4 https://geant4.web.cern.ch/
Ions and hadrons FLUKA http://www.fluka.org/fluka.php
Photons and electrons PENELOPE http://pypenelope.sourceforge.net
Photons and electrons MCNP https://mcnp.lanl.gov
Neutrons and photons TART http://redcullenl.net/homepage.new/tart2016.htm
Photons and electrons XCASCADE https://xm.cfel.de/research/scientific software/xcascade/
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