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1.  COST Action TUMIEE (CA17126): this book 

Tzveta Apostolova, Jorge Kohanoff, Nikita Medvedev,  

Eduardo Oliva, and Antonio Rivera  

This adventure started with a CECAM Workshop organized by some of us in 2015 in Dublin. One 

of the recommendations that emerged from the Workshop was to propose a COST Action focusing 

on the theme of multi-scale modelling of intense electronic excitation, which we did in 2017. The 

proposal was approved, and the Action started in 2018 with a kick-off meeting in Brussels 

(Belgium), followed by meetings in Madrid (Spain), Porto (Portugal), Warsaw (Poland) and 

Marseille (France), several online workshops, and a Training School in Rethymno (Greece). 

Interspersed between these activities were a substantial number of short-term scientific missions 

in which scientists spend time at an institution in another country, carrying out collaborative 

research. This book collects the lectures presented in the school, supplemented with specific 

applications that illustrate how the multi-scale approach is implemented in specific cases of 

interest. The book is intended both as a reference in the field and as a textbook for people 

becoming interested or entering the field. The first part focuses on experimental methods, the 

second on theoretical approaches, and the third on cases of interest. In the rest of this introductory 

chapter, we set the scene by discussing some applications, the associated phenomenology, and the 

multi-scale paradigm. 
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1.1 Introduction 

Electronic excitation reaching high energy density is central in many different applications, from 

materials processing to medical treatments. It emerges when intense radiation arising from 

sources such as lasers, swift ions, or high-flux X-ray or electron pulses, interact with matter. 

Processes occurring in a target after irradiation span many orders of magnitude in space and time. 

It is currently impossible to treat them within a single rigorous approach. In general, only partial 

aspects related to the excitation produced by this type of sources are treated. The lack of a 

systematic methodology to face the simulation of the underlying phenomena makes it essential to 

involve scientists from different fields, theoreticians, simulators, and experimentalists. A 

successful methodology will require smart strategies to make existing solutions, which are 

appropriate within restricted scopes, work together within a multiscale formalism. COST Action 

TUMIEE (CA17126) was designed to tackle this challenge through the following approach: 

 

1. Identify and propose experiments to validate simulations as an optimal way to generate 

progress in the field of intense electronic excitation. One may think this is obvious and 

simple. However, effects that depend on whether various processes are consecutive or 

coexistent (e.g., electron-electron and electron-phonon collisions), require dedicated 

time-resolved experiments to assess their role and the degree of coupling among them. 

Moreover, laser-matter interaction strongly depends on the structure of the target at the 

nanoscale. 

 

2. Identify the specific role of different radiation sources on electronic excitation-induced 

effects. This requires connecting different communities that explore similar effects (e.g., 

intense laser and swift ion irradiation) to contribute to a better understanding of the 

general picture. It includes participation of experimentalists and theoreticians from 

different fields. 

 

3. Identify strategies to connect computational methods on different timescales (see e.g. 

Figure 1.1 below). This is particularly important when the different methods do not run 

consecutively but simultaneously, overlapping over a certain period of time. This will be a 

central point of the project, since most methods operate reasonably well within their 

scope of applicability but their coupling to other approaches is not straightforward (e.g., 

Molecular Dynamics and Boltzmann transport equation). 

 

4. Transfer the newly acquired knowledge to industry and societal applications. 

 

A better understanding of phenomena induced by an intense initial electronic excitation is of 

interest for a broad range of disciplines: Solid-State Physics, Plasma Physics, Chemistry, Materials 

Engineering, Computational Science, Electronics, Photonics, Medicine, Astrophysics. The 

following are examples of straightforward applications that will benefit from progress in 

understanding intense electronic excitation: plume formation by intense laser irradiation, laser-

generated particle beams, planet and star core studies, medical applications such as hadron and 

X-ray therapies, generation of high order harmonics, radiation detectors, transducers, materials 
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processing with swift ions, intense lasers and plasma discharges, materials and devices for nuclear 

and space environments. 

The field of intense electronic excitation turns out to have some peculiarities with respect to 

others. It is necessary to understand them to anticipate how the field will progress in the coming 

years. 

(i) Multi-scale simulations of highly excited matter require the coupling of different methods 

(see Figure 1.1 below), which typically cover different time and space scales. The methods 

are relatively mature and have shown success when utilized within their natural scope of 

application. The major difficulty arises when trying to couple them. 

 

(ii) A general solution is not expected. The goal is to apply multi-scale modelling to 

selected cases of interest. 

 

Taking into account these points, one can realize that progress will be fast in some of the selected 

areas, but not in all of them. When the solution to a problem depends on different coupled codes 

that only slightly overlap in time and space (weak coupling), then the probability of success 

greatly increases. That is, when the fine details of the physical evolution at a particular time scale 

do not have a strong influence on the time scale of interest, then the development of a multi-scale 

approach is easier. In general, the fewer the number of involved codes the easier the 

implementation and, vice versa, the larger the number of involved codes and the stronger the 

coupling between methods, the harder the implementation. 

1.2 General ideas 

The central theme of this book is to describe methods to model irradiation processes across many 

space and time scales, where the initial stage of the phenomenon consists of intense electronic 

excitation and ionization. Depending on the material and conditions, excitations and ejected electrons 

may diffuse away from the region where they were created. In the case of ionization, electrons will 

leave positively charged ions that repel each other and can lead to a Coulomb explosion. Electronic 

excitations in semiconductors and insulators will form excitons that can also diffuse away. 

Alternatively, excitations and ejected electrons may remain in the vicinity, affecting the cohesion of 

the material and weakening chemical bonds. When this energy that has been transferred to electrons 

is deposited into vibrations via electron-phonon processes, it will induce a temperature increase that 

can lead, in a longer temporal and spatial scale, to mechanical and thermodynamic effects like 

swelling, fracture and phase transitions.  

Electromagnetic radiation interacts with matter in different ways depending on its energy (or 

wavelength). The photon energy should match typical energy differences between levels in the 

target. For example, infrared radiation, with energy in the order of tens of meV, will typically interact 

with atomic vibrations. Lower energies like microwaves, will interact with rotational degrees of 

freedom. Visible light, with energies starting at 1.6 eV in the red, are too energetic to interact 

with vibrations. At these energies and above, covering the whole range of UV, X-rays, and up to 

the γ regime, radiation interacts with electrons. It can excite electrons or, if sufficiently energetic, 

it can remove them altogether ionizing the sample.  
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A second important aspect is the intensity of the radiation, or how many photons arrive per unit 

time. Low-intensity visible or infrared radiation will take the electronic system slightly out of 

equilibrium, so that the ensuing electron dynamics is characterised by small oscillations and 

photon emission. This is the basis of optical pump-probe experiments, which are reviewed in 

Chapters 2 and 3, within the context of imaging. Intense electronic excitation like the one produced 

in free electron lasers (FEL) can lead to non-linear effects photoionizing the sample and producing 

highly-charged ions like Xe+21 [1]. In a similar vein, multi-photon absorption, a non-linear electronic 

excitation effect, is at the root of high-harmonic generation [2,3] which has been instrumental in 

producing attosecond, soft X-ray pulses to study electron dynamics with unprecedented resolution 

[4]. Similarly, soft X-ray intense radiation can make a metal look like an insulator and induce melting 

without heating, due to the weakening of interatomic interactions upon excitation. This has been 

observed, e.g., in Al [5]. 

On the other hand, when an energetic ion travels through matter it generally slows down by 

continually transferring energy to both the electronic and nuclear degrees of freedom of the target 

[6,7]. Ion beams as irradiation sources are discussed in Chapter 4. We consider ions as classical 

particles, which is justified as long as their velocity and/or mass is not too low (e.g., electrons with 

kinetic energies below 20 eV will not fall within this category). Therefore, at low projectile 

velocities we have to consider the collision between the projectile and atomic nuclei. This is a very 

well-studied classical collision problem [8]. The energy deposition spatial rate, i.e., the nuclear 

stopping power, increases with the projectile’s velocity, peaks, and then decays at high velocities 

because the nuclei in the target cannot respond as rapidly. Still, there is a non-zero probability that 

energetic ions interact directly with the atoms in the system, knocking them out of place and 

generating defects. As in a billiard, the displaced atoms go on to hit other atoms, and so on 

generating what is known as a radiation cascade. If the velocity of the secondary or tertiary atoms 

in this cascade is large enough, they can also produce electronic excitation. However, when the 

projectile reaches low enough velocities, the probability of exciting electrons becomes vanishingly 

small.  

In the case of metals, the energy deposition rate on electronic degrees of freedom increases linearly 

with velocity. For semiconductors and insulators, the finite band gap may introduce a threshold for 

electronic excitation, although this is currently under debate. Similarly, to the case of nuclear stopping, 

the energy spatial deposition rate onto electronic degrees of freedom, i.e., the electronic stopping 

power, increases with the velocity of the ion, peaks at a velocity comparable to that of the valence 

electrons, and then decays like v−2 until relativistic effects kick in [9,10]. Hence, the location of the 

peak in velocity is determined by the electronic properties of the target. The location in energy, 

however, is determined by the mass of the projectile via a kinetic conversion. If the peak for 

protons is located at 100 keV, for electrons it will be located at around 50 eV. As for photons, 

depending on intensity, ions can induce temporary opacity in insulators returning then to their 

original state [11], or can produce unrecoverable damage in the material if the intensity is too 

high as, e.g., in nuclear reactor pressure vessels [12] or in biological matter [13]. 

1.3 Modelling of irradiation phenomena: state-of-the-art 

An overwhelmingly large fraction of the theoretical work aimed at describing the properties of 

materials makes use of the Born-Oppenheimer (adiabatic) approximation, which assumes that 
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electrons follow a “slave” dynamics dictated by the motion of the nuclei, where transitions 

between electronic states are not allowed. The treatment of non-adiabatic effects, i.e., electronic 

excitation and decay, requires a different approach. In recent times, various methodologies have 

been developed and applied to study interesting phenomena. Perhaps the simplest one is Time-

Dependent Density Functional Theory (TDDFT) [14,15] combined with the Ehrenfest 

approximation for the nuclei [16]. While electronic excitation processes are captured correctly by 

this approach [17], the mean-field character of Ehrenfest distorts the characteristics of energy 

transfer from electrons to phonons, e.g., Ehrenfest cannot describe properly ubiquitous 

phenomena like Joule heating [18]. A second limitation is related to the exchange-correlation 

approximations used in TDDFT. In most cases, these are semi-local in space (GGA) and local in 

time. Therefore, memory effects in the electronic evolution are ignored, thus leading to another 

host of pathologies, mainly related to the lack of electronic decoherence (no electron-electron 

collisions term) [19,20]. In addition, incoherent electron-phonon scattering by ionic vibrations, 

which are not explicitly represented in classical molecular dynamics, are not accounted for in 

TDDFT calculations [21]. While Ehrenfest dynamics is straightforward to implement and 

computationally efficient, it is not trivial to go beyond it. 

To improve on the electron-nuclear correlation, a possibility that has attracted interest amongst 

chemists is “surface hopping” [22]. In this method the forces on the nuclei are determined from 

single electronic potential energy surfaces (PES) but hops between surfaces are allowed to include 

non-adiabatic effects. Surface hopping works reasonably well when non-adiabatic transitions 

occur between a small number of PES [23], but not for a dense manifold of excited states. Perhaps 

the most sophisticated way to go beyond Ehrenfest in a controlled manner is the Correlated 

electron-ion dynamics approach (CEID) [24]. CEID relies on expansions of the quantum Liouville 

equation for the electron-nuclear system, with different formulations proposed in the limits of 

weak [25] and strong [26] electron-nuclear coupling. It has also been implemented in a similar 

spirit to quantum chemistry methods in electronic structure. Although CEID is still rather young 

and costly, it has emerged as a powerful tool for problems in which the transfer of energy among 

electrons and nuclei is crucial. Simulation methodologies for correlated electron and electron-

nuclear dynamics will be discussed at length in Chapter 5. 

On the electronic front, a possible way forward is to start from the very general equations of non-

equilibrium quantum statistical mechanics, e.g., the Balescu-Resibois formalism [27] or the time-

dependent non-equilibrium Green's functions approach (NEGF) [28-30]. When applied to intense 

laser irradiation of matter, this ambitious program may in principle describe both the coherent 

and incoherent interaction of electrons with sub-picosecond optical pulses as well as spatially 

inhomogeneous particle (e.g., ion) irradiation. Calculating the sub-picosecond kinetics of 

observable quantities entails the solution of the Green's function (Kadanoff-Baym) equations of 

motion and leads to extremely arduous numerical computations when correlations and screening 

are included [31]. None of these approaches is capable, with present day computers and 

algorithms, of reaching time scales beyond a few femtoseconds (maybe up to picoseconds if using 

simplified electronic structure methods like tight-binding), since the time step (typically around 

an attosecond) is dictated by the time-dependent electronic Schrödinger equation. The electron 

dynamics following electronic excitation, however, develops in a longer time scale where 

processes like electron-hole recombination, electron-phonon interactions and diffusion become 

significant. These time scales require a different theoretical approach. 
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This is the realm of kinetic models, where one starts from Boltzmann-like kinetic equations and 

develops complex, yet tractable numerical schemes. Kinetic models like the Master and 

Boltzmann's equations can be formally derived from the theory of non-equilibrium Green's 

functions above, within the framework of the so-called quasi-particle approximation. These, 

however, are limited to the semi-classical regime, i.e., when the electron-hole plasma dynamics is 

controlled by collisions (Markovian) rather than by coherent quantum effects [32]. This condition 

is often satisfied in the sub-picosecond regime, with the mean time-independent collision rates 

calculated via Fermi’s golden rule. Instead of tracing the motion of the individual particles, one 

follows the time evolution of the particle distribution function in phase space, starting from the 

Liouville equation. This approach may be useful in describing photo-induced phase transitions, 

where atomic transformations are driven on a ps timescale [33]. Simplifications of the latter lead 

to the BBGKY hierarchy [34], Boltzmann’s kinetic equation [35], and the Fokker-Planck equation 

[36]. When Markovianity is not fulfilled, the semi-classical approach no longer applies and a full 

quantum approach based on the evolution of the density matrix (quantum Liouville equation) 

should be used [37]. This is the scope of Chapter 6.  

An alternative approach to Boltzmann equations is to describe the semi-classical carrier dynamics 

according to Langevin equations and then solve them by Monte Carlo methods [38]. Transport 

Monte Carlo method trace propagation of individual particles, sampling occurring events with 

help of random numbers. It results into a probabilistic approach, delivering statistical results such 

as particle distributions. These methods are in principle equivalent to directly solving the 

Boltzmann equations, with certain advantages of being an integral instead of a differential 

method, having a reduced cost and an easy parallelization. They are reviewed in Chapter 7. 

Simulations of ion-solid interactions have traditionally been driven by state-of-the-art molecular 

dynamics (MD) simulations based on the Born-Oppenheimer approximation and using empirical 

potentials that have limited realism and accuracy. Electronic energy losses are generally not 

included, and the effects of electron-hole pair production and charge-density redistributions are 

ignored. To go forward in this direction and access the ps-ns regime one needs to incorporate 

electronic energy losses in MD simulations. This has been done based on the Langevin equation, 

where the electronic losses are taken care of by a friction term and then this energy is 

redistributed to the atomic system via a random force [39]. The most recent works in this area 

consider friction forces whose direction and magnitude depend on the local, time-dependent 

environment [40], or simplified descriptions of the environment in which a structured bath 

coupled to the nuclear motion via a Generalized Langevin equation [41]. Molecular dynamics 

simulations, in equilibrium, and applied to the irradiation scenario are discussed in detail in 

Chapters 8 and 9. 

If the intensity of the radiation is high enough, it will generate a large density of highly excited 

electrons. Some of these electrons will be energetic enough to become free and ionize further 

electrons. This cascade will lead to the development of a plasma, a quasi-neutral medium 

composed of electrons and ions, among other species. Following all the processes that take part 

in plasma dynamics is a complex multiscale, multiphysics problem. Free electrons collide with 

ions in picosecond time scales, exciting and ionizing them. Atomic physics codes can model these 

phenomena by using different approaches like rate equations or Fokker-Planck. Further 

propagation of the intense laser through the plasma and its interaction with free electrons, 

spanning timescales from femtoseconds to tens of picoseconds or even nanoseconds can be 
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modelled using Particle in Cell (PIC) codes. In longer timescales (nano- to microseconds), the 

plasma will expand (evolve) following hydrodynamic equations. All these processes must take 

into account the mutual interaction with the radiation field, that can be critical when tackling 

detailed atomic processes or plasmas created inside höhlraums, for example. These aspects are 

discussed in Chapter 10. Alternatively, laser-matter and plasma MHD problems can be treated 

using finite element simulations, as discussed in Chapter 11.  

1.4 An illustrative example 

We consider an example related to the development of the particle detectors for future hadronic 

machines, such as the High-Luminosity Large Hadron Collider (HL-LHC) at CERN. The major 

challenge of designing the detectors is the reconstruction of the trajectories of an unprecedented 

density of charged particles. State-of-the-art spatial resolution in the measurement of the energy 

deposition is necessary to distinguish the tracks, together with a good time resolution to 

distinguish the many hadronic collisions. The design and the fabrication of timing 3D diamond 

sensors, with electrodes obtained through a pulsed laser graphitisation technique and improved 

by the application of adaptive optics to reduce the electrode resistance has been achieved recently 

[42]. A Ti:Sapphire femtosecond laser source was used to induce a transformation of the carbon 

phase from diamond to a mixture of sp2 and sp3 phases which is sufficiently conductive to behave 

as a resistive electrode buried into the diamond. To engrave electrodes, extremely short laser 

pulses are preferred to make the non-thermal multi-photon interaction mechanism dominant and 

to obtain thinner and more conductive electrodes. In this way the influence of the crystal defects 

as well as the charge collection times are substantially reduced resulting in some of the fastest 

and radiation hardest radiation sensors ever fabricated.  

The effect of laser processing parameters on the properties of graphite wires formed inside 

synthetic mono- and polycrystalline diamonds is of great importance [43]. Wires were fabricated 

in CVD diamond samples using different light polarizations, processing speeds and laser pulse 

energies. A comparison of their quality was made by measuring their electrical resistance and 

radius. For many of the columns a barrier potential was observed. The output current was 

negligible until the applied voltage reached a threshold value. For values of the applied voltage 

exceeding the threshold voltage the wires exhibited ohmic behavior [43]. The properties of the 

wires were almost independent of the polarization of the laser beam. The correction of the optical 

aberrations by adaptive optics, aimed to control the laser spot size during fabrication made a great 

impact on the quality of the formed wires. Applying aberration correction resulted in a negligible 

barrier potential and a minimum value of the wire resistance. 

Below we describe, in this specific example, how the various physical phenomena relate to the 

diagram in Figure 1.1. 
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Figure 1.1: A possible hierarchy of theoretical and computational methods to implement a multi-scale modelling 
approach to materials irradiation. 

 

The mechanisms involved in the laser engraving of electrodes in diamond are essentially 

governed by femtosecond pulsed laser-electronic system interaction that can trigger ultrafast 

optical and material response. More elaborate first principles approaches based on many-body 

perturbation theories provide an ab initio description of both the photo-excitation and of the time 

dependence of the carrier scattering rates. They allow for the inclusion, on the same footing, of 

the evolution of carrier and phonon populations due to both excitation and scattering which, for 

the case of ultrashort laser pulse excitation, may overlap in time. Recently a first-principles 

version of the Kadanoff-Baym equations [44] employing the collision approximation [45] to 

reduce the non-equilibrium Green’s function dynamics to a single time variable was used to 

reproduce the carrier dynamics in bulk silicon.  The equation for the evolution of the non-

equilibrium electron (hole) occupation contains a coherent generation term, which describes the 

creation of carriers via the interaction of the polarization and the laser electric field, and a term 

describing how carriers dissipate energy and scatter with phonons and electrons. This equation 

is coupled to the polarization equation self-consistently and the generation term is derived from 

Green’s functions approach based on DFT Kohn-Sham Hamiltonian and includes Hartree and 

exchange correlation effects. The expressions for carrier-carrier and carrier-phonon lifetimes that 

govern the carrier relaxation include the statically screened Coulomb interaction and the 

screened ionic potential derivatives, calculated within density-functional perturbation theory 

[46] and formally correspond to the carrier-carrier and carrier-phonon scattering in the semi 

classical Boltzmann equation obtained using Fermi Golden Rule.  Graphitization requires changes 

in the bonding characteristics of the material (sp3 to sp2) driven by the motion of the C atoms 

following irradiation. If a substantial fraction of electron–hole pairs is generated in the material, 

there is a strong modification of the electron density distribution. Consequently, the ions 

experience strong repulsive inter-atomic forces due to the dramatic changes of the potential 

energy surface (PES). The functional form of the potential energy surface (PES) strongly depends 

on the occupation of the electronic levels. The modified interatomic forces can cause coherent 

atomic motions. If they are sufficiently strong, they can induce permanent structural modification 

of crystalline diamond on a very short time scale [47] without invoking significant energy transfer 

between electrons and ions and without significant increase of the ionic temperature. Hence, the 

ultrafast disordering can occur as a nonthermal phase transition [48].  Ab initio molecular 
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dynamics based on finite-temperature density functional theory uses the calculated 

rearrangement of a material’s electron density during laser irradiation to determine the modified 

nonthermal forces on the atoms of the crystal lattice. This leads to coherent atomic motions 

resulting in structural phase transformation on very short time scales [49]. Alternatively, first 

principles simulations can be performed using the quantum mechanically-calculated stress tensor 

[50] to determine the free energy difference between the two phases of the material [51]. 

Nonthermal graphitization due to interatomic bond breaking induced by electronic excitation may 

occur at sub-picosecond timescale, as illustrated in Chapter 15. In case of thermally induced 

graphitization, this phenomenon occurs in the pico- to nanosecond timescale, which is just about 

accessible to the methods in the previous timescale. Ehrenfest molecular dynamics (EMD), 

which involves electronic excitations, can hardly reach the ps. Ground state ab initio MD can 

access the sub-nanosecond scale, but does not include electronic excitations. Therefore, a 

methodology is required that includes electronic excitations within a framework of classical force 

fields. This can be achieved through Langevin dynamics for the atoms coupled to a diffusion 

equation for the electronic temperature. Such Two-Temperature Models coupled to MD (TTM-

MD), assume that electrons are always in thermal equilibrium. Moreover, this can be 

supplemented with electronic temperature-dependent force fields that take into account that 

electronic excitations weaken interatomic bonds. It is, however, unclear whether electrons are 

effectively in thermal equilibrium, and this will again depend on the characteristics of the 

excitation, e.g., whether a fs-, ps- or a ns-laser is used.  

Nowadays, permanent modification of materials is described to a large extent through such 

phenomenological TTM, which depend on a number of empirical parameters, calibrated from 

experimental data, like the size of the damaged zone. Can we obtain such parameters using the 

multi-scale approach? Moving forward, if the laser field is intense enough (over 50 TW/cm2), it 

will generate a large density of highly excited electrons that will develop into a plasma. Further 

interaction of intense laser with the plasma can be modelled using Particle in Cell (PIC) codes. 

This plasma will expand (evolve) in the nano- to microsecond timescale following hydrodynamic 

equations. This evolution is driven by the kinetic energy stored in the electron fluid, but part of 

this energy is also used to heat the lattice as described in the previous paragraph. Therefore, there 

is again a superposition of time scales, requiring a description where plasma and lattice evolution 

may not be separable. This also involves spatial scales far larger than before, in the order of the 

micrometres. Classical MD simulations can reach up to a billion atoms, i.e., about 100 nm as a 

linear dimension. Therefore, again simpler models are required. One possibility is two-

temperature models, which describe the coupled evolution of the two continuous temperature 

fields, electronic and nuclear, in time. Any of these models, PIC, hydrodynamics, TTM, or kinetic 

Monte Carlo, will require input in the form of equations of state, transport coefficients, etc., as 

well as validation against explicit MD methodologies. 

1.5 Progress beyond the state-of-the-art 

Many of the points raised in Section 1.3 have, in fact, a widely open end. This concerns all kinetic 

models and stochastic descriptions, particularly when dealt with at a quantum-mechanical level. 

The present methodologies (electronic friction, Langevin equation, random forces, etc.) are 

limited to relatively weak intensities. An aspect that is often ignored is that, under intense 

electronic excitation, the interatomic forces are weakened and thus the empirical potentials 
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should be modified [52]. Therefore, there is a need for improvement in this classical description, 

which manifests itself more clearly in the extreme excitation regime. This point is discussed in 

Chapter 8. Damage models based on SRIM tables proved inaccurate when swift heavy ions (e.g. 

Br) are used to irradiate semiconductors (e.g. SiC) [53]. Connecting the electronic dynamics at the 

NEGF/TDDFT and/or kinetic equations’ level with the lattice evolution scale is one of the key 

outstanding problems in the field. 

Distribution functions obtained either via kinetic equations or MD simulations can then be used 

to compute macroscopic observables by means of thermodynamic relations. While equilibrium 

thermodynamics is a well-established discipline, its time-dependent non-equilibrium counterpart 

is still under development. Therefore, extracting thermodynamic relations where neither 

particles nor their distributions enter the equations is very relevant. In fact, these methods may 

allow us to trace changes in the experimentally observable values (temperature, pressure, 

volume) without considering the detailed description of processes occurring with individual 

particles [54]. The main advantage is the computational cost that can be decisive for many 

applications of interest.  

Finally, methods usually employed in plasma physics, namely, hydrodynamic equations, may turn 

out advantageous for a number of situations in which long term evolution of highly ionized matter 

upon certain initial conditions play an important role, e.g. plume production and evolution. This 

will require putting on firm grounds the connection between kinetic and hydrodynamic equations 

[55].  

The state-of-the-art in modelling intense electronic excitation consists of a variety of 

computational methods, many of them mature enough to provide accurate results within their 

scope of application. However, in general the effects produced by this type of electronic excitation 

extend to different timescales and evolve in large space regions. In order to provide quantitative 

results, one must develop a multi-scale methodology. Similar multi-scale paradigms have been 

developed and applied to a number of studies in the irradiation of solids, e.g., within the nuclear 

materials or the biological or soft matter contexts, using different methods for different scales: 

DFT, MD, transport Monte Carlo, Coarse graining, Kinetic Monte Carlo, Dislocation theory, 

Continuum theory. 

The multi-scale approach has not been fully realized yet in the field of highly excited matter. The 

difficulty stems from the need to follow the electronic evolution of the highly perturbed, non-

equilibrium system, and to propagate this information to other scales by coupling various 

methodologies designed for different goals. Therefore, any such coupling strategy is unique and 

beyond state-of-the-art. This is precisely the merit of this COST Action, where a large effort is 

devoted to couple different computational methods involving highly excited electrons, with the 

aim of solving relevant problems, of scientific or industrial impact.  

As an example to facilitate the understanding on the important role of coupling, we discuss some 

strategies to tackle the laser-irradiated diamond case described in Section 1.4, going beyond the 

state-of-the-art by developing interfaces between codes. Quantum mechanical effects are 

essential for the correct description of early stages of photoionization and photoexcitation on a 

femtosecond time scale beyond the conventional Keldysh approach. They can be incorporated via 

ab initio approaches (TDSE, TDDFT). The coherent connection between the generated charged 

carriers and the irradiating laser field is given by the laser-induced polarization. The dephasing of 
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the polarization is caused by inter-band electron-electron interaction (leading to impact 

ionization and Auger recombination) and by electron-phonon scattering. These processes can be 

described by interfacing the TDSE with Boltzmann quantum kinetic equation by solving them self-

consistently. The photoionization term from the first principles calculation can be substituted into 

the kinetic equation containing the collision integrals. Depending on the pulse duration a non-

thermal melting of the material can take place in which the energy absorbed into the generated 

electron-hole pairs will not cause thermal effects but rather change the bonding strength of the 

lattice ions due to high density of the generated carriers [46]. For longer pulse durations or after 

the end of the pulse the energy deposited into the electron system will be transferred to the 

phonon modes of the lattice via electron-phonon interactions, thus effecting the lattice 

temperature. The time evolution of the thermal energy deposition in the lattice and the space 

distribution of the lattice temperature can be modeled by interfacing Boltzmann quantum kinetic 

equation with Molecular Dynamics simulation. This requires considering all the energy transfer 

channels to the lattice (not only electron-phonon coupling) and a way to include the transferred 

energy as lattice energy in MD. A continuous feedback from MD (temperature, atomic density, 

defect structure) must be passed back in each iteration step to the Boltzmann code [56]. This way 

the structural changes in the material due to dissipation of the absorbed energy that causes 

changes into the lattice bonding through a thermal mechanism can be modeled. 

Chapters 12 to 18 illustrate the multiscale approach by applying it to specific cases of interest. 

Some of these applications required the development of new simulations techniques. 
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2.  Laser-matter interaction dynamics probed by 

time-resolved techniques 

Mario Garcia-Lechuga* and Jan Siegel  

This chapter provides a brief review of the physical phenomena behind the modification of 

materials with lasers and the experimental tools to characterize them.  Special emphasis is placed 

on the phenomena involved when using ultrashort pulses, since the extreme processes to which 

the material is subjected (strong ionization, high temperatures and pressures, etc.) are of great 

fundamental and applied interest. To analyse these inherently transient processes, time-resolved 

techniques are required. In particular, this chapter presents techniques based on ultrafast 

imaging, which provide access to transient optical changes and whose interpretation is relatively 

intuitive (changes in reflectivity, absorption, etc.). At the end on the chapter is presented an 

experimental case of study using time-resolved microscopy. The reflectivity images obtained 

allows to characterize the effects of bound electrons (Kerr effect) and free electrons 

(photoionization) when subjected to an intense ultrashort pulse. 
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2.1 Introduction 

Since their invention, lasers have become very interesting scientific and industrial tools because 

they allow matter to reach extreme thermodynamic conditions. As a direct consequence, high-

precision materials machining is possible, which has become one of the topics that benefits most 

of this unique property of lasers [1]. The versatility of laser technology (broad range of pulse 

durations and wavelengths) and the adaptable conditions of irradiation (energy, number of 

pulses, strong focusing, etc.) enables the modification on any material, irrespective of its chemical 

composition, optical properties, hardness, etc. Additionally, the nature of the induced 

modification is manifold, ranging from ablation (ejection of material) to more subtle structural 

changes (melting, solidification, density changes, changes in the crystal structure, etc). This 

enables the processing of materials for diverse applications, such as surface texturing, generation 

of nanoparticles or waveguide writing. 

For laser processing of materials, the use of ultra-short (fs and ps) laser pulses has several 

advantages over the use of longer-lasting (typically ns) pulses or continuous wave (cw) lasers [2]. 

The first one is the high electric field intensity achieved, which even allows modification of 

transparent materials by means of non-linear absorption processes. The second one is the 

ultrafast material excitation process. In this way, the energy deposition in the material ends before 

any significant heat transfer can occur, unlike what happens when processing with nanosecond 

lasers. 

Additionally, ultra-short pulses are also widely employed as 'time-resolved measurement tools', 

since their short duration can be used to probe the ultrafast dynamics during laser-induced 

material transformation at any given moment. In this book chapter, a series of time-resolved 

experimental techniques, known as pump-probe techniques, will be presented, in which an ultra-

short laser pulse is split into two pulses. One of them induces the modification in the material and 

the other one ''interrogates'' the material state with a certain delay with respect to the arrival of 

the excitation beam. In particular, among the vast number of related techniques, the focus will be 

placed on imaging techniques.  

2.1.1 How laser light interacts with matter 

As every electromagnetic field, laser light propagation is described by Maxwell equations. While 

these equations are appropriate, their solution can be rather difficult. In this chapter, considering 

the context of laser processing of materials, some simplifications are introduced. First, only non-

magnetic media are considered. Using two of the Maxwell equations, namely the Ampère's law 

and the Maxwell–Faraday equation [3], allows to express the wave equation for the electric field, 

𝐸⃗ ,  as, 

 ∇ × (∇ × 𝐸⃗ ) +
1

𝑐2
𝜕2𝐸⃗  

𝜕𝑡2
= −

1

𝑐2𝜖0

𝜕2𝑃⃗  

𝜕𝑡2
−

1

𝑐2𝜖0

𝜕 𝐽  

𝜕𝑡
 (2.1) 

Being 𝑐 the speed of light in free space and 𝜖0 the permittivity of free space. The two terms on the 

right-hand side are the called source terms and describe the interaction of light with matter, and 

more in particular, of light with electrons.  
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Vector 𝑃⃗  is the polarization of the material. This term, mostly relevant for non-conductive media, 

accounts for the oscillation of bound electrons when facing the oscillating external E-field, 

expressed mathematically as, 

𝑃⃗ (𝑡) = 𝜒𝜖0𝐸⃗ (𝑡)  (2.2) 

with 𝜒 being the electric susceptibility of the medium, a tensor for anisotropic media and a scalar 

for isotropic ones. When only accounting the first source term of eq. (2.1), related with the bound 

electrons, one simple option to solve the wave equation is to apply the semiclassical Lorentz 

model. This method provides a reasonably good approximation of the optical behaviour of 

dielectrics, which lack free electrons. 

On the other hand, vector 𝐽  in eq. (2.1) corresponds to the electric current density, representing 

the behavior of free electrons when subjected to an external electric field. This term is expressed 

following Ohm’s law, 

𝐽 (𝑡) = 𝜎𝐸⃗ (𝑡) (2.3) 

where 𝜎 is the electric conductivity of the medium. If we only consider the corresponding source 

term related to free electrons, the wave equation can be solved by the semi-classical Drude model. 

This model represents in a simplified way the optical behaviour of metals. 

Independent of considering one or both source terms, a simplified wave equation can be 

expressed for an isotropic medium interacting with a monochromatic and periodic E-field,  

𝛻2𝐸⃗ = −
𝜔2

𝑐2
· 𝜖(𝜔) · 𝐸⃗   (2.4) 

with 𝜔 being the frequency of the E-field and 𝜖 the dielectric function. The dielectric function is of 

major importance since it describes the optical behaviour of the material, whatever its nature: 

conductive or dielectric. This function is directly linked to the complex refractive index, 𝑛̃ , by the 

expression, 

𝜖(𝜔) = 𝑛̃2 = (𝑛 + 𝑖𝜅)2  (2.5) 

where 𝑛 is the real part of the refractive index and  𝜅  the absorption coefficient of the material. In 

the frame of laser processing of materials, the absorption coefficient is the key factor, since it is 

one of the responsible properties that determine the energy deposition. As examples, Figure 2.1 

shows the optical behavior of three different material classes. In the case of a dielectric material, 

e.g. quartz, the absorption is zero (𝜅 = 0), except when the incident light reaches the ultraviolet 

spectral range. This range corresponds to photon energies that are higher than the material 

bandgap (𝐸𝑔𝑎𝑝). Therefore, linear absorption occurs a dielectric material only for UV light. 

In the case of a metal, for instance silver, absorption occurs at any wavelength of the visible 

spectral range. Light absorption is produced by the free electrons that are present in metals at 

high densities (~1021 𝑐𝑚−3). Finally, semiconductors are known to have lower bandgap energies 

than dielectrics, showing relative high absorption in the visible and near infrared, but less or none 

in the mid- and far-infrared (as shown for silicon in Figure 2.1). However, mathematically 

describing the optical behavior of semiconductors is more complex and both sources terms need 

to be taken into account, since the free electron contribution is non-negligible at room 

temperature. 



22   Chapter 2 

   

 

  

Figure 2.1. (Top) Representation of the refractive index, 𝑛, and the absorption coefficient, 𝑘, as a function of the 

wavelength for a dielectric material (silicon oxide), a semiconductor (silicon) and a metal (silver). Data are extracted 

from [4–6]. (Bottom) Schematic representation of the valence bands (VB) and conduction bands (CB) of the three 

different classes of materials.  

2.1.2 Basics of material modification by laser 

In the field of laser processing of materials, two basic conditions should be fulfilled to induce a 

permanent modification. First, the material should absorb part of the incident light. This 

condition, as expressed on the previous subsection, is dependent of the linear optical properties 

of the material at the corresponding wavelength of irradiation. But also, as will be explained in the 

following sections, absorption may occur even in transparent materials by means of non-linear 

absorption, triggered by high-intensity laser pulses. 

Apart from that, a second necessary condition to be fulfilled is the need for achieving a sufficient 

amount of deposited energy in the free electron subsystem. This means, that free electrons with a 

sufficiently high temperature (or equivalently, a high kinetic energy) has to be generated in order 

to initiate processes that alter the material. This is necessary, since the role of hot free electrons 

is to transfer their energy to the lattice through electron-phonon coupling processes, thus heating 

the material. If the transferred energy causes the lattice to reach temperatures and pressures 

above the melting or boiling points of the material, a first order phase transition occurs, often 

accompanied by a permanent modification after the subsequent cooling and solidification 

process. The irradiation conditions at which these modifications occur are referred to as fluence 

thresholds for a certain material modification, normally expressed as 𝐹𝑡ℎ. The term fluence refers 

to the incident pulse energy divided by the area of the laser-exposed region. 

2.1.3 Benefits of using ultrashort laser pulses 

2.1.3.1 Any material can be modified 

Ultrashort pulses refer to laser pulses with duration of less than a few tens of picoseconds (1 ps = 

10−12 𝑠). Nowadays, their generation is a very consolidated and accessible technology. Pulse 
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durations ranging from few tens of femtoseconds (1 fs = 10−15 s) to few picoseconds are obtained 

with commercial laser systems. However, the spectral range of operation is mostly limited to the 

near-infrared: 𝜆 ≈ 800 𝑛𝑚 for lasers based on Ti:Sapphire technology and 𝜆 ≈ 1050 𝑛𝑚 for lasers 

based on rare earth-doped crystals. Higher harmonics, typically second and third and fourth 

harmonics, can be obtained for these fundamental wavelengths with commercial frequency-

conversion systems (for instance for 𝜆 ≈ 800 𝑛𝑚, SHG = 400 nm, THG = 267 nm), although at the 

great expense of pulse energy. 

According to the optical properties above mentioned, dielectrics could in principle not be 

modified upon irradiation with lasers pulses at the fundamental frequency in the near infrared, 

since the bandgap is larger than the photon energy (ℏ𝜔 < 𝐸𝑔𝑎𝑝). However, materials are not 

perfect and present defects (e.g. ~1012𝑐𝑚−3 for a high purity glass). Assisted by the presence of 

defects, light can be absorbed, thus promoting electrons to the conduction band, as sketched in 

the left part of Figure 2.2.  This is the main mechanism that triggers absorption when irradiating 

with nanosecond laser pulses. 

 

Figure 2.2. (Left) Sketch of ionization assisted by defects. The defect is represented with an energy level within the 

bandgap. (Center) Sketch of multiphoton absorption. An electron is promoted from the valence band (VB) to the 

conduction band (CB) by the simultaneous absorption of multiple photons through virtual levels, represented with 

dashes lines. (Right) Sketch of impact ionization. A free electron in the conduction band gains sufficient kinetic energy 

for promoting via collision another electron from the VB into CB. 

Moreover, when irradiating non-absorbing materials with ultrashort pulses there is an additional 

absorption process that dominates over defect-induced absorption. Due to the elevated peak 

power of those pulses (high energy concentrated on a very short time) non-linear absorption 

processes become statistically possible [7]. Among them, multiphoton ionization (MPI) is an 

absorption process produced by the simultaneous absorption of various photons, occurring 

typically for intensities above 1014 𝑊/𝑐𝑚2 [8]. As sketched in the central image of Figure 2.2, the 

simultaneous absorption of several photons promotes an electron from the valence band to the 

conduction band through intermediate virtual states. As an example, the band gap of the dielectric 

material lithium niobate is 𝐸𝑔𝑎𝑝 = 3.5 𝑒𝑉 and the energy of a photon at 800 nm is 𝐸(800 𝑛𝑚) =

 1.55 𝑒𝑉, requiring the absorption of three photons to generate free electrons. 
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This generation of free electrons causes the optical properties of the material to turn transiently 

into semi-metallic. To model this change, one can use the semi-classical Drude-Lorentz model, 

where the complex refractive index is expressed as, 

𝑛̃2 = 𝑛̃0
2 − (Δ𝑛̃𝐷𝑟𝑢𝑑𝑒)

2  (2.6) 

Being 𝑛̃0 the complex refractive index of the material before being excitation, and Δ𝑛̃𝐷𝑟𝑢𝑑𝑒 the 

contribution of the generated free electrons, being mathematically described as, 

(Δ𝑛̃𝐷𝑟𝑢𝑑𝑒)
2 =

𝑛𝑒
𝑛𝑐

1

1 + 𝑖/(𝜔 · 𝜏)
  (2.7) 

where 𝑛𝑒 is the free electron density, 𝜔 the light frequency of interest (irradiation or illumination), 

𝜏 the scattering time of free electrons and 𝑛𝑐 the so-called critical electron density. This parameter 

is obtained throughout the expression 𝑛𝑐 = 𝑚
∗𝜖0𝜔

2 𝑒2⁄ , being 𝑚∗ the reduced mass of the 

electron and 𝑒 the charge of the electron. 

Obviously, this transient change of optical properties due to the presence of free electrons has 

consequences for the absorption process. Now, photons can be also absorbed by free electrons via 

a process called inverse bremsstrahlung, which increases their kinetic energy. Once this kinetic 

energy becomes larger than the bandgap, the free electrons can promote other electrons to the 

conduction band via a collision impact, a process called impact ionization and sketched on the 

right part of Figure 2.2. This process is a dynamic process that occurs on the timescale of the laser 

excitation. The modelling of this dynamic process is complex and out of the scope of this chapter. 

For that purpose we refer to standard models based on single- or multi-rate equations [9,10] 

2.1.3.2 Deterministic response 

The energy threshold for material transformation by laser pulses moves from stochastic for long 

and short pulses to deterministic for ultrashort pulses [11,12]. This makes the interaction 

extremely controllable and repeatable, an aspect with evident interest for fundamental science 

but also for industrial applications [13].   

This deterministic behavior is a consequence of the characteristic timescales of different 

mechanisms involved in the modification process [14]. As mentioned, the first process is the 

electron excitation, which lasts while the laser pulse is present, i.e. the time scale is given by the 

pulse duration. The second process is the energy transfer from the electronic subsystem to the 

lattice, until both reach the same temperature. This transfer is produced by electron-phonon 

coupling and takes place in the picosecond timescale. Therefore, the excitation process and the 

thermalization of electrons and lattice occurs separately upon ultrashort pulse excitation, one in 

the femtosecond timescale and the other one in the picosecond timescale. 

Consequently, this leads to a reduced heat flux compared to excitation with longer pulses, making 

the modification edges sharper. Figure 2.3 gives a visual example of this behavior, showing a 

modified region on a thin film of 𝐺𝑒2𝑆𝑏2𝑇𝑒5 (GST) generated after single-pulse irradiation (120 fs 

duration). Three different regions with different optical contrast can be observed: a central round 

dark grey area corresponding an ablated region, a surrounding grey annular region 

corresponding to amorphized material and an exterior brighter region corresponding to the 

unchanged crystalline material. The separation between regions is sharp and symmetrical. These 

two aspects are consequences of a strict fluence threshold response. To further illustrate this 
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aspect, the Gaussian spatial profile of the irradiating pulse with a peak fluence of 𝐹0 is 

superimposed to the image. Ablation is only produced for local fluences above a the fluence 

threshold for ablation, 𝐹𝑡ℎ,𝑎𝑏, and  amorphization is limited to fluences above the fluence threshold 

of amorphization, 𝐹𝑡ℎ,𝑎𝑚. Therefore, by controlling the irradiation fluence the spatial extent and 

nature of the induced modification will be determined.   

 

Figure 2.3. Optical microscope image of a GST sample after single-pulse irradiation (𝜆 = 800 𝑛𝑚 , Δ𝑡 = 120 𝑓𝑠). The 

Gaussian-shaped intensity profile with a peak fluence of 𝐹0 is plotted to illustrate the sharp threshold response 

(ablation: 𝐹𝑡ℎ,𝑎𝑏, amorphization: 𝐹𝑡ℎ,𝑎𝑚).  

2.2 Time-resolved imaging techniques 

2.2.1 Introduction 

Our perception of moving objects is limited by our physiology, since our brain can perceive 

changes at a maximum rate of around 45 frames per second (fps). I other words, our response 

time to very fast changes is approximately 20 milliseconds. For that reason, technologies were 

developed to overcome this limit. As a first historical example of such a technique breaking the 

limit imposed, Figure 2.4 (a) shows the famous set of photographs of a running horse taken by E. 

Muybridge at the end on the 19th century. His technique was based on the use of multiple cameras 

(one per frame, lined up along the race track) with short exposure times and an ingenious 

mechanical system, allowing to synchronize each individual camera shutter with the horse 

passing in front of each camera. Using this strategy, it was possible to capture events with a high 

temporal resolution (= exposure time) although with a low sampling rate (= number of frames 

within a given time window). 

Further developments allowed further increasing the temporal resolution to the microsecond 

time scale. This was possible by changing the strategy, using a short illumination pulse to further 

narrow down the limited exposure time offered by a mechanical shutter. Figure 2.4 (b) shows an 

image recorded in the 1960’s, in which is possible to observe a bullet in flight. The recording of 

frozen movement at velocities higher than the speed of sound was possible by a combination of a 

short illumination time (microsecond flash) and a perfect synchronization between the event 

(bullet travelling), the flash and the camera shutter. 
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Figure 2.4. (a). Sequence of photographs of a horse running recorded by E. Muybridge, using an imaging system with 

millisecond time-resolution 

(https://commons.wikimedia.org/wiki/File:Eadweard_Muybridge,_Animal_Locomotion,_Plate_626,_1887,_NGA_1365

36.jpg). (b) Shadowgraph of a bullet in flight recorded by D. P . B. Smith with a microsecond time-resolved imaging 

equipment (Image Creative Commons: https://commons.wikimedia.org/wiki/File:Shockwave.jpg) 

These two examples demonstrate that time-resolved images can be obtained if there is a 

sufficiently fast probing and a perfect synchronization between the event and the recording 

process. It also shows that time resolution can be improved by reducing the illumination time, i.e. 

by using shorter and shorter light pulses. Therefore, the development of short and ultrashort 

pulsed lasers represented the perfect opportunity for accessing dynamics that occur on the sub-

microsecond to femtosecond time scale. 

In particular, femtosecond laser sources paved the way for studying ultrafast processes, by using 

the so-called pump-probe techniques. The main characteristic of those techniques is the 

separation of a single femtosecond pulse into two pulses. The pump pulse induces a modification 

in the target under study (gas, liquid or solid) and the probe beam monitors this change at a 

selected time delay after the pump. The selection of the time delay of observation is made by 

controlling the optical path difference between pump and probe pulse. That way, the 

synchronization between the event and the recording of it is extremely precise, because it is based 

on a physical distance (and thus jitter-free) rather than on electronics, inherently limited by jitter. 

As a relevant example of the importance of these techniques, they triggered the emergence of an 

entirely new field, so-called femtochemistry [15], for which Ahmed Zewail was awarded with the 

Nobel Prize in Chemistry in 1999.  

In the following sections, we present the imaging techniques developed for the observation and 

characterization of the excitation and transformation dynamics of materials upon pulsed laser 

irradiation. Special emphasis is devoted to time-resolved microscopy, a direct imaging technique 

with allows to monitor changes of the sample reflectivity with femtosecond temporal and 

micrometer spatial resolution. 

2.2.2 Femtosecond-resolved microscopy  

In 1985, M.C. Downer, R.L. Fork and  C.V. Shank introduced a novel technique, combining a pump-

probe approach with an optical microscope [16]. This new experimental system was presented as 

the natural evolution of the previous work of C.V. Shank et al. [17], in which the temporal evolution 

https://commons.wikimedia.org/wiki/File:Eadweard_Muybridge,_Animal_Locomotion,_Plate_626,_1887,_NGA_136536.jpg
https://commons.wikimedia.org/wiki/File:Eadweard_Muybridge,_Animal_Locomotion,_Plate_626,_1887,_NGA_136536.jpg
https://commons.wikimedia.org/wiki/File:Shockwave.jpg
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of the reflectance in the center of the excited area, probed by a delayed pulse, was monitored with 

a photodiode. Using the novel pump-probe microscopy technique, the temporal reflectivity 

evolution at every point of the laser-excited area could be obtained. That way, the material 

response at different local fluences is obtained, since the fluence distribution of the excitation 

pulse normally shows a known Gaussian shape (as represented in Figure 2.3).  

Figure 2.5 (a) shows the basic concept of femtosecond-resolved microscopy. The probe pulse 

illuminates an area much larger than the pump pulse and arrives with a user-defined time delay 

with respect to the pump pulse, interrogating the surface reflectivity at that moment. The image 

of the surface is then formed by means imaging system on photographic film and recorded. 

Normally, pump and probe beams are not collinear, which allows to efficiently prevent the 

entrance of the pump pulse (normally more energetic) into the imaging system.   

The interest of this technique lies in two main aspects. First, it provides direct images of the 

surface, which makes the qualitative analysis of the transformation dynamics simple that other 

analytical techniques. Second, it gives simultaneously access to the reflectivity evolution of the 

material both in time, 𝑡, and space, 𝑟. This radial resolution is of high relevance since it allows to 

characterize the material evolution at different local fluences (see Figure 2.3) upon single pulse 

irradiation.  

 

Figure 2.5. (a) Sketch of femtosecond-resolved microscopy. In this particular case, the pump pulse is incident at an 

oblique angle and the probe pulse normal to the surface. (b) Surface of a silicon wafer after irradiation with a 120 fs 

laser pulse of 0.47 J/cm2. Frame size 220 𝜇m x 300 𝜇m. (Reprinted with permissions from [19]).  

A step forward in the development and importance of this technique was made in 1997 by D. von 

der Linde, K. Sokolowski-Tinten and coworkers [18], by capturing the evolution of the reflectivity 

with a CCD camera instead of photographic paper. This resulted in high quality digital images, as 

shown in the Figure 2.5 (b) for a silicon sample, which allowed better quantitative analysis by 

digital processing. As an example of the high spatial and temporal resolution, the image recorded 

at a delay 0.2 ps resolves the landing of the pump pulse (incident from the left). Since the incidence 

angle of the pump beam is 45𝑜 there is a region where a change of reflectivity is triggered (due to 

the generation of free electrons) and another region without change, since the pulse has not yet 

reached the surface. This first visual qualitative analysis can be turned into quantitative by 

analyzing the reflectivity evolution, 𝑅(𝑟, 𝑡), extracted from these images. From the Fresnel 

equation relating the reflectivity (at normal incidence) and the complex refractive index,  

𝑅(𝑟, 𝑡) =  |
𝑛̃(𝑟, 𝑡) − 1

𝑛̃(𝑟, 𝑡) + 1
|
2

 (2.8) 
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and by using equation (2.6) that relates the change of refractive index to the free electron density, 

it is possible to estimate the temporal evolution of free electron density, 𝑛𝑒(𝑟, 𝑡). A practical 

example will be shown in subsection 2.3.2 

A second demonstration of the huge potential of this technique to unravel ultrafast laser-matter 

interaction mechanisms are the interference rings formed at a delay on the scale of hundreds of 

picoseconds (900 ps on the image of Figure 2.5 (b)). Their appearance and temporal evolution 

denote the formation of an expanding surface layer due to partial ablation of material. The 

temporal evolution of those rings allowed to measure the speed of material ejection 

(~1000 𝑘𝑚/ℎ) and to understand the mechanisms responsible for the ablation process [19–21]. 

This technique has been also applied to the study of transformation dynamics of transparent 

materials. The group of Solis and Siegel took advantage of this technique to investigate surface 

excitation and ablation processes in transparent materials with technological interest [22–24]. In 

addition, and what denotes even more the versatility of this technique, they applied this technique 

to the study of non-linear propagation, excitation and modification inside transparent materials 

[25]. Figure 2.6 (a) displays shadowgraphs recorded at different time delays, visualizing regions 

where free electrons are generated (dark regions) during pump pulse propagation. This study 

contributed to the understanding of the role of free electrons during laser fabrication of optical 

waveguides in glasses.  

 

Figure 2.6. (a) Shadowgraphs recorded in bulk glass upon irradiation with a single pulse (𝜆 = 800 𝑛𝑚 , Δ𝑡 = 100 𝑓𝑠). 

The upper image correspond to a delay of 0.65 ps the lower image to 1.2 ps after the pump irradiation. The laser pulse 

propagates from left to right. (Reprinted with permissions from [25]). (b) Shadowgraphs recorded in bulk silicon after 

the irradiation with a single pulse (𝜆 = 1300 𝑛𝑚 , Δ𝑡 = 90 𝑓𝑠). For longer time delays (bottom part), diffusion of free 

electrons is observed. The laser pulse propagates from right to left. (Reprinted with permissions from [27]).  

The group of Grojo has also applied femtosecond-resolved microscopy to the study of volumetric 

excitation in silicon [26,27]. The originally and difficulty of these works lies in the need of using 

wavelengths in the spectral range where silicon becomes transparent (𝜆 > 1100 𝑛𝑚), requiring 

the use of pump and probe lasers in this range as well as the use of cameras with infrared 

sensitivity. Figure 2.6 (b) displays time-resolved shadowgraphs recorded with an infrared 

camera, revealing that the laser-excited dark filament (where electrons are generated) becomes 

laterally broader with time. This observation allows the characterization of electron diffusion in 

silicon.   
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2.2.3 Time-resolved ellipsometry 

Ellipsometry encompasses techniques that analyse the intensity and state of polarisation of a light 

beam after it has been reflected off a surface, allowing access to the dielectric function of the 

material under study. Wang and Downer [28] carried out the first work on ellipsometry with 

temporal resolution upon irradiation of an ultra-short pulse. More recently, the group of Huber 

has developed a technique called ultrafast pump-probe ellipsometry [29,30], in which 

femtosecond time-resolved microscopy is combined with ellipsometric measurements, recording 

a set of images for each time delay, each recorded at different angles of a polarizer (analyser). By 

means of image analysis and application of Fresnel equations, the two components of the 

refractive index can be obtained for a full image. This is technique is especially relevant for the 

scale of ten picoseconds after irradiation, where the images recorded with the standard technique 

are usually dark, and it is not clear if due to an interferential effect (destructive interference) or 

an absorptive process. The determination of the complex refractive index allows to extract optical 

penetration depth, which clarifies whether an absorption, interference or a combination of both 

is responsible. 

2.2.4 Time resolved-interferometry in the space domain 

For a complete characterization of a monochromatic electromagnetic field it is necessary to know 

its amplitude and phase. All previously mentioned techniques provide information about the 

change of the amplitude the probe beam after being reflected or transmitted.  Here, two 

techniques characterizing also the change in phase are described, which allows to directly 

measure transient changes of refractive index and/or transient surface deformations. 

In 2004, von der Linde,  Sokolowski-Tinten and coworkers  designed a complementary variant of 

their time-resolved microscopy experiment [31,32], represented in Figure 2.7. On the left side, the 

experimental scheme is shown, which differs from the conventional time-resolved microscopy in 

the fact that the illumination beam is split in two, using a Michelson interferometer configuration. 

One beam is reflected from the sample and the other from a reference mirror forming an 

interference pattern in the plane of the CCD camera, provided that spatial and temporal overlap 

between the beams is obtained.  On the right side of the figure, an image of the recorded 

interference pattern is shown, at a delay of 1.8 ns after the irradiation of GaAs with a femtosecond 

pulse. By analysing the phase shift (curvature of the interference bands) and the evolution of the 

reflectivity, both the phase and amplitude variation of the reflected beam can be extracted, which 

is sufficient for a complete characterization. Despite the fact that this technique requires laborious 

image processing and complex analysis, it offers a great potential for the measurement of 

transient surface deformations of a few tens of nanometers [32]. 
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Figure 2.7.  (a) Setup for ultrafast interferometry with imaging configuration. (b) Transient interferogram image of  an 

ablating GaAs surface recorded at a temporal delay of 1.8 ns.  (Reprinted with permissions from [32]). 

More recently, L. Gallais and S. Monneret presented a novel time-resolved microscopy technique 

[33], allowing to retrieve amplitude and phase in a single step and without the need of moving 

elements. The key is the placement of a type of mask (modified Hartmann mask) in front of a CCD 

camera, which causes an interference phenomenon of the probe beam recorded on the camera. 

After mathematical treatment [34], two different images are extracted from a single image: one 

containing amplitude information (as in conventional time-resolved microscopy) and another one 

containing phase information.  

2.2.5 Time resolved-interferometry in the time domain 

In 1994, Audebert et al. presented a novel pump-probe technique based on an Michelson 

interferometer and an imaging spectrograph [35,36].  S. Guizard of CEA-Saclay (Paris) has 

continued developing and exploiting this strategy to the present day [37,38]. As shown in Figure 

2.8 (a), the Michelson interferometer is located behind the sample, which divides the probe beam 

that illuminates a region much larger than the excited region into two beams. The interferometer 

is slightly misaligning, projecting onto the spectrograph slit the two beams laterally displaced. 

This causes that one beam acts as a probe beam (carrying information of the excited region) and  

the other as a reference beam (carrying information of the non-excited area close to the excited 

one). Both beams enter the spectrograph and the spectral interference pattern is imaged onto a 

CCD. It should be mentioned that the introduction of a slit and grating, required for dispersion of 

the different spectral components of the probe beam to generate the interference pattern, reduces 

the spatial information to 1D. However, due to the circular symmetry of the excitation beam, this 

information is sufficient for the study of the influence of local incident fluence. 

Figure 2.8 (a) also includes two examples of interference images recorded with the CCD situated 

at the spectrograph output. The upper image shows a featureless interference pattern. This 

represents a situation without excitation (pump beam blocked) or when the probe beam arrives 

earlier than the pump beam at the sample surface (delay time < 0). In contrast, the lower image 

corresponds to a situation of laser excitation, showing a strong distortion and increase in contrast 

of the fringes, caused by the phase shift and absorption experienced by the probe beam while 

traversing the laser excited region. By recording a series of images at different time delays the 

temporal evolution of the excitation dynamics can be obtained. 
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Figure 2.8. (a) Schematic of a time resolved-interferometry setup. BS: beam splitter. FL: focusing lens. IL: imaging lens. 

PD: photodiode. BD: beam dump. The inset shows two examples of CCD images recorded with (bottom) and without 

(top) laser excitation. (Reprinted with permission from [37]). (b) Temporal evolution of the measured phase shift in 

fused silica (𝑆𝑖𝑂2) and sapphire (𝐴𝑙2𝑂3). The pump irradiation intensities are well below the ablation threshold fluence. 

(Reprinted with permission from [38]) 

Depending on the time delay and the material, different evolutions on the measured phase shifts 

can be observed, as shown on Figure 2.8 (b) for fused silica (SiO2) and sapphire (Al2O3). The phase 

shift is directly related to the change of the real part of the refractive index, which depends on the 

following terms [38]: 

Δ𝑛 (𝑡) = 𝑛𝑁𝐿𝐼(𝑡) + 
𝑒

2𝑛0𝜖0
(−

𝑛𝑒(𝑡)

𝑚∗𝜔2
+

𝑛𝑆𝑇𝐸(𝑡)

𝑚(𝜔𝑆𝑇𝐸
2 −𝜔2)

)   (2.9) 

The first term corresponds to the non-linear optical behavior of bound electrons (𝑛𝑁𝐿 is the non-

linear refractive index) caused by the high intensity (𝐼) of the excitation beam. This phenomenon, 

called non-linear Kerr effect, appears at very short time delays (during the pulse duration) and 

contributes with a positive phase shift, as observed for both materials in Figure 2.8 (b). The 

observation of the Kerr effect is vital for a precise determination of pump pulse arrival time at the 

sample surface and therefore a necessary temporal reference.  

The second term in equation (2.9) is a negative contribution to the refractive index and 

consequently produces a negative phase shift. The term is dependent on the temporal evolution 

of the photo-generated free electrons density (𝑛𝑒), which corresponds to the already mentioned 

Drude model. For both materials, a decrease of the phase shift due to the generation of free 

electrons it is observed after the initial increase caused by the Kerr effect. Finally, a recovery of 

the phase shift to positive values is observed for fused silica, which does not occur for sapphire. 

This recovery is due to the formation of self-trapped excitons (STE) in fused silica, which 
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contribute optically with an increase of the refractive index (third term of equation (2.9), being 

𝑛𝑆𝑇𝐸 the density of STE and  𝜔𝑆𝑇𝐸 the resonance frequency of STE). 

Operating in transmission, this technique also provides information about the relative absorption 

experienced by the sampling beam, obtaining information about the imaginary part of the 

refractive index. However, it has two main disadvantages. First, only transparent materials or very 

thin films on transparent substrates can be studied. Second, the sampling beam does not only 

probe the surface (where the energy deposition is highest) but also collects laser-induced changes 

occurring in deeper regions, effectively providing and average measurement in depth. As a 

solution for clarifying emerging ambiguities, it has been proposed to combine this technique with 

femtosecond-resolved microscopy [39].    

2.3 An experimental case study: visualizing bound and free 

electrons with time-resolved microscopy 

In this section, we present an experimental example that allows us to temporally observe and 

characterize the transient and permanent optical changes produced by bound and free electrons. 

In particular, the chosen  material is lithium niobate (LiNbO3, optical bandgap of ~3.5 eV), an 

interesting dielectric material with exceptional electrical and optical properties that give rise to 

its use in a large number of applications in photonics [40]. The results presented here are a 

summary of the research by Garcia-Lechuga et al. [24,41,42]. They also include investigation of 

the material ablation dynamics (experimental and modelling) and characterization of the long-

lasting photorefractive effect. 

 

 

Figure 2.9. (a) Sketch of the femtosecond-resolved microscopy set-up. BBO: Beta barium borate crystal for second 

harmonic generation. BS: Beam Splitter; CCD: charge-coupled device (Camera). (b) Time-resolved surface reflectivity 

images (𝜆𝑝𝑟𝑜𝑏𝑒 = 400 𝑛𝑚) of lithium niobate at short delay times (see labels) after exposure to a pump pulse (𝜆𝑝𝑟𝑜𝑏𝑒 =

800 𝑛𝑚, Δ𝑡 =130 fs, 𝐹 =2.1 J/cm2) incident at 53𝑜  . The image labeled as infinite corresponds to the state of permanent 

modification (recorded 1 second after pump exposure). 

The experimental pump-and-probe set-up used for recording time-resolved images of an excited 

surface is sketched in Figure 2.9 (a). The irradiation/probing process starts by selecting a single 
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pulse from a femtosecond laser amplifier (𝜆 = 800 𝑛𝑚, pulse duration 130 fs). This pulse is 

divided into a pump and a probe pulse by means of a beam splitter. The pump pulse, which is more 

energetic, is focused onto the sample surface at an angle of 53𝑜. Because of this oblique angle of 

incidence, the excitation spot intensity distribution has an elliptical Gaussian shape (59 µm x 97 

µm 1/e2-diameters). The probe beam is frequency-doubled (𝜆𝑝𝑟𝑜𝑏𝑒 = 400 𝑛𝑚) by a non-linear 

BBO crystal. This step is important to allow discrimination of the probe light from the scattered 

pump light by means of a narrow spectral bandpass filter when imaging the sample surface. The 

probe light is directed to a microscope objective to illuminate the sample surface, and the 

reflection is recollected by the microscope and finally directed to a CCD camera. The time delay 

between pump-and-probe pulse is controlled with a motorized delay line introduced in the pump 

beam path. This allows recording images of the sample surface at different time delays after the 

arrival of the pump pulse. 

Figure 2.9 (b) shows several images of the sample surface, for delays ranging from 50 fs to 900 fs 

after being exposed to a pump pulse with a peak fluence of 2.1 𝐽/𝑐𝑚2. The recorded images have 

been normalized, using as a reference an image recorded before irradiation. At the center of the 

irradiated region, where the local fluence is maximum, the reflectivity initially decreases before 

undergoing a subsequent increase. Interestingly, the reflectivity behaviour observed in the outer 

region of the irradiated zone is the opposite, with an initial fast increase followed by a subsequent 

decrease. The origin of each of these two observations, central region and outer ring, are explained 

in more detail in the next sections. 

As a last general comment, the consequence of image normalization is that the observed 

parameter is not the reflectivity, but the relative reflectivity, 𝑅𝑟𝑒𝑙 . This 𝑅𝑟𝑒𝑙  relates to the 

reflectivity as, 

𝑅𝑟𝑒𝑙 =
𝑅

𝑅0
 (2.10) 

Being 𝑅0 the reflectivity of the unexcited surface, that can be calculated with the tabulated data of 

refractive indexes and applying the Fresnel relationship shown in equation (2.8). 

2.3.1 Visualizing the influence of bound electrons: Kerr effect 

In this subsection, the origin of the annular reflectivity change shown in Figure 2.9 (b) is analysed.  

It is worth emphasizing that this ultrafast response, since it is off-center, appears at a considerably 

lower fluence than the peak fluence and corresponds to a local fluence of aprox. 1.5 𝐽/𝑐𝑚2. As can 

be seen in Figure 2.10 (a), this local fluence corresponds to the subablative regime, since most of 

the high reflectivity ring lies outside the ablated crater (image labelled with ∞).  

Much more information can be extracted from this data by analysing the temporal evolution of 

the reflectivity at the central part of the ring, represented with a cyan circle in Figure 2.10 (a). 

Figure 2.10 (b) shows the obtained reflectivity evolution, where each point represents the 

measured transient reflectivity at that local fluence for each of the recorded images. This ultrafast 

increase and decrease of reflectivity suggest that this is ultrafast transient phenomenon, in the 

absence of ablation. Therefore, this reflectivity change can be associated to an interaction of the 

pump laser light with the bound electrons in the valence band, instead of free electrons in the 

conduction band. Bound electrons that are excited with the intense electric field (pump pulse) 
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produce a change in the optical properties of the material, a non-linear process known as the Kerr 

effect. This effect relates the dependence of the refractive index, 𝑛 (𝑡), with the irradiance, 𝐼(𝑡), as 

a function of time, being mathematically expressed as, 

𝑛 (𝑡) = 𝑛0 + 𝑛𝑁𝐿𝐼(𝑡) (2.11) 

where 𝑛0 is the refractive index of the unexcited material and 𝑛𝑁𝐿 is the non-linear refractive 

index. 

 

 

Figure 2.10. (a) Time-resolved surface reflectivity images (delay times are labelled). The cyan circle represents the 

lateral position corresponding to a local fluence equal to 1.5 𝐽/𝑐𝑚2 .  The dark ring that appears in the image labeled as 

infinite marks the border of the ablation crater. (b) Transient reflectivity curve extracted from time-resolved images 

(a) at a local fluence slightly below the ablation threshold.  

Since the change in 𝑛 is proportional to 𝐼, and the reflectivity is observed to increase when 𝑛 

increases, the peak reflectivity observed in Figure 2.10 (b) corresponds to the moment when the 

sample is subjected to the intensity peak of the pump pulse. This peak irradiance is calculated to 

be 𝐼 =  10.5 𝑇𝑊/𝑐𝑚2, considering the local fluence of 1.5 𝐽/𝑐𝑚2 and knowing the pulse has a 

Gaussian temporal shape of 130 fs at full width at half maximum (FWHM). 

This observation has a practical consequence, the precise observation of the pump pulse arrival 

at the sample surface. This is an important observation for pump-and-probe experiments, since it 

allows to determine the so-called zero delay, marking the origin in time of the laser-matter 

interaction processes that follow. 

Additionally, the non-linear refractive index, 𝑛𝑁𝐿, can be retrieved with this experimental data. 

Experimentally, a maximum increase in reflectivity of  𝛥𝑅 = 5.9% is observed, for a local 

irradiance of  I = 10.5 TW/cm2 . By using the relationship shown in equation (2.8), the increase of 

refractive index corresponding to this increase of reflectivity is 𝛥𝑛 = 0.074 can be obtained. 

Knowing that the initial reflectivity of lithium niobate at the pump laser wavelength (800 nm) is  

𝑅0 = 0.175 (with 𝑛0 = 2.44), and taking into account the Kerr effect dependence of the refractive 

index with the irradiance (equation (2.10), the non-linear refractive index of lithium niobate can 

be estimated as:  𝑛𝑁𝐿 ≈ 7.3 · 10
−3𝑐𝑚2/𝑇𝑊. This value is consistent with the ones found by other 

groups [43,44]. 
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2.3.2 Free electron generation and physical mechanisms 

In this subsection, the reflectivity evolution at the spot centre is analysed, where the local fluence 

(𝐹 = 2.1 𝐽/𝑐𝑚2) corresponds to excitation levels above the ablation threshold. Figure 2.11 (b) 

shows the temporal evolution of the sample reflectivity, where each point represents the 

measured transient reflectivity at that local fluence for each of the recorded images, as 

represented in Figure 2.11(a) with a yellow triangle. In this graph, the reflectivity is observed to 

initially decrease before undergoing a subsequent increase, reaching a maximum value for a delay 

of 750 fs, which is a completely different behaviour from the one observed in  Figure 2.10 (b).  

This behaviour corresponds to a regime in which laser-induced generation of free electrons 

determines the optical response.  This is demonstrated by simulating, employing the Drude model, 

the reflectivity change when increasing artificially the free electron population in lithium niobate. 

The result of this calculation is represented in Figure 2.11 (c). It can be seen that the shape of both 

curves (experimental and modelled) is essentially similar, featuring an initial drop in reflectivity, 

followed by a steep rise caused by the further increase in free carrier density. Therefore, the 

observed maximum reflectivity in Figure 2.11(b) corresponds to the moment of maximum free 

electron generation. From Figure 2.11(c) the maximum free electron density can be estimated by 

identifying the point that corresponds to the experimental maximum reflectivity, obtaining 

𝑛𝑒,𝑚𝑎𝑥 ≈ 6 · 10
22𝑐𝑚−3. 

 

Figure 2.11. (a) Time-resolved surface reflectivity images (delay times are labelled). The yellow triangles represent the 

spatial position corresponding to a local fluence equal to the peak fluence, 2.1 𝐽/𝑐𝑚2 (b) (yellow triangles) Transient 

reflectivity curve extracted from the time-resolved images shown in (a) above the ablation threshold, corresponding to 

the center of the irradiation spot. (cyan circles) Data taken from Figure 2.10 (b). (c) Simulation of the surface reflectivity 

as a function of the free electron density, using the Drude model. The dashed horizontal line indicates the maximum 

reflectivity observed experimentally, and the vertical line indicates the free electron density corresponding to that 

reflectivity.  

An important observation derived from these results is that the reflectivity peak is reached 550 fs 

after the pump pulse intensity peak (maximum of the Kerr effect). This observation indicates the 

existence of a delayed electron excitation mechanism, such as impact ionization. This issue has led 

in the past to a vivid debate and some controversial results [22,37,45,46]. This study, with a 

precise and reliable determination of the zero-delay based on the observation of Kerr-effect, and 

direct space-and-fluence resolved measurements, confirms the presence of delayed carrier 

generation, at least for this material (LiNbO3). 
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2.4 Summary 

In this chapter it was reviewed the relevance of electronic excitation in the field of laser processing 

of materials. The first part of the chapter described the optical properties of materials, according 

to their nature (conductive or dielectric) and to the spectral range of interest. These optical 

properties make possible to explain the mechanisms of light absorption, both under low and 

under intense irradiation conditions, such as those produced by ultrashort laser pulses. In 

particular, the mechanisms of non-linear absorption and impact ionization that occur in dielectric 

materials are described in detail. The second part of the chapter reviews different experimental 

ultrafast imaging techniques, whose interest lies in its capacity to characterize the excitation and 

transformation dynamics of materials after irradiation. These techniques, usually referred as 

pump-probe techniques, provide access to the optical transient changes by measuring reflectivity 

changes (including ellipsometry), transmission evolution or phase shifts. Depending on the time 

delay of observation, the optical changes can be associated to different processes, as the free 

electron generation occurring at ultrashort time delays or subsequent transformation effects, as 

material melting or material ablation.  Finally, in the third part of the chapter, an experimental 

case of study was shown:  the excitation dynamics of a dielectric material by using time-resolved 

microscopy. By the analysis of images recorded at different time delays, it was characterized the 

ultrafast non-linear Kerr effect, associated to the interaction with bound electrons in the valence 

band, and the free electrons generation dynamics, which allows to retrieve the relative role of the 

different ionization mechanisms. 
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3.  Ultrafast-laser high electronic excitation for 

nano-acoustic wave generation: new horizons 

in the materials probing 

Nektarios A. Papadogiannis * 

To probe the ultrafast high electronic excitation phenomena that occur on the surface or inside 

the bulk of materials, at proper time scales, it is required to develop laser secondary sources that 

offer the ability of monitoring phenomena deep in the matter with extremely small 

spatiotemporal windows. Although laser technology provides electromagnetic sources in the 

visible and near-infrared light (ultra-short lasers technology) their penetration inside the 

materials is often very small and the observation capacity is limited in the very few surface layers 

of materials, i.e. for metals is of the order of few nanometers. In this chapter we will present laser 

secondary sources of nano-mechanical waves that will be, in our opinion, the future of 

nanoimaging of materials in small spatial dimensions much less than a micrometer and in very 

short time scales in the order of picoseconds or less. All presented here ultrasonic sources could 

penetrate matter in micrometer or even in millimeter scales thus are able to probe the bulk. These 

sources are the picosecond longitudinal ultrasonic mechanical pulses generated by the localized 

interaction of ultrafast laser pulses with the metallic film lattices.  

                                                             
 Contact: npapadogiannis@hmu.gr 



42  Chapter 3 

   

 

3.1 Introduction 

In the last decades, there exist a fast development of ultrafast laser pulse technology providing 

laser pulses with duration well below 1 ps with the state of the art in our days to be in the order 

of few as (1 as=10-18 s). Initially, by mode-locking various chromatic components of a broadband 

fluorescence of an appropriate active laser material light pulses less than 1 ps down to few fs are 

routinely developed. Since the duration of such pulses is very short, even if the energy per pulse 

is in the nJ region, their power easily reaches the 1 MW per pulse.  

In early nineties, the Nobelists Gérard Mourou and Donna Strickland [1] discover a method to 

increase considerably the energy of ultrafast pulses without destroying the optical parts of the 

laser cavity. Their method is the Chirp Pulse Amplification (CPA) [2]. By spreading the energy of 

various chromatic components in different times (chirp) in an optical stretcher, they were able to 

safely amplify the light in an optical amplifier and then compress back the laser pulse to its 

Fourier-Limited duration in an optical compressor. This technique allows to increase the energy 

per pulse from the nJ to the mJ region and by using many stages of optical amplifiers and vacuum 

compressor to a maximum of about 100 J. Thus, the ultrafast laser pulse power reaches, today, in 

values of the order of few PW.  

At the same period there were parallel tries to decrease the pulse duration from about 10-20 fs 

that allows the natural fluorescence spectrum of some laser materials (eg. Titanium Sapphire 

crystals) down to 5 fs region, i.e., only few optical cycles of the laser EM field [3]. The time–

bandwidth product of a laser pulse shows whether the spectral width is the necessary for the 

given pulse duration. For a few-cycle laser pulses, a bandwidth of more than 200 nm is necessary 

in the optical and NIR region. This cannot be fulfilled by the natural fluorescence bandwidths of 

the common laser materials. Therefore, non-linear technique of the self-phase modulation (SPM) 

is used. The SPM of the Electric femtosecond laser field inside a neutral gas hollow capillary gave 

the best results for spectral broadening. The chirp of these broad bandwidth pulses spans, 

sometimes, in more than one color octave is taken back through specially design chirp multilayer 

mirror compressor [4].  This way, pulses with duration of few fs are generated. The nowadays 

technology allows for optoelectronic techniques in order the carrier envelope phase of such pulses 

to be monitored and controlled in pulse-to-pulse frame. Thus, the maximum E-field of the laser 

pulse can be kept constant, fact important for the non-linear interaction of these high-power 

pulses with the matter. Off course, the laser pulse quality includes additional aspects such as 

details of the temporal and spectral pulse shape, such as the presence of temporal or spectral 

pedestals or side lobes.  

Furthermore, the need for even shorter than fs laser pulses should be based on a different region 

of spectrum, i.e., VUV or XUV. The non-linear phenomenon of high harmonic generation (HHG) is 

typically used to extend the laser coherent light to VUV and XUV spectral region [5]. In this 

phenomenon, a fs laser pulse excited the external electrons in the continuum by tunneling effect. 

After half E-field laser period the sign of the E-field changes and the electrons are driven back to 

the atomic nuclei. This happens twice the laser E-field period and the electrons oscillating around 

the atomic core. Every time that an electron approaches the atomic core a non-zero probability to 

be captured exist. The electron re-capturing from the atomic core accompanied by the emission 

of high energy photon. The maximum energy of the photon depends on the atomic target 

ionization potential the ponderomotive energy that the electron gains by its oscillation from the 
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laser E-Field around the atomic nuclei. Since the phenomenon occurs twice per laser period which 

is, for optical laser ~2-3 fs, the secondary emitted photon has a spectrum of individual odd 

harmonics covering the spectrum from the UV up to soft-Xray EM-field region [6-8]. The first idea 

for as laser pulse generation is based on the mode-locking of these harmonic coherent spectral 

lines and thus XUV light can be localized in a “train” of attosecond wagons [9]. The experimental 

demonstration of such ideas appears few years after the theoretical proposal [10,11]. 

Additionally, the same idea is used for a single as laser pulse fabrication [12]. Now, the XUV 

generating IR laser pulse last no more than 1-2 laser period and thus the harmonic spectrum in 

the cut-off region is continuous. By Fourier adding this part of spectrum single as pulses are 

generated and measured. 

All these evolution of ultrafast laser pulses enable a numerous direct application starting for the 

monitoring of phenomena happening in microcosmos and even in the atomic level.  Among them 

is worthy to refer to a) the femto-chemistry ideas by Nobelist Ahmed Zewail [13] that monitoring 

chemical reaction in their natural time scales and control them, b) the nanoscale fs Laser-material 

processing which is now a major component of the manufacturing process [1], c) the novel kinds 

of laser surgery are now available that utilize ultrafast high-intensity laser processing of tissue, 

i.e., Laser-Assisted In-Situ Keratomileusis (LASIK) [14], where the laser pulse scalpels to make 

incisions in the eyeball in order to improve eyesight, d) the tries for ultra-intense and ultrafast 

laser-driven inertial confinement fusion for energy production [15]. 

Furthermore, more important seems to be the applications of the secondary sources in the 

interaction of ultrafast and ultra-intense laser pulses with matter. Among them are: i) the 

generation of localized nano-acoustic (mechanical) pulses with picosecond duration and down to 

few nm carrier wavelengths, ii) the nanoscale coherent sub-fs XUV EM pulses (HHG) and iii) the 

microscale coherent X-Ray betatron-type sources generated by the accelerated electrons inside 

the plasma waves (Laser weak Field Acceleration – LWFA) induced by the interaction of an ultra-

intense relativistic laser with a gas target [16].  

The physics and technology of the generation of such secondary laser sources, the role of the high 

electronic excitation on their final characteristics and their applicability on the probing materials 

in unexplored spatiotemporal limits is crucial.  

In this chapter, it will be presented a tutorial review of the research that take place in Institute of 

Plasma Physics and Laser of the Hellenic Mediterranean University on the physics and technology 

of ultrafast laser generated nano-acoustic waves and their specific application in material probing. 

3.2 The role of the metals as optoacoustic transducers 

Since a reasonable elementary model for a metal is that of an isotropic free electron gas, which is 

a highly linear system when excited by electromagnetic waves, the non-linear mechanisms are 

very weak. Thus, experimental investigations require relatively high optical power laser sources 

and are performed very close to the damage threshold of the metal surfaces. The damage takes 

place when the lattice temperature exceeds the melting point of the metal. 

The only way to apply very intense electromagnetic fields on a metallic surface, without 

destroying it, is to use ultrashort laser pulses. When the laser pulse is shorter than the electron-
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phonon energy relaxation time, the electrons are rapidly thermalized in a high temperature 

Fermi-Dirac distribution, but the lattice remains at relatively low temperature due to its high 

specific heat [17,18]. After a few picoseconds (or faster), electron energy relaxation occurs in the 

lattice [19-22]. 

The penetration depth of a laser beam in a metal, is of the order of few 10 nm for the wavelength 

range of the lasers used in these studies. In fact, the thickness of a metallic surface that participates 

in the above-mentioned phenomena is of the order of a few 10 nm. 

In the Sommerfeld theory, a metal is described, quantum mechanically, by a step potential model 

as shown in Figure 3.1. The electrons are free to move in the left part of the step potential (bulk). 

The electronic energy states can be calculated quantum mechanically [23]. Pauli exclusion 

principle requires a Fermi-Dirac distribution for the electrons. The electron occupation 

probability of a state with energy E is given by the expression: 

𝑓(𝐸) =
1

1 + 𝑒
𝐸−𝐸𝐹
𝑘𝐵𝑇

 
(3.1) 

Where EF is the Fermi energy of the metal, kB is the Boltzmann constant and T is the electrons 

temperature.  The range of Fermi energies, for the densities of metallic elements, is between 1.5 

and 15 eV [23]. 

 

 

Figure 3.1. The electrons on a metallic surface are attracted by the bulk positive ions and the potential of this attraction 

can be described by a step potential. When an external electromagnetic field excites the electrons of the metal three 

phenomena may occur: Multiphoton absorption, harmonic generation and non-radiative energy decay by electron-

electron and electron-phonon scattering [24].  

The electrons on a metallic surface are attracted by the bulk positive ions and the potential of this 

attraction can be described by a step potential.  When an external electromagnetic field excites 

the electrons of the metal three phenomena may occur: Single and multiphoton absorption and 

re-emission, harmonic generation and non-radiative energy decay by electron-electron and 

electron-phonon scattering. In the above feature the external fields are assumed to be unable to 

change the profile of the surface potential -perturbation region- but at the same time are intense 

enough to induce multiphoton phenomena. The thick metal can be described by the one-
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dimensional step potential. This dimension is the one perpendicular to the surface, because in the 

plain of the metal surface the electrons are free particles and cannot absorb any photons. If z is 

the axis perpendicular to the metal surface which lies at z=0, the one-dimensional potential step 

is given by: 

𝑉(𝑧) = {
−𝑉𝑜 𝑓𝑜𝑟 𝑧 ≤ 0
   0  for 𝑧 > 0

  
(3.2) 

The band theory is the basis of the distinction between metallic conductors, semiconductors and 

insulators. In the case of insulators, all the lower bands are full, the first empty band being 

separated by a relatively large band gap from the upper empty one. In the case of semiconductors, 

thermal excitation of electrons across the band gap occurs, leaving a few empty states in the lower 

band and a few filled states at the bottom of the almost empty band. In the case of metals having 

a partially filled upper band (conduction band), all the states are partially filled within a region of 

kBT around the Fermi level. For some cases, a crystal has metallic behavior due to overlapping of 

the two upper bands, one with few empty states and another one with few filled states.   

Even the conduction electrons of a metal are not completely free particles. The electrons interact 

predominantly with the phonons (lattice vibrations) and in special situations with other electrons. 

The number of phonons in any normal mode is given by the Bose statistics and it is expressed by 

the equation [24]: 

𝑛𝑞 =
1

𝑒
𝐸𝑝ℎ𝑜𝑛
𝑘𝐵𝑇𝐿

 
− 1

 
(3.3) 

where Ephon is the energy of the phonons and TL is the lattice temperature. 

In the electron-phonon interaction creation or destruction of one phonon may occur. Assuming a 

constant density of states, the electron phonon scattering time depends on the total probability 

for a phonon scattering event. The phonon creation probability is proportional to nq+1 and the 

destruction one is proportional to nq [25]. Since nq is temperature dependent, the electron-photon 

relaxation rate depends on the lattice temperature [23,26]. 

In the limit, where the lattice temperature is higher than the Debye temperature, TD, nq in (3.3) is 

equal to kBT/Ephon. This happens because TD is the respective temperature of the most energetic 

phonons. In this situation, the electron-phonon relaxation collision time, τe-ph, i.e., the time 

between two scattering οf an electron by phonons, is inversely proportional to the lattice 

temperature.  Note that, in each electron-phonon scattering, only a few percent of the electron 

energy is transferred for the phonon creation, which, typically, have energy a few meV. Thus, an 

electron with an energy of a few eV, above the Fermi level, requires more than one thousand 

scatterings to transfer its energy to the lattice. The statistical average time, which an excited part 

of the electron gas above the EF requires to relax giving its energy to the lattice is the electron-

phonon energy relaxation time. The energy relaxation is one or two (or more) orders of magnitude 

longer than the electron-phonon scattering time. According to the Fermi liquid theory, i.e., 

consequences of the exclusion principle on electron-electron scattering near the Fermi energy, an 

electron cannot be scattered by another electron, if the first one is less or equal to the Fermi-
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energy [23]. Suppose, for example, that the N-electron state consists of a filled Fermi-sphere 

(Te=0), plus an excited electron of energy E1 slightly higher than EF. 

For this electron to be scattered, it must interact with another electron of energy E2. In our case, 

E2 is less than EF, since only the states with energy lower than EF are occupied. The Pauli exclusion 

principle requires that the two electrons must scatter into unoccupied levels, effectively greater 

than EF. Thus, E1>EF, E2<EF, E3,4>EF. Additionally, energy conservation requires: E1+E2=E3+E4. 

The above conditions are not satisfied together, except in the limited case where E1=E2=E3=E4=EF. 

Thus, the allowed wave vectors for electrons 2,3,4 occupy a region of k-space of zero volume, (i.e., 

the Fermi surface), and therefore give a vanishingly small contribution to the cross-section of the 

process. Consequently, the lifetime of an electron at the Fermi-surface at T=0 is infinite. 

In the case where E1 is larger than EF, the available phase-space for the scattering process is a 

shell of thickness of order Ε1-EF. This leads to a scattering rate of order ~(Ε1-EF)2. The quantity 

appears squared rather than cubed, because once E2 and E3 have been chosen within the shell of 

allowed energies, energy conservation allows no further choice for E4. In fact, very low excitation 

in elastic region, the electron Fermi-Dirac temperature has a minimum value equal to the room 

one, i.e., ~ 0.025 eV. This provides an additional range of choice of the order of kBT because there 

will be partially occupied levels in a shell of width kBT around the EF. Combining the above 

considerations, we can express the electron-electron scattering rate as [23,24]: 

1

𝜏𝑒−𝑒
= 𝑠1(𝐸1 − 𝐸𝐹)

2 + 𝑠2(𝑘𝐵𝑇)
2 

(3.4) 

where the coefficients s1, s2 are independent of E1 and T. 

For a metallic material, the energy of the femtosecond laser pulse is initially absorbed by the 

electrons, thus altering their thermal energy and temperature. Note, here that at the very initial 

times of the interaction the energy distribution of the electrons doesn’t obey a Fermi-Dirac 

distribution (non-thermal electrons) and thus the use of the term “temperature” is abusive. Fastly, 

in few tens of femtoseconds, the electron gas is thermalized mainly through electron-electron 

collisions and an initial Fermi-Dirac electron distribution is formed.  The electron thermal energy 

is then transferred to the phonons via electron-phonon interactions; therefore, a part of the 

electron thermal energy diffuses in the sample. The electron heat capacity is much smaller than 

that of the lattice, thus the electrons acquire a higher temperature than the lattice. During this 

non-equilibrium process a localized acoustic strain pulse wave is generated by the sudden 

transport of excess electron energy to the lattice.  

Metals with strong electron-phonon coupling constant seems to be the best optoacoustic 

transducers. In this scheme, the electron and lattice temperatures are modeled separately in the 

metal surface using the Anisimov heat equations [17,24]. The dimension of the area illuminated 

by the laser pulse is assumed to be large compared to the absorption length and the total lattice 

length of the sample. Therefore, the problem can be solve only in one-dimensional (z-direction is 

normal to the metal surface). The basic equations of electron temperature Te and lattice 

temperature TL spatiotemporal evolution are:  
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𝐶𝑒
𝜕𝛵𝑒(𝑧, 𝑡)

𝜕𝑡
= 𝑘

𝜕2𝛵𝑒
𝜕𝑧2

− 𝑈(𝛵𝑒 , 𝛵𝐿) + 𝐺(𝑧, 𝑡) 

𝐶𝐿
𝜕𝛵𝐿(𝑧, 𝑡)

𝜕𝑡
= 𝑈(𝛵𝑒 , 𝛵𝐿) 

(3.5) 

where Ce,  CL, are the heat capacities of the electrons and lattice,  respectively, and k is the electron 

thermal conductivity. The term U(Te, TL) corresponds to the amount of energy per unit volume 

and per unit time transferred from the electrons to the lattice, and is given by  U(Te, TL)=G× (Te - 

TL) where g accounts for the electron-phonon coupling constant. The laser pulse power density is 

G(z, t) = a I0 e-az I(t) where a is the surface absorptivity (equivalently, ζ=1/a is the absorption 

length), I0 is the incident laser peak absorbed intensity and I(t) is the temporal  profile of the laser 

pulse which here is assumed to be  Gaussian with a characteristic duration, τ, the full temporal 

width at half maximum (FWHM). The equation for the electron temperature (3.5) is a non-

homogenous heat equation, while the equation for the lattice temperature is coupled to the 

electron one through the interaction term U (Te, TL). 

 

 

Figure 3.2. Typical solution of Anisimov coupled equations (3.5) at a surface of a noble metal (Ag) after an excitation of 

a 35 fs laser pulses with a peak intensity ~1012 W/cm2. The electron temperature, Te, is shown with the black line while 

the lattice temperature, TL, is shown with red line. 

Typical solution for electron and lattice temperature of Anisimov coupled equations (3.5) at a 

surface of a noble metal after an excitation of a 25 fs laser pulses with a peak intensity ~1012 

W/cm2 is illustrated in Figure 3.2. The maximum of the laser intensity is taken at time t=0. It is 

clear that the initial fast (less than a ps) electron temperature rise is followed by a relatively slow 

decrease while, at the same scale, the lattice temperature is also slowly increase. After about 10 

ps from the laser excitation a thermal equilibrium between electron gas and lattice is reached. 

Note that, the lattice temperature increases in few picosecond timescales. Take also into account 

that laser energy absorption is localized in a range of a few tens of nanometres. These effects are 

the triggering for the generation of a very high and localized strain pulse that moves outwards the 

interaction region in all directions. 
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3.3 Ultrafast longitudinal ultrasonic waves generated by 

ultrafast lasers 

The generation and characterization of very-high frequency nano-acoustic waves in 

metal/substrate layered systems by ultrafast laser pulses has been a subject of primary interest 

in the field of ultrafast laser-matter interaction [27-32]. After ultrafast laser excitation, very-high 

frequency nano-acoustic waves are generated that propagate at all directions outward the 

interaction region. Various laser-based optical experimental techniques have been implemented 

for the study the dynamics [30-32] of said waves. Femtosecond laser pulses are used to generate 

longitudinal nano-acoustic pulses of sub-THz frequencies in metal/semiconductor layered 

systems. A variety of experimental laser-based techniques is employed among with appropriate 

theoretical simulation models to study and understand the spatiotemporal dynamics and the 

physical mechanisms following ultrafast laser electron excitation. For example, femtosecond laser 

pulses were used to excite different metal thin-film transducers deposited on Si(100) monocrystal 

thick substrates to examine the role of the optoacoustic transducer [32]. Utilizing a degenerate 

femtosecond pump-probe transient reflectivity technique giant longitudinal nano-mechanical 

strains transferred in semiconductor substrates was observed, manifested experimentally as 

strong Brillouin oscillations. To explain the experimental findings, theoretical thermo-mechanical 

approaches based on a revised two-temperature model and elasticity theory are developed. 

Furthermore, the influence of femtosecond laser pulse chirp on the laser-generated longitudinal 

acoustic strains in metal/semiconductor substrates is studied. Experimental results show that 

acoustic strains, manifested as strong Brillouin oscillations, show that the dependence of the 

Brillouin amplitude and the lattice strain is a non-monotonous function of the laser chirp 

parameter are more effectively induced when negatively chirped femtosecond laser pulses pump 

the metallic transducer [33]. A detailed thermomechanical model satisfactorily supports the 

experimental findings. The model is based in a modified thermo-mechanical model based on the 

combination of a revised two-temperature model and elasticity theory which considers the 

instantaneous frequency of the chirped femtosecond laser pump pulses for the first time. That 

way shows that the suppression or enhancement of the induced nanoacoustic strain amplitude is 

possible to be controlled with an all-optically scheme that affects the initial high electronic 

excitation in the optoacoustic transducer [33]. 

3.3.1 Degenerate femtosecond transient reflectivity method for the 

generation and detection of longitudinal nano-acoustic waves in 

nano-structures materials  

The femtosecond degenerate transient reflectivity experimental arrangement is schematically 

depicted in Figure 3.3. Typically few μJ femtosecond Laser pulses are derived from a Ti:Sapphire-

based amplifier, at a high repetition rate typically of 1 kHz, having a FWHM time duration in the 

order of a few tens of fs, and center wavelength of ~800 nm. The amplifier’s output is split into 

pump and probe beams. Typically, the pump and probe are orthogonally polarized by means of a 

low dispersion λ/2 waveplate. The pump beam is incident perpendicularly to the metal film 

surface, loosely focused by means of a spherical broad bandwidth metallic mirror to achieve a 

fluence of ~10 mJ/cm2, which is within the thermoelastic regime for most metals. The probe beam 
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was incident at an angle of ~45° relative to the pump beam, focused by means of a parabolic metal 

mirror, while its fluence is kept at significantly lower levels compared to the pump to avoid 

contribution to the excitation dynamics [32,33]. 

 

 

Figure 3.3. Typical femtosecond degenerate transient reflectivity experimental arrangement for nano-acoustic 

generation strain and echo detection. Left is the detail of the beams in the vicinity of the sample probed [32]. 

An imaging system is used to monitor the relative position and size of the pump and probe beams 

on the interaction area. A variable high accuracy (<1 fs) optical delay is introduced between the 

pump and probe pulses, by means of motorized stage. Since the reflectivity changes from 

acoustical echoes is very tiny the detection of reflectivity changes take place with a lock-in 

detection technique. For the use of the lock-in a mechanical chopper modulates the pump beam 

at a certain frequency. A small portion of the probe beam is split before the target and is directed 

onto a balanced photodiode along with the probe beam reflected from the sample surface. The 

output of the photodiode is the difference of these two signals. The balanced photodiode output 

signal is directed to a dual channel lock-in amplifier which detects signal differences at the pump 

beam modulating frequency. This detection scheme allows for reflectivity changes of the order of 

~10-6 to be resolved. Specially developed software is used to simultaneously control the temporal 

delay and detection instruments, and for data recording.   

The incident pump laser energy is partially absorbed from the metallic film within few 

nanometers and is finally converted into metal lattice movement, thus generating a localized 

acoustic longitudinal strain pulse in the metal film. A small portion of the laser pump beam is also 

transmitted into the substrate, for example for 25 nm thick Ti metal and Si substrate is typically 

~15%. This transmitted energy for all cases is typically not sufficient for any measurable 

excitation in the substrate. Strain reflections from the metal/substrate interface can appear in the 

transient reflectivity data at time delays multiples of τ = 2dm / um, where dm is the thin metal film 

thickness and um is the longitudinal sound velocity in the metal.  

The generated in the metal longitudinal acoustic strain wave enters and propagates inside the 

substrate. The coupling efficiency of the strain into substrate is determined by the acoustical 

impedance matching between the metallic material and the substrate. The metal films should be 

Optical delay line 

Laser pulses τ
p
=35fs 

pump 

probe 

λ/2 

Optical 

chopper 

PC 

Lock-in 

 
D-PD 

Sample 

Spherical mirror 

Parabolic mirror 

 mirror 

BS 

Lens 
M 

Beam  

Splitter 
M 

M 

M 

M 

M M 

M 

M 

BS 



50  Chapter 3 

   

 

sufficiently thin for a fraction of the probe pulse to enter the substrate area and to probe the strain 

wave as it propagates inside it. The probing process is as follows (Figure 3.3): a fraction of the 

probe beam is initially reflected upon incidence on the metal/substrate sample (Rpr1). The small 

fraction of the probe beam that is not absorbed from the thin metal film is transmitted into the 

substrate (Tpr1). Part of the probe beam that enters the substrate will be reflected from the 

longitudinal strain wave and travels back towards the metal/substrate sample surface 

experiencing absorption and reflection losses at the interfaces. Eventually, a small fraction of the 

probe beam will be transmitted out of the metal surface (Tpr2). The observed signal is the 

interference of Rpr1 and Tpr2 beams, manifested as oscillations. The period of the observed 

oscillations effectively corresponds to a 2π optical phase difference between the Rpr1 and Tpr2 

beams. This prerequisite that the longitudinal acoustic strain has to travel a distance that 

corresponds to an optical delay of the probe beam ~2.7 fs, which is the probe beam E-field period 

(for 800 nm laser), ET. Maxima in the oscillations are observed when the optical time delay 

between the Rpr1 and Tpr2 pulses is an integer multiple of the E-field period (i.e. k ET, where k = 1, 

2, 3…). Since the E-field of the interfering pulses (Rpr1 and Tpr2) has a Gaussian-like temporal 

envelope (with τFWHM ~20-40 fs), as the relative temporal delay between them increases, their 

interference oscillations amplitude decreases. These oscillations are the so-called Brillouin 

oscillations, and they originate from the Brillouin scattering mechanism.  Another way to 

understand the same phenomenon is to apply Bragg condition, so that the optical path difference, 

dopt between two successive maxima must be equal to the probe wavelength, λ (constructive 

interference between Rpr1 and Tpr2). Therefore [32]: 

𝑑𝑜𝑝𝑡 = 2𝜏𝑜𝑠𝑐  𝑣 =
𝐸𝑇𝑐

𝑛
=
𝜆

𝑛
⇒ 𝑓𝐵𝑟 =

2𝑛𝑣

𝜆
 (3.6) 

which is the well-known Brillouin scattering frequency (for normal incidence) observed when 

light experiences refractive index variations inside an optically transparent material due to lattice 

deformations.  λ is the central wavelength of the EM wave, v is the sound speed inside the material, 

n is the index of refraction of the material and fBr is the Brillouin oscillation frequency. The period 

of these oscillations is given by: 

𝜏𝑜𝑠𝑐 =
𝜆

2𝑛 𝑣 𝑐𝑜𝑠𝜃
 (3.7) 

where θ is the scattering angle. Brillouin scattering is an interaction between an electromagnetic 

wave and the crystalline lattice matter waves. In most of the cases the photons of the 

electromagnetic wave lose energy (Stokes process) and the energy is transformed in one of the 

three quasiparticle types (phonon, polariton, magnon). Of course, there exist the opposite 

transition where the photon absorbed one quasiparticle and increase its energy (anti-Stokes 

process).  

3.3.2 Profilometry of nanostructured materials using the longitudinal 

laser generated nano-acoustic waves 

Using the set up for pump-probe degenerate transient reflectivity described previously the 

reflectivity changes for thin free-standing films can be measured. In Figure 3.4 the reflectivity 
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changes ΔR from two Au thin films as a function of delay time between pump and probe laser 

pulses is shown. The polycrystalline Au films have different width as measured by a classical 

profilometer to be 25 nm and 100 nm. The Ti:Sa laser pulses (~790 nm) have a duration ~35 fs 

and their energy per pulse was ~20 μJ. 

 

Figure 3.4. Typical femtosecond degenerate transient reflectivity results for Au thin films using a 35fs laser pulses [33]. 

In both films there is a rapid increase of the reflectivity that attributed to fast increase (~ 100 fs) 

of the electron gas mean energy by the laser pulse absorption (single or multiphoton). Then, the 

rapid increase of R is followed by a slow recovery (> 2ps) which is obviously slower in the case of 

the thick film. This slow recovery is attributed to the transfer of electron excess energy to the 

lattice via electron-phonon scattering and the diffusion of the electron gas heat outside the 

interaction region via, mainly, ballistic electron-electron scattering. This behavior is explained 

very well by Anisimov’s equations (3.5). Note here that the slower recovery of the thinner film is 

attributed to lower energy diffusion in z-direction (perpendicularly to the surface) since the laser 

excites the whole z-depth of the film (~13 nm penetration depth). This data shown clearly that 

the excitation is localized in space within few nanometers. 

The same experiment was repeated for a semiconductor wafer, Si (100). The reflectivity change 

is also initially rapidly change but a very slow (>100 ps) recovery (that can be fitted by a two 

different slopes) is observed (Figure 3.5). This result proves that the localization of the heat 

transferred by laser pulses to the semiconductor material is in the order of ~10 μm which is also 

more or less the penetration depth of the 790 nm light inside the Si [33]. This clearly proves that 

the energy transferred by the laser to semiconductor lattice is spread over a few μm depth and 

thus cannot be considered as localized. This is the reason why no high acoustical strains is 

expected to induced is these materials where the laser penetration depth is almost macroscopic. 
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Figure 3.5. Typical femtosecond degenerate transient reflectivity results for Si(100) thick substrate without the metallic 

transducer using a 35fs laser pulses [33]. 
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Then, the experiment is repeated using a nanostructured material with a relatively thick metallic 

film (Ti) of 180 nm placed on on a thick (1 mm) Si(100) substrate. The results are depicted in 

Figure 3.6. 

 

Figure 3.6. Typical femtosecond degenerate transient reflectivity experimental results in Ti/Si multilayer sample for 

nano-acoustic generation strain and echo detection. The thickness of the Ti film is 180nm. The echo from the Ti/Si 

interface is noted with the arrow [33]. 

In Figure 3.6 the electric initial excitation is obvious with the fast increase of the reflectivity signal 

which is followed by an also fast decrease attributed to high electron-phonon coupling constant 

of the Ti metal. Then, in picosecond time scales, there is a slow increase of the reflectivity that 

attributed to lattice thermalization and electron temperature diffusion that affects also topical the 

electron gas energy. With the blue arrow is indicated a tiny but evident decrease of the reflectivity 

at about τecho=57 ps delay. This feature is originated by the reflection of the acoustical strain at the 

boundary between the interface Ti/Si. The acoustical echo of reflections at the boundary of Ti/Si, 

because of the different acoustical impedance, arrives at the surface of the Ti and is probed by the 

probe beam at the appropriate delay. Considering that the speed of sound in Ti is us~6100 m/s 

the Ti film depth can be estimated to be dTi=2us × τecho =186 nm which agrees perfectly with the Ti 

film depth ~180 nm as measured by a typical profilometer.  

The above analysis proves the applicability of the fs-laser generated ultrasonic waves to measure 

the stratification profiles of a nano-structured materials in the nanoscale. 

To understand clearly the physical processes and mechanisms participating in the picosecond 

ultrasonic profilometry. Following the analysis by Thomsen et. al. [27] the variation of the index 

of diffraction N (N=n-ik) of a material is given by: 

𝛥𝑛(𝑥, 𝑡) =
𝜕𝑛

𝜕𝜀𝑥𝑥
𝜀𝑥𝑥(𝑥, 𝑡) 

(3.8) 

            𝛥𝜅(𝑥, 𝑡) = (3.8)
𝜕𝜅

𝜕𝜀𝑥𝑥
𝜀𝑥𝑥(𝑥, 𝑡)    

where εxx is the deformation of the material in the axis of the strain propagation. Then the variation 

of the reflectivity at the surface of the material is given by [27]: 

𝛥𝑅(𝑥 = 0, 𝑡) = ∫ 𝑓(𝑥)
∞

0

𝜀𝑥𝑥(𝑥, 𝑡)𝑑𝑥 (3.9) 
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Where f(x) is the sensitivity function given by: 

𝑓(𝑥) = 𝑓𝑜𝑒
−
𝑥
𝛽 {

𝜕𝑛

𝜕𝜀𝑥𝑥
𝑆𝑖𝑛 [

4𝜋𝑛𝑥

𝜆𝜊
− 𝜑] +

𝜕𝜅

𝜕𝜀𝑥𝑥
𝐶𝑜𝑠 [

4𝜋𝑛𝑥

𝜆𝜊
− 𝜑]} 

 

𝑓𝑜 = 8
𝜔[𝑛2(𝑛2 + 𝜅2 − 1)2 + 𝜅2(𝑛2 + 𝜅2 + 1)2]1/2

𝑐[(𝑛 + 1)2 + 𝜅2]2
, 𝑡𝑎𝑛 𝜑 =

𝜅(𝑛2 + 𝜅2 + 1)

𝑛(𝑛2 + 𝜅2 − 1)
 

(3.10) 

Where β is the optical penetration depth. 

The deformation variations in the axis perpendicularly to the material surface can be estimated 

by the equation [27]: 
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


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


             (3.11) 

Where 𝑟𝑎𝑐 =
𝑍2−𝑍1

𝑍2+𝑍1
 is the acoustical reflection coefficient in the boundary of the two materials with 

Z1 and Z2 are the corresponding acoustical impedances, v is the Poison ratio of the transducer 

material, vL is the sound speed, c is the speed of light, R is the optical reflectivity (air or vacuum 

and the upper material), a is the th ermal expansion coefficient.  

Finally, the strain is calculation from the deformation by the equation [27,33]: 

)(3)(
2

xBavx LxxLxx    (3.12) 

where B is the modulus of volume elasticity and ΔΤL is the lattice temperature variations 

calculated by the coupled Anisimov equations.  

The above modelling is applied in the Ti (180 nm)/Si substrate experiments as they described 

before with all the parameters need taking from the bibliography. Typical results are presented 

in the Figure 3.7. 

 

Figure 3.7. Calculated stains (left, x-axes is the depth in nm) and transient reflectivity (right) in Ti/Si multilayer sample 

for nano-acoustic generation strain and echo detection. The thickness of the Ti film is 180nm. Note echo from the Ti/Si 

interface at 57 ps (right) [27,33]. 
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Note here that the reflectivity variations based on the electronic component is not included in the 

model. Comparing the experimental data for the transient reflectivity presented in Figure 3.6 and 

Figure 3.7 (right part) the agreement is obvious. Note the echo of the acoustical pulse that appears 

57 ps after the pump laser excitation. 

3.3.3 Comparing different metals as optoacoustic transducer 

The optoacoustic transducing is of fundamental significance for the ultrasonic strain 

characteristics like the localization, the amplitude, and its propagation in the substate under 

examination. For this purpose, metals with completely different electron-phonon coupling factors 

are examined. For a proof of principle study two metals are chosen. Namely these metals are the 

Ti and Ag. Theoretical studies by Z. Lin et.  [34] calculated the electron-phonon coupling factor G 

as a function with electron temperature considering the density of states for each material. In 

Figure 3.8 their results are depicted.  

 

 

Figure 3.8. Electron-phonon coupling constant for Ag and Ti  as a function of electron temperature (first and second 

left) and Density of states curves for Ag and Ti (third and fourth right). The data is taken from Ref.[34] 

As seen in Figure 3.8 the G for Ti metal has more than 40-times higher value than Ag metal at 104 

K electron temperature. This means that the electron excess energy taking for the fs laser very 

fast is transferred to the Ti lattice. Additionally, this causes an abrupt change in the lattice 

temperature of Ti and consequently a high and localized generation of an acoustical strain. In 

order to examine in more detail, the above effects a novel optoacoustical model is introduced that 

taking into account the initial non-thermal electron distribution and all the layers of the 

nanoacoustic material. The following set of equations is employed to investigate the spatio-

temporal distribution of the produced thermalized electron (Te) and lattice (TL) temperatures of 

the assembly [32,35,36]: 

𝐶𝑒(𝑇𝑒)
(2)
𝜕𝑇𝑒
𝜕𝑡

(2)

= 𝛻⃗ • (𝐾𝑒
(2)𝛻⃗ 𝑇𝑒

(2)) − 𝐺(2)(𝑇𝑒
(2) − 𝑇𝑙

(2)) +
𝜕𝑈𝑒𝑒
𝜕𝑡

 

𝐶𝑙(𝑇𝑙)
(2) 𝜕𝑇𝑙

𝜕𝑡

(2)
= 𝐺(2)(𝑇𝑒

(2) − 𝑇𝑙
(2)) +

𝜕𝑈𝑒𝑙

𝜕𝑡
− (3𝜆(2) + 2𝜇(2))𝛼(2)𝛵𝑙

(2)∑ 𝜀𝑗𝑗
(2)3

𝑗=1  

 (𝐶𝑙(𝑇𝑙)
(3) 𝜕𝑇𝑙

𝜕𝑡

(3)
= 𝛻⃗ • (𝐾𝑙

(3)𝛻⃗ 𝑇𝑙
(3)) − (3𝜆(3) + 2𝜇(3))𝛼(3)𝛵𝑙

(3)∑ 𝜀𝑗𝑗
(3)3

𝑗=1  

(3.13) 

ke is the thermal conductivity of the electrons, Ce and CL are the heat capacity of electrons and 

lattice, respectively, G is the electron-phonon coupling factor while superscripts i correspond to 

the Ag/Ti (i = 2) and Si materials (i = 3), respectively, and T0 = 300 K. On the other hand, εjj 
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correspond to components of thermally induced strains while λ, μ, and α' are the Lamé constant, 

shear modulus and thermal expansion coefficients of the materials. Due to the large radius of the 

laser beam compared to the thickness of the irradiated metal films, the solution of the equations 

can be simplified by assuming a one-dimensional approach. Therefore, the following equation can 

be used for two materials with density ρ(i) (i = 2, 3) to determine the spatio-temporal distribution 

of thermally induced lattice displacement u [32]: 

𝜌(𝑖)
𝜕2𝑢(𝑖)

𝜕𝑡2
= (𝜆(𝑖) + 2𝜇(𝑖))

𝜕2𝑢(𝑖)

𝜕𝑧2
− (3𝜆(𝑖) + 2𝜇(𝑖))𝛼 ′(2)

𝜕𝑇𝐿
(𝑖)

𝜕𝑡
 (3.14) 

where the strain and stress along the z-axis are given by the expressions [32]: 

 

𝜀(𝑖) =
𝜕𝑢(𝑖)

𝜕𝑧
, 𝜎𝑧

(𝑖) = (𝜆(𝑖) + 2𝜇(𝑖))𝜀(𝑖) − (3𝜆(𝑖) + 2𝜇(𝑖))𝛼 ′(2)(𝑇𝐿
(𝑖)
− 𝑇0) (3.15) 

respectively. The energy densities per unit time transferred from the non-thermal electrons to 

thermal electrons (Uee/t) and lattice (UeL/t) require modification with respect to the initial 

model to account for the dynamic character of the absorption coefficient during irradiation that 

alters the absorption [32,36]: 

𝜕

𝜕𝑡
{
𝑈𝑒𝑒
𝑈𝑒𝐿

} =
2𝐴√𝑙𝑛 2 𝐽

√𝜋(ℎ𝑣)2𝑡𝑝
∫ [

1

1 − 𝑒𝑥𝑝 (−
𝑑𝑚

𝛼−1 + 𝛬
)

𝑡

0

1

𝛼−1 + 𝛬
 

× 𝑒𝑥𝑝 (−4 𝑙𝑛 2 (
𝑡 ′−𝑡0

𝑡𝑝
)
2

)𝑒𝑥𝑝 (−∫
1

𝛼−1+𝛬
𝑑𝑧′𝑧

0
) {
𝐻𝑒𝑒(𝑡 − 𝑡

′)

𝐻𝑒𝐿(𝑡 − 𝑡
′)
}] 𝑑𝑡′     

(3.16) 

where J is the fluence of the laser beam, hν is the one-photon energy, tp is the pulse duration, A is 

the absorbance of the laser energy, dm is the metal film thickness, Λ is the ballistic depth that is 

characteristic for each metal, α is the absorption coefficient and t0 = –3tp while Hee and Hep are 

functions that contain details and parameters related to the transient creation of non-thermal 

electron distribution. Deferent models for the computation of the heat electron conductivity for 

Ag and Ti was performed [32]. 

The calculated spatio-temporal evolution of lattice temperature of (a) 25nm Ti thin film, and (b) 

25nm Ag thin film, are illustrated in Figure 3.9. 

 

Figure 3.9. Calculated spatiotemporal evolution of lattice temperature for Ti (left) and Ag (right) thin films after the 

excitation of 35 fs laser Ti:Sa laser pulses (data is taken from Ref.[32]) 
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From Figure 3.9 is clear that the lattice temperature after the femtosecond laser excitation is 

higher and more abrupt than in Ag as expected on the basis of the previous analysis. In Figure 3.10 

the calculated strains in different time after the femtosecond laser excitation is plotted. Its clear 

that the strain formation and transmission to Si substrate is much higher in amplitude and more 

localized in the case of Ti transducer compare to that of Ag. 

 

Figure 3.10. Calculated acoustical strains induced by 35 fs Ti:Sa laser pulses on Ti/Si (blue curve) and Ag/Si (red curve) 

for various delays after the laser excitation. Dashed vertical line indicate the position of metal:Si interface (metal 

thickness 25 nm) [32]. 

Experiments have been performed to test the theroretical findings using the degenerated 

femtosecond transient reflectivity set-up. Very thin films of Ti and Ag metals have been used as 

optoacoustic transducers placed on Si(100) substrates. The thickness of optoacoustic transducers 

is very important since the probe beam should be able to penetrate the metal and thus probe the 

acoustical strain pulse as running with the speed of sound inside the substrate. 

 

Figure 3.11. Experimental transient reflectivity curves for Ti/Si (a) and Ag/Si (b) nanostructure materials. The metallic 

optoacoustic transducer has various thicknesses. Details of the curves are shown in the two insets. Note the Brillouin 

oscillations (data is taken from Ref[32]). 
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Typical experimental results are presented in Figure 3.11. The Brillouin oscillation amplitude is 

decreased as the thickness of each material increases because less energy of probe beam 

penetrates the metallic film and enter the Si substrate. Initially there observed a rapid increase of 

the reflectivity attributed to the fast energy transfer from laser to electron gas via absorption. 

Then there exist a relatively slower decay which is much more for Ag metal compared to that of 

Ti which behavior reflects the faster transfer of energy to lattice in the case of Ti. This is because 

the electron-phonon coupling constant of Ti is much higher than that of Ag as is explained 

previously. The Brillouin oscillation occurs in delays that the acoustical strain pulse is inside the t 

Si substrate. The amplitude of Brillouin oscillations is higher in Ti/Si case compare to that of Ag/Si 

case where is barely observed. This is because the acoustical strain has higher amplitude in Ti/Si 

and it is much more spatially localized. The experimental data agrees very well with the funding 

by the theoretical calculation and validate very well the model and its assumptions. 

Furthermore, considering that the refractive index of Si at the probe wavelength, nSi = 3.7, the 

optical path of the probe beam in Si is dopt = ET c / nSi ≈ 219 nm, where c is the speed of light in 

vacuum and ET is the period of the oscillation of the laser electric field (~2.7fs in our case). The 

time required for the longitudinal acoustic strain to travel this distance is 𝜏𝑜𝑠𝑐 =
𝑑𝑜𝑝𝑡

2𝑢𝑆𝑖
≈ 13ps, 

where uSi is the longitudinal sound velocity in Si. This is extactly the period of Brillouin oscillations 

measured experimentally in Figure 3.11. It is obvious for the above analysis that the measurement 

of the period of Brillouin oscillations in an unknown material used as a substrate means also 

measurement of its sound speed. 

3.3.4 Coherent control of the acoustical stains via femtosecond laser 

chirp variations 

Given the important application of laser generated ultrasonic laser pulses appear to be very 

important the control of their characteristics for a given transducer. Up to now only Fourier-

limited femtosecond laser pulses (unchirp) are used for the generation of the nanoacoustical 

strains. This means that in any time instant the optical pulse all the different optical frequencies 

of the laser spectrum participate with their weight according to the pulse spectrum. There are 

optical techniques that the different frequencies can be spread in time and the light peak intensity 

of the pulse drops while its pulse duration increases (chirp). If the blue components of the laser 

spectrum precede the red part the pulse is negative chirped while if happens the opposite the 

pulse is positive chirped. In Figure 3.12 the phenomenon of pulse chirping is illustrated. 

 

Figure 3.12. Schematic illustration of fs laser chirp. C is the laser chirp parameter as described in the text. 
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The main idea of altering the chirp of the laser pulse is to control in time the energy transferred 

in the electronic gas of the metallic transducer and thus the characteristics of the energy 

transferring to lattice via electron-phonon scattering. In Figure 3.13 this idea is illustrated 

schematically. 

 

Figure 3.13. Schematic illustration of the excitation of Fermi-Dirac electron distribution function of a metal with 

negative and positive chirped femtosecond laser pulses. With the colored zone indicated schematically the electrons 

participating in the excitation with the “blue” (blue arrows) and “red” (red arrows) parts of the laser spectrum. 

Following the schematic analysis of Figure 3.13 the negatively chirped pulses have not the same 

behavior with the positively one in a metallic transducer even if the pulse duration is same.  The 

metal nature of the transducer gives rise to the absorption of the laser energy when the “blue” 

part of the laser pulse spectrum arrives first (negative chirp). Since this is the more energetic part 

of the laser spectrum it excites, in high energy states, a high number of nonthermal electrons. That 

opens a lot off empty positions deep below the Fermi energy and allows for the trailing part of the 

laser pulse that contains the “red”, lower energy photons to excite electrons located very deep in 

the energy diagram of electron states and thus to be more efficiently absorbed. This is shown in 

Figure 3.13 with the colored zones of the electrons participate in excitation which is much wider 

in the case of negatively chirped pulses. 

To throw more light to the above ideas a theoretical model is applied that for first time includes 

the laser chirp in the extended Anisimov equation model together with elasticity theory. 

Following the analysis presented in Ref. [37] the electric field of the linearly chirped Gaussian 

laser pulse is given by: 

𝐸(𝑡) = 𝐸0 𝑒𝑥𝑝 [−(1 + 𝑖𝐶) (
𝑡

𝜏𝐺
)
2

] 
(3.17) 

where C is the chirp parameter, and the laser pulse E-Field FWHM duration, τp, is given by𝜏𝑝 =

√2 𝑙𝑛 2 𝜏𝐺 . Note that with the above definition the chirp parameter is negative for positively 

chirped pulses and vice versa (i.e. 
𝑑𝜑

𝑑𝑡
=
−2𝐶𝑡

𝜏𝐺
2 ). In order to take into account the changes that are 
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laser chirp-dependent, we make the following replacements: (a) the carrier frequency of the laser 

pulse, ω is replaced with the instantaneous frequency, ωinst: 

𝜔𝑖𝑛𝑠𝑡 = 𝜔 −
2𝐶(𝑡 − 𝑡0)

𝜏𝐺𝐽
2  

(3.18) 

where t0 is the time that the laser intensity is maximized (in the simulations t0 = 3τp), (b) the peak 

laser fluence J (which is proportional to the number of photons per unit area that the target is 

excited) is replaced by the following function that accounts for the different energy given in the 

system at each time instant because of the time variation of the photon frequency [38-39]: 

𝐽 = 𝐽0 × (𝜔 −
2𝐶(𝑡 − 𝑡0)

𝜏𝐺𝐽
2 ) ×

1

𝜔𝜏𝑝√𝜋

2√𝑙𝑛 2
+ 2𝐶 [−(

𝜏𝑝
𝜏𝐺𝐽
)
2

×
1

2
4(
𝜏𝑝
𝜏𝐺𝐽

)
2

+3
𝑙𝑛 2

]

  

(3.19) 

where J0 is the fluence of the FL pulse and the last product term is for calibration reasons so that 

the time integral of the fluence to be J0 for all chirp cases, (c) the absorbance of tħħhe laser energy 

by the metal, A, is replaced by a time dependent function that accounts for time dependent 

changes of the Fermi-Dirac electron distribution function inside the metal that alters the single 

photon transition probability [38-42]:  

𝐴(𝑡) = 𝐴0(𝜔𝑖𝑛𝑠𝑡, 𝑇𝑒0) ×
∫ 𝑓(𝜀, 𝑇𝑒)𝜀

× [1 − 𝑓(𝜀 + ħ𝜔𝑖𝑛𝑠𝑡, 𝑇𝑒)] × 𝐷𝑂𝑆 × 𝑑𝜀

∫ 𝑓(𝜀, 𝑇𝑒0)𝜀
× [1 − 𝑓(𝜀 + ħ𝜔𝑖𝑛𝑠𝑡, 𝑇𝑒0)] × 𝐷𝑂𝑆 × 𝑑𝜀

 
(3.20) 

where, ε is the electron energy, Te0 is the initial electron temperature (here 300 K), Te is the 

instantaneous electron temperature, f(ε,Τe) is the Fermi-Dirac distribution function at electron 

temperature Te, A0(ωinst,Te0) is the absorbance of the Ti:Si system at Te0 which changes as a function 

of ωinst and is derived through the computation of the dielectric constant25, f(ε) is the probability 

that the state ε is occupied (thus 1–f(ε) is the probability that the energy state ε is unoccupied), 

and DOS is the density of states of the metal.  

In Figure 3.14 the results of the calculation of the electron temperature for the Ti metal for the 

various laser chirps of the 35fs laser pulses are presented. 

Figure 3.14. Left: Calculated Ti-surface electron temperature evolution after the excitation from upchirp 35 fs laser 

pulses (black line), positive chirped (red line) and negative chirped (blue line). Right: Experimental data with initial 

stage of electronic transient reflectivity changes via a pump-probe measurements in Ti/Si after the pump from upchirp 

35 fs laser pulses (black line), positive chirped (red line) and negative chirped (blue line). 
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Very interesting features appears in Figure 3.14. Note here that the number of laser photons (laser 

energy) is the same for all the three cases presented. The highest temperature appear for the case 

of unchirp pulses which is attributed to the higher laser intensity there since the pulse duration is 

the shorter one. Additionally, is clear that the negative and positive pulse temperatures are 

different even the laser intensity is exactly the same. The maximum electron temperature induced 

by the negatively chirped pulse is higher than the one induced by the positively chirped pulse. 

More importantly, the lattice temperature (equal with the value of the flattening of the 

temperature curves) is higher in the case of negatively laser pulses compared to both positively 

and unchirped pulses.  

Solving the all the model equations the acoustical strain can be extracted for the three laser pulse 

cases. Typical strain results for Ti/Si multilayer material are presented in Figure 3.15. 

Figure 3.15. Acoustic strains induced on Ti/Si nanostructured material with unchirp 35 fs laser pulses (black), positive 

chirped (red) and negative chirped (blue). 

For the Figure 3.15 is clear that the strain induced inside Si using Ti thin film as optoacoustic 

transducer could be controlled. Using negatively chirp pulses one should expected to have higher 

acoustical strain generation efficiency. 

The next step is to design the appropriate experiments for prove that the idea is correct and valid 

the model findings. The chirp of the femtosecond laser pulses could be altered by detuning the 

compressor gratings of the laser amplifier relative to the position that yields unchirped laser 

pulses. The schematic of this experimental method is illustrated to Figure 3.16.  

 

Figure 3.16. Schematic illustration of a femtosecond laser compressor based on two transmition Typical femtosecond 

degenerate transient reflectivity experimental arrangement for nano-acoustic generation strain and echo detection. 

A second-order interferometric autocorrelator could be used to measure by fitting both the laser 

pulse duration (assuming Gaussian envelope) and its linear chirp parameter (assuming only 

linear chirp). The parameters τG and C that characterize under the previous assumptions the 
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chirped laser pulses are determined by fitting the second-order interferometric autocorrelation 

data with the equation:  

𝐺2(𝜏) = 1 + 2 𝑒𝑥𝑝 (−
𝜏2

𝜏𝐺
2) + 4𝑒𝑥𝑝(−

𝐶2 + 3

4

𝜏2

𝜏𝐺
2) 𝑐𝑜𝑠 (

𝐶

2

𝜏2

𝜏𝐺
2)𝑐𝑜𝑠(𝜔𝜏) 

+ 𝑒𝑥𝑝 [−(1 + 𝐶2)
𝜏2

𝜏𝐺
2] 𝑐𝑜𝑠(2𝜔𝜏). 

(3.21) 

where ω is the laser pulse carrier frequency and τ the time delay between the two pulses. The 1/e 

duration of the intensity (τGJ) of a Gaussian laser pulse is √2 shorter than its real E-field amplitude 

(𝜏𝐺𝐽 = 𝜏𝐺/√2). 

The experimental results of the acoustical strains for the various chirps are illustrated in Figure 

3.17 [38-39]. 

Figure 3.17. Brillouin oscillation in Ti/Si nanostructured materials induced by ultrafast Ti:Sa laser pulses at various 

linear chirps. On the left figure is presented the transient reflectivity variation signals for different chirp parameter, C 

(negative values for positive chirp and positive value for negative chirp), dispersed vertically for clarity reasons (down 

with red-like colors are the positive chirps, middle with black color is the unchirp and upper with blue-type colors are 

the negative chirps). On the right picture theoretical calculations of the induced acoustical strains in Si are presented 

for the various chirp parameters along with the experimental findings (exported by the left figure data) [38-39]. 

From the Figure 3.17 is clear that the acoustic strain pulses could be fully controlled by adjusting 

the generator femtosecond laser pulse chirp. Α little negatively chirped laser pulses proved to be 

favorable in the efficient generation of the nano-acoustic strains. 
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4.  Irradiation sources: medium energy ion beams 

Gastón García* , Miguel L. Crespillo, José Olivares, Andrés Redondo-Cubero, 

Sílvia Viñals, and María Dolores Ynsa  

This chapter deals with basic aspects on the usage of medium energy ion beams (meaning from 

hundreds of keV to tens of MeV), as sources of electronic excitation of suitable target materials. 

Ion-matter interaction involves both electronic excitation and nuclear processes. Even if the focus 

of this work is electronic excitation, it is also very relevant to keep in mind nuclear processes. On 

the other hand, the usage of ion beams involves two complementary approaches: modification 

and analysis of materials. Both will be addressed in the following pages. The purpose of the 

present chapter is to provide the reader with basic introductory information, complemented by 

selected references, on the basic experimental context elements relevant to the experimental 

usage of medium energy ion beams.  
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4.1 Introduction 

Ion beams in the range from hundreds of keV to tens of MeV are an extremely useful tool for both 

modification and analysis of materials. Ions interact with matter both via electronic and nuclear 

excitation, with variable contributions depending on the ion beam species and energy range. Both 

excitation channels are strongly related for two main reasons: the effects of electronic excitation 

by a given ion beam may frequently be characterized with another ion beam by using analysis 

techniques based on nuclear interactions; on the other hand electronic and nuclear excitation are 

simultaneously present in a modification experiment and thus a minimum reference to any of 

them is needed even if one focuses on the other. 

The contents of the chapter are necessarily touching upon many different aspects, with a 

miscellaneous approach and making an effort to avoid too much detail, which will always be 

available via the references. After this brief introduction, section 4.2 provides some basics on ion 

accelerators, their most usual configuration and basic parts. Section 4.3 introduces some basic 

beam transport elements for ion beams. Section 4.4 changes perspective and illustrates with 

examples how different ion beams interact with matter, in order to give the reader a flavour on 

the involved penetration ranges and energy densities, along with several illustrative applications 

examples. Analytical techniques based on ion beams are briefly explained in section 4.4, including 

only the most basic aspects and relying heavily on references for a deeper insight, and along with 

some examples of experimental setups in which several key elements for ion-matter experiments 

are present. At the end of the chapter references are given. 

4.2 Ion accelerators 

4.2.1 Introduction: types of accelerators 

Particle accelerators exist in many different configurations and are used for a wide variety of 

purposes. In this paragraph we will briefly comment on ion accelerators, describing some of the 

most frequent types. As with any other particle, an ion accelerator may use only electrostatic fields 

for the particle acceleration, or else use time-varying fields. Electrostatic accelerators are 

frequently used for limited energy ranges, as the energy to be reached is limited by the maximum 

voltage available. Very high voltages are difficult to handle or eventually impossible. Therefore, 

higher energies are usually obtained with time-varying fields (cyclotron, synchrotron, 

radiofrequency linac). In all cases the working principle is based on the proper synchronization 

of an electromagnetic field with the time of passage of a pulsed beam. Further information may be 

obtained in [1] or in the references therein. 

Electrostatic accelerators are conceptually simpler, as they inject energy to the ion beams by just 

letting ions drift between two points with different electrostatic potential, thereby obtaining an 

energy 

∆𝐸 = −𝑞∆𝑉   (4.1) 

Where q stands for the ion charge and ∆V is the potential difference between the two points. If the 

voltage is given in volts and the charge is given in electron charge units, the energy is directly 
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obtained in eV units, whose multiples (keV, MeV, etc…) are regularly used in the framework of 

particle accelerators. Notice that the ion gains energy E, starting at rest, only if the potential 

difference and the ion charge have the proper signs. Otherwise the ion would decelerate. It is 

interesting to observe at this point that, as electrostatic accelerators rely on a time-independent 

field configuration, they are compatible with both pulsed and continuous beams. 

The most intuitive way in which equation (4.1) may be translated into an actual accelerating 

scheme is that of the so-called single-ended machine. In this case ions are produced with positive 

sign at a point which has positive potential. Then ions are accelerated down to ground voltage and 

extracted for their subsequent usage in whatever beam transport elements, which are all at 

ground voltage as well. This scheme has the disadvantage that the ion production elements (the 

so-called ion sources) must be at a large electrostatic voltage and are therefore not easily 

accessible for servicing. 

There is a second, less intuitive way, in which the principle underlying (4.1) may be used: this is 

the so-called tandem accelerator. In this case ions are produced at ground voltage (eventually 

implying low electrostatic voltages for extraction, which may be switched on and off easily and 

require only simple insulation configurations) with negative sign. Negative ions are not widely 

known, but they may be produced efficiently for most atomic species with charge q=-1. For those 

species where this may not be possible there are some alternative tricks, such as using molecular 

ions containing the atom of interest or picking up extra electrons on the fly by making a low-

energy positive ion beam cross a properly prepared electron-rich atmosphere. A comprehensive 

review on negative ion production for usage in a tandem accelerator is available in [2]. In any case 

a negative ion is accelerated from ground voltage to a positive voltage Vt, present at a point of the 

accelerator which is denominated terminal, as suggested by the subscript. Then at the terminal 

the ion beam crosses a section of the beam pipe where it is forced to interact with a target called 

stripper, which may be solid (typically a thin carbon foil) or gas (frequently high purity nitrogen). 

Upon interaction with the stripper the negative ions present in the beam keep their energy almost 

intact, whereas they have a high probability of losing one or more electrons. Therefore a 

superposition of different charge states is generated, all with the same energy, as given by (4.2). 

After the stripper the beam runs across a second accelerating section in which voltage decreases 

from Vt again to ground. As the ions have switched (with a high probability) to a positive charge 

q, which may range from +1 to higher values, the decreasing voltage along the beam path is able 

to inject energy to the beam again. The final beam energy once the (positively charged) beam 

reaches ground voltage again is therefore 

∆𝐸 = (𝑞 + 1)𝑉𝑡 (4.2) 

where q takes different possible values and therefore beams with different energies are 

superimposed to one another. A simplified scheme of a tandem accelerator is given in Figure 4.1.  
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Figure 4.1. Schematics of a tandem accelerator (lower), with the conceptual graph of the voltage at the different points 

along the device (upper). 

The main parts of a tandem accelerator, which is taken here as a representative example, are 

briefly described in the following section. 

4.2.2 Main elements of an electrostatic tandem accelerator 

4.2.2.1 Injector 

The first element is called the injector. It includes first the ion source or sources, where negative 

ions are prepared and extracted, typically with voltages in the range of tens of kV. A detailed 

description of ion sources is outside the scope of this work. As an example, two of the usual types 

of ion sources are very briefly described below.  

Plasma ion sources are using a pressurized vessel of a gas which contains the type of ion wanted. 

This gas is let into a suitable chamber by a leak valve and then proper electrostatic and magnetic 

fields are provided in order to obtain, sustain and confine the plasma, which contains positive and 

negative ions, as well as electrons. The field configuration must be properly designed in such a 

way that the negative ions may be extracted efficiently through a narrow diaphragm via 

application of a suitable extraction voltage with the proper sign. Several gas vessels may be 

available with a manifold, in such a way that the same source may be used to produce different 

ion species depending on the experiment. A notable case is that of He beams, which are frequently 

used in tandem accelerators. Since He- is metastable in this case the opposite polarity is used for 

the extraction voltage, so that He+ is extracted from the source. Then within the injector the beam 

is made to pass across a device in which an alkali metal (frequently Li) is evaporated locally with 

a small oven. Upon crossing such an electron rich atmosphere, already with the velocity 

corresponding to the extraction voltage, He+ ions are made to pick up two electrons and become, 

with a relevant probability, He- with the same velocity. Then the negative ions may be propagated 
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into the subsequent accelerator stages before they decay, as it is done with any other ion beam 

directly produced as negative at the ion source. 

Sputtering ion sources are based on bombarding a solid target cathode with Cs+ ions, which are 

produced at a small oven and accelerated by a cathode voltage at the level of a few kV. The target 

atoms are sputtered away and upon traversing the target surface, which gets coated with Cs 

atoms, provide a significant yield of negative ions, as this surface layer is efficiently providing 

electrons to the sputtered fragments. These negative ions are then repelled from the cathode by 

the same cathode voltage used to attract the Cs+ ions. Then negative ions are extracted out of the 

source by a subsequent extraction stage, with a suitable diaphragm and extraction voltage with 

the proper sign. As compared to the previous example, in this case the extracted ions may be any 

component of a solid target chemically stable with a negative ion configuration. Therefore this 

type of source is extremely flexible and gives access to most atomic species of the periodic table, 

with higher or lower yields. 

The low energy negative ion beams produced at the ion source are then guided with suitable beam 

transport elements, such as steerers (electrostatic and/or magnetic) and lenses towards the main 

accelerator stage. Before reaching this main acceleration stage it is usual to have a mass analysis 

system, normally a magnet followed by a horizontal slit with a suitable beam diagnostic. Upon 

bending the beam extracted from the ion source with the magnetic field of such magnet, the output 

angle depends on the magnetic rigidity of the beam, as defined below in this chapter. Therefore 

the magnet provides a dispersive map of all masses present in the beam. As frequently ion sources 

may give rise to different ions, in addition to the one to be selected, this mass analysis stage is 

essential to identify and select the proper beam. As an example, Figure 4.2 presents the mass 

spectrum at the injector of a tandem accelerator where Cl ions are being prepared from a solid 

target sputtering ion source. It is evident that the beam directly extracted from the target contains 

many species other than the one wanted. 

Figure 4.2. Beam current as a function of the ion mass obtained by a mass-analysis magnet at the exit of a sputtering ion 

source in a tandem accelerator. The two isotopes of Cl (masses 35 and 37), being the target beam in this experiment, 

may be readily observed, along with other alien species such as oxygen, carbon and copper. This graph makes evident 

that mass-analyzing the beam is an essential step after extraction from the ion source. 
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4.2.2.2 Main accelerating stage 

As briefly explained above, once the negative beam leaves the injector it enters an accelerating 

tube, in which it propagates across a region where voltage increases gradually and thereby the 

beam energy increases. The maximum voltage is attained at the so-called terminal. One of the 

crucial elements for this type of accelerator is the system allowing to set a high electrostatic 

voltage at the terminal in a robust and stable way. The maximum voltage attainable for a given 

machine may vary from a few million volts (MV) to several tens of MV is some singular machines. 

Then this voltage is transmitted along the accelerating tubes with proper resistors in such a way 

that at each point of the accelerating tubes the proper voltage value is present and the beam sees 

a gradual voltage change along its path. This applies to the two accelerating tube sections: the one 

that takes the negative beam from the injector to the terminal and the one that takes the positive 

beam to the output of the accelerator.  

These voltage levels require extreme insulation measures: therefore the terminal and accelerating 

tubes are housed inside large pressurized vessels, filled with a suitable dielectric. A frequent 

choice is SF6. On the other hand one needs to generate and regulate the voltage at the terminal. 

The two most frequently used voltage generation systems are the so-called Van de Graaf and 

Cockcroft-Walton ones. The former is based on an insulating movable mechanical assembly which 

looks like a belt, extracting charge from the ground voltage side and depositing it on the high 

voltage side. Simple as it may look, this concept works and is widely used. The Cockcroft-Walton 

system is based on an electronic circuit based on alternating capacitors and diodes which 

produces DC output with a voltage level that multiplies the amplitude of an input AC signal by a 

large number. In both cases online monitoring of the voltage at the terminal and sophisticated 

feedback systems for proper stabilization are essential to have a stable enough voltage value at 

the terminal and thereby a narrow beam energy distribution. A description on electrostatic 

accelerator voltage supply systems may be found in [1]. 

The stripper has been conceptually defined above and no further details will be given on its 

technical details here. Notice that at the output of the stripper a superposition of beams with 

different charges is always present. The abundance of each charge state depends on the beam 

species and energy and on the characteristics of the stripper. An estimate may be obtained from 

[3]. Figure 4.3 shows the expected abundance of the different charge states for an illustrative 

example. It may be observed that only moderate charge states are present and that the probability 

of the most abundant ones is of the order of unity. Less abundant, higher charge states may be 

selected and used to reach higher beam energies (as indicated by formula (4.2)), for a given value 

of Vt, at the cost of having smaller ion flux. 



Irradiation sources: medium energy ion beams 71 

   

 

 

Figure 4.3. Abundancy calculation of the different charge states for a Tandem accelerator with a gas stripper for a Si 

beam which reaches the terminal at an energy of 5 MeV (i.e. Vt=5MV). 

4.2.2.3 Switching magnet 

At the output of the main accelerating stage, described in the previous section, it is usual to have 

several beamline extensions, so that the ion beams may be guided alternatively to each of them 

for specific experimental needs. The key element allowing to select the beamline to which the 

beam is guided is the switching magnet. This magnet has the proper geometry so that, adjusting 

the magnetic field properly, a given beam (defined by its energy and mass) is deviated by an angle 

corresponding precisely to one of the beamlines. Figure 4.4 provides a panoramic view of the 

different beamlines emerging from the switching magnet at the CMAM ion beam facility [4].  

 

Figure 4.4. Panoramic view of the beamlines at the Center for Micro-Analysis of Materials (CMAM), operated by 

University Auto noma Madrid (UAM). The switching magnet is visible at the point where all beamlines converge. 
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4.2.3 Ion accelerator landscape in Europe 

Numerous ion accelerator facilities exist in Europe and other regions of the world. These facilities 

are frequently of small or moderate size and support user access open to a multidisciplinary 

scientific and industrial community, combined with internal usage. The weight of the different 

science areas varies from case to case, and includes materials science, nuclear physics, biomedical 

sciences, archaeometry and environmental science, among others. The European landscape may 

be explored at [5], where many of the ion beam facilities are identified, whereas a more global 

view is available at [6]. Recently an interesting focus point issue has been published revising the 

status of some small size European ion beam facilities [7]. 

4.3 Basic beam transport elements 

4.3.1 Basic ideas on ion beam transport 

In this section a brief introduction is given on how an ion beam is transported from the output of 

the accelerator stage downstream across a given beamline, with the aim of illustrating, in a non-

exhaustive way, the most relevant aspects and providing the reader with some insight which may 

be improved by consulting the references. For the sake of simplicity only continuous beams (i.e. 

not pulsed) will be considered. 

A beam of charged particles (e.g. ions) may be considered and modelled in the same way as 

classical light optics. The main elements one may find across the beam path have their analogues 

in light optics and a simple matrix formalism may be applied in the same way. The optical axis is 

taken as the ideal trajectory of an ion going through the symmetry axis of the different elements 

along the beam path. At any point of the optical axis a plane perpendicular to the axis may be 

defined. Each possible ion trajectory cuts the successive planes at given points and with given 

angles with respect to the axis. The ideal trajectory cuts all these planes at point (0,0) and with 

angle (0,0) by definition. The coordinates (x,y) and angles (θx, θy) in one of these planes allow to 

propagate the ion trajectory to an arbitrary plane downstream, if the different beam elements are 

properly defined. The beam can then be considered a set of points in the phase space defined by 

these four coordinates, and the propagation of the beams may be seen as the evolution of this 

cloud of points, which changes its shape according to given rules. In a typical case of interest one 

takes an input plane where the beam is frequently defined as a homogeneous density in a given 

area of phase space (such as a rectangle). Then this area of phase is space is propagated 

downstream up to a given target plane (which may be the position where an aperture is placed or 

the sample plane). The phase space at this final plane yields the beam size and divergence. We will 

also assume that the beam particles have a given energy distribution, which may be considered as 

a gaussian with a given width. In many practical (simple) examples the beam energy may be 

considered as a delta distribution and therefore energy may be taken as a fixed parameter. Notice 

that such an approximation may only hold for continuous beams, as for pulsed beams the energy 

and time of passage of each particle across a given plane are two conjugate variables to be dealt 

with in the same way as the pair position-angle. 
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The propagation of a beam thus defined along free space is then very easy to model. Taking one 

of the two spatial directions as an example (x), it is very easy to see that for small angles if a beam 

crosses plane 1 at position x and angle θx, then it crosses plane 2 at a distance L along the beam 

axis at position x´ = x + L θx and with the same angle θx´ = θx. In matrix form one has 

(
x´ 
θ𝑥
´ ) = (

1 𝐿
0 1

)(
x 
θ𝑥
)   

(4.3) 

The matrix given in (4.3) is the one corresponding to a drift space of length L. Each of the different 

elements described below in this section may be assigned matrices analogous to this one, so that 

the problem of propagating the beam is just the succession of matrix multiplications. Such 

matrices will not be given in detail, as they may be consulted in proper textbooks, such as [8]. We 

will concentrate in the following on describing beam elements which do not change the beam 

energy. Therefore, in practice, we are considering the ion beam once it has left the accelerator, 

concentrating on its propagation along a given beamline.  

4.3.2 Electrostatic and magnetic elements 

The beam elements which do not change the beam energy may use electrostatic or magnetic fields. 

By looking at the fundamental equations of motion of a charged particle in an electrostatic or a 

magnetic field two important magnitudes may be defined: electrostatic and magnetic rigidity. For 

the detailed definition of these magnitudes the reader is referred to [8]. We will here only indicate 

that the electrostatic (magnetic) rigidity of a beam is a way to quantify its resistance to modify its 

trajectory when crossing a region with a given electrostatic (magnetic) field. Electrostatic rigidity 

scales as E/q and magnetic rigidity as √
𝑀𝐸

𝑞2
, where E stands for the beam energy, q is the ion charge 

state and M its mass. Therefore, electrostatic elements may modify an ion beam depending only 

on its energy and charge state, the beam being more rigid to bending for larger energies and lower 

charge states. With magnetic elements the rigidity increases both with the beam energy and its 

mass, and it decreases with the charge state.  

In general one may do simple calculations based on the concept of electrostatic and magnetic 

rigidity based on scaling rules and without the need of using the detailed formulas, just by making 

the following observation: if we have an electrostatic (magnetic) beam element which is tuned to 

providing the right trajectory for an ion beam with a given electrostatic (magnetic) rigidity and 

we change the properties of the beam in such a way that its electrostatic (magnetic) rigidity is 

multiplied by a factor α, then by multiplying the electrostatic (magnetic) fields present in the 

element by α, the original beam tuning is recovered. For example, if the charge state is changed 

from 1 to 2, then the electrostatic rigidity becomes half its original value and then the electrostatic 

field has to be reduced by the same factor to recover the right beam trajectory. In the same way, 

if we replace a He beam (i.e. with mass 4) by an O beam (with mass 16), both with the same energy 

and charge state, the magnetic field needs to be scaled up by a factor of 2. 
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4.3.3 Dipoles 

Dipole magnets are used to deviate the beam by generating a uniform magnetic field in a given 

volume. It may be seen by analyzing the equations of motion that the trajectory of a charged 

particle in a uniform magnetic field is a circle arc, with a bending radius which scales with the 

value of the magnetic field and with the inverse of the magnetic rigidity. The magnetic field is 

normally set by regulating the DC current across coils which embrace a soft iron nucleus. In 

practice the scaling rules sketched in the previous section may be applied directly to the coil 

current setting, as it is proportional to the generated magnetic field. Depending on the 

characteristics of the boundary between the region with and without field, that is, the boundary 

of the magnet coils, the magnet has in addition focusing properties. This means that the particles 

deviating from the reference trajectory get bent towards the optical axis. The geometry of a 

magnet may be fine-tuned in such a way that the focusing properties are similar in the horizontal 

and vertical directions. This is the so-called double focusing magnet, which is usually doing the 

function of switching magnet at the output of electrostatic accelerators.  

4.3.4 Quadrupoles 

Focusing of ion beams in the MeV range is usually obtained with quadrupoles, which may be 

magnetic or electrostatic. A magnetic quadrupole is a device which generates a field varying 

linearly as a function of the distance to the optical axis on the plane normal to it, according to the 

formulae 

(
𝐵𝑥  

𝐵𝑦
)  = 𝐾 (

0 1
1 0

) (
x 
y) 

(4.4) 

that is, the field has an increasing y component as one moves along the x component, and 

reciprocally. This type of field configuration generates focusing properties. A quadrupole behaves 

as a focusing lens along one axis and as a defocusing lens in the axis perpendicular to it. Therefore, 

in order to have focusing in both directions one needs at least two quadrupoles in series. This is 

the usual way of disposing quadrupoles in a beam transport system, and it is called a quadrupole 

doublet. When modelling beam transport quadrupoles may be approximated as thin lenses, 

characterized by a single parameter, the focal length, which depends on the field parameter K 

given in (4.4) as  

𝑓 =   
𝜒𝑚
𝐾𝐿

 (4.5) 

L being the length of the region with quadrupole field along the beam axis, i.e. the quadrupole 

thickness, and χm being the magnetic rigidity of the beam. It becomes evident that for a given field 

configuration (i.e. K and L), the beam is more strongly affected (i.e. has shorter focal length) when 

χm is smaller (i.e. less rigid). Quadrupole sets may have larger multiplicities, such as quadrupole 

triplets, in order to further fine tune the focusing properties. 

The usual way of transporting ion beams is to have the beam focused at a given point along the 

optical axis, where an aperture is placed, frequently together with a proper diagnostic and where 

the beam is tuned to reach a beam waist (i.e. a local minimum of beam dimensions in both 
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directions perpendicular to the axis and to one another). Then the beam diverges again, as given 

by (4.3), until it reaches a suitable quadrupole multiplet, where it is focused again to reach a new 

beam waist downstream. Usually the last beam waist along the beam transport line is on a plane 

where one positions a sample, to be illuminated by the beam for analysis of modification purposes. 

The on-sample beam waist allows for having optimal beam size so that irradiation is selective in 

the sample plane and may be used to analyze or modify the material with spatial lateral resolution.  

The quadrupole configuration described in this section may also be obtained with electrostatic 

fields, in which case it is called an electrostatic quadrupole. Its properties are similar to those 

given above for magnetic quadrupoles, but its action on the beam depends on the electrostatic 

rigidity instead of the magnetic one, as defined in 4.3.2. Electrostatic quadrupole sets have thus 

the feature that their focusing properties are independent of the ion mass, which turns out to be 

very useful, for example at the output of the acceleration stage in a machine which is frequently 

used to accelerate many different ion species. Further details on quadrupole configurations and 

their effects on a charged particle beam may be found in [8]. 

4.3.5 Beam apertures 

As mentioned in the previous section beam apertures may be used at selected points of the beam 

path in order to properly define the beam or support the optimization of the operational 

parameters of other beam transport devices such as dipoles or quadrupoles. From the point of 

view of beam transport calculations apertures work as filters in phase space. Once the beam is 

transferred to the plane where the aperture sits, its extent in phase space is cut according to the 

aperture size, in such a way that only the part of it fulfilling the aperture condition is transmitted 

downstream. 

A common way to use an aperture is to have protected from the beam an element placed directly 

downstream (e.g. the vacuum chamber placed within the gap of a dipole magnet). The size of the 

aperture is defined in such a way that the beam coming from the most limiting point upstream 

may not touch the element protected downstream (e.g. the walls of the vacuum chamber along all 

its extension). This is usually done with simple geometrical calculations. For this purpose, usually 

static apertures are used, more frequently called diaphragms, since there is no need to vary the 

aperture size and shape. 

A second typical way of using an aperture is the optimization of beam transport along a given set 

of optical elements. The aperture is then frequently placed downstream a focusing element, such 

as a quadrupole doublet or triplet. The aperture has normally adjustable size and shape, in such a 

way that the beam conditions downstream may be regulated according to the experiment needs. 

Once the aperture has been adjusted to the size and shape required the focusing element settings 

may be optimized in such a way that the beam flux passing through the aperture is maximized. 

This procedure may be done in terms of beam transport calculations with a proper software tool, 

or experimentally, provided one has proper diagnostics, ideally immediately downstream the 

aperture. Different geometries may be used for such a tunable aperture, the most frequent and 

simple being a set of four blades which move independently from one another, allowing for the 

definition of a rectangular aperture with different horizontal and vertical sizes and even with a 

horizontal and vertical offset with respect to the nominal beam axis. 
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Beam apertures must be carefully designed taking into account the amount of power which the 

beam may deposit on them, including when necessary water cooling. Four-blade apertures are 

also frequently built in such a way that they may be used also as a diagnostic in its own, as it will 

be explained in the next section. 

4.3.6 Beam diagnostics 

Beam diagnostics are devices which allow to monitor the beam properties and assist accelerator 

operation in such a way that the desired beam properties may be obtained in a simple and robust 

way. In this section a few examples of frequent diagnostics for continuous beam ion accelerators 

are given. The dynamical aspects inherent to pulsed beams imply very different types of additional 

diagnostics, which are outside the scope of this work. 

Faraday cups (FC) are devices which measure the beam flux of charged particles at a given point 

of the beam path. Normally they are insertable metal blocks, which are introduced or removed 

from the beam path with a pneumatic device or a motorized axis. Once inserted, the FC blocks the 

beam. The metal block is properly insulated in such a way that the charge of the ions reaching the 

device per unit time may be measured as an electrical current with suitable readout electronics. 

When ions impact on a solid target, such as the FC, secondary electrons are ejected from the solid. 

Therefore, the net charge flow measured by the readout device will be the sum of the inward 

current corresponding to the (usually positive) incoming ions, plus the outward (negative) 

current of the ejected electrons, which implies an overestimation of the real ion flux, if not 

corrected properly. The geometry of the FC must be such that the outgoing path of the electrons 

is efficiently blocked. In addition, it is frequent to add a bias ring immediately upstream the FC, 

polarized to a moderate voltage (frequently in the range of 50-200 V). This is enough to suppress 

most of the escaping electron current and guarantee a reliable correspondence of the readout 

current with the incoming ion flux. A FC is frequently placed immediately downstream an 

aperture, in such a way that its reading is used to optimize the beam flux across the aperture by 

tuning the setting of the upstream optical elements, such as dipoles or sets of quadrupoles. 

Slits, as described in the previous paragraph, may be designed in such a way that each blade is 

electrically insulated and connected to a current readout device. With this configuration two 

blades cutting the beam horizontally provide two independent current measurements which scale 

with the beam flux cut by each of the two blades. Even if the current reading is usually not a good 

quantitative estimate of the beam flux actually cut by the corresponding blade (due to secondary 

electrons, as explained above), the relation between the reading of the two blades is a very good 

way to adjust the position of the beam with respect to the center of the aperture. This 

configuration may be used connected to an automatic feedback mechanism which steers the beam 

upstream the aperture in such a way that the beam goes centered through it. As it is evident four-

blade slits with current readout may be used to determine and control the beam position in both 

directions. 

Finally, there is a wide variety of systems which allow to monitor the beam properties by 

dynamically cutting a small fraction of the beam at a given point along the transport line, whereas 

most of the beam goes through unaffected. This may be implemented by a vibrating string which 

oscillates crossing the beam or any other suitable mechanical setup with similar properties. The 

element which dynamically interrupts part of the beam may be connected to a current readout 
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device, thus operating as a transmission Faraday cup, or may be used to generate a secondary 

signal picked up by a suitable detector placed nearby, outside the beam path (such as visible light, 

characteristic X-rays or backscattered particles). In all cases the time-averaged signal is used as a 

way to sample and thus estimate the average beam flux across the plane where the diagnostic sits. 

In the case that the passage of the oscillating element across the beam is used to measure the 

resulting signal synchronously, the time-dependent readout signal may be used to provide a 

graphical view of the beam shape. This is the so-called beam profile monitor, which is normally 

designed in such a way that the output signal allows to visualize both the vertical and the 

horizontal shape of the beam, by a proper mechanical configuration of the vibrating element. 

Beam profile monitors are sometimes used as qualitative assistance to visualize easily the 

presence of a beam and its shape when optical element settings are being scanned or optimized. 

4.4 Some examples of ion-matter interaction 

4.4.1 Basic concepts: energy loss, range and straggling 

When ions of medium energy (higher than some hundreds keV) impinge matter they initially 

interact mainly with the electrons of the sample via excitation and ionization. The penetrating ion 

loses energy along the ion trajectory through these inelastic collisions with the electrons. The radii 

of atomic nuclei are so small compared with atomic dimensions that nuclear scattering is rare 

compared to interaction with electrons. Therefore, in a first approximation, nuclear interactions 

maybe neglected in the slowing down process. Microscopically, energy loss due to excitation and 

ionization is a discrete process. Macroscopically, it is a good assumption that the ion loses energy 

continuously. The average energy loss (Se, dE/dx) is the relevant magnitude for most analysis and 

experiments regarding Ion Beam Analysis (described in the next Section) and Ion Beam 

Modification of Materials [9] [10]. Some frequently used units are dE/dx: eV/Å; (1/)dE/dx: 

eV/(g/cm2). At high energies the electronic stopping of energetic particles in amorphous solids 

is well described by the Bethe-Bloch formula [11] [12] [13]. The elastic nuclear interaction will be 

progressively significant at lower ion velocity, reaching its maximum values near the buried layer 

where the ions are stopped and “implanted”. 

Charge exchange (loss or gain of electrons) takes place as an ion moves amongst the atoms of a 

sample and it adopts an equilibrium charge which depends on the velocity. For heavy ions at 

velocities less than the velocity of orbital electrons, quasi-molecular electron orbits may be 

temporarily established between the ion and a target atom. At MeV energies, light ions such as 

alpha particles are fully stripped after they enter into a solid sample and only the positive nuclei 

penetrate the sample. After they have been slowed down to low energies they pick up electrons 

again from the sample atoms. Heavier ions, with velocities greater than those of orbiting electrons 

in sample atoms reach an equilibrium charge state after travelling through sufficient thickness of 

sample (typically 5 to 50 µg cm-2). The mean charge is the mean value of a broad, approximately 

Gaussian charge state distribution which, being velocity dependent, changes as the ion slows 

down [14]. 

The energy loss rate, dE/dx, can be calculated using the computer program “stopping and ion 

ranges in matter” (SRIM) (http://www.srim.org/) [15] (see Figure 4.5 and Figure 4.6 as examples 

http://www.srim.org/
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for several cases of ion species and energies). SRIM is a group of programs that calculate the 

stopping and range of ions (up to 2 GeV/amu) into matter using a quantum mechanical treatment 

of ion–atom collisions (assuming a moving atom as an ion and all target atoms as atoms). This 

calculation is made very efficient using statistical algorithms, which allow the ion to make jumps 

between calculated collisions and then average the collision results over the intervening gap. 

During the collisions, the ion and atom have a screened Coulomb collision, including exchange and 

correlation interactions between the overlapping electron shells. The ion has long-range 

interactions creating electron excitations and plasmons within the target. The charge state of the 

ion within the target is described using the concept of effective charge, which includes a velocity 

dependent charge state and long-range screening due to the collective electron sea of the target 

[16]. A full description of the calculation is found in the tutorial book, SRIM—The Stopping and 

Range of Ions in Solids, by J. F. Ziegler and J. P. Biersack in 1985 (a new edition was published in 

2008). The SRIM book offers an interesting and broad historical review of the stopping power 

theories and model developed along the past century. 

Figure 4.5. SRIM simulations showing the straggling and ion range for 850 keV H ions (a,c) and 50 MeV I ion (b,d) beams 

of similar range in LiNbO3 

 

(a) 

(c) 

(b) 

(d) 
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Figure 4.6. (a) Distributions of electronic (Se), nuclear (Sn) and total (Se+Sn) energy loss of ions listed in the legend as 

a function of ion energy per atomic mass unit (specific energy). (b) Energy loss profiles (Se, Sn) vs depth. (a, b) show 

the broad range of energy loss values and ranges calculated by SRIM 2008 [15] from the lightest to the heaviest possible 

ions, for the particular relevant material LiNbO3. 

4.4.2 Ion implantation with light (H, He) and medium mass ion beams 

(C to Si) 

Ions at energies above 100 keV are likely to penetrate into the substrate rather than sputter the 

target [17] [18]. Implanters and tandem accelerators are used to generate energetic beams of both 

light and heavy ions. The incident ions lose their energy mainly through electronic and nuclear 

energy-transferring mechanisms [17] [19]. The ions, implanted at different stopping powers 

determined by the ion mass, energy, and target materials, will cause damage through these two 

mechanisms. High-dose (typically above  1016 ions/cm2) light ions, typically referring to H or He 

particles, at energies of several keV to MeV induce an obvious nuclear damage layer buried inside 

LiNbO3 crystals [19] [20] [21] [22]. The electronic damage of light ion implantation mainly 

consists of point defects or colour centres, which can be removed to some extent by thermal 

annealing at moderate temperatures of 200 - 400°C [19] [21]. However, heating treatments of 

LiNbO3 in this temperature range do not destroy the nuclear damaged layers, and at most cause 

slight recovery of the disordered lattices in the region. 

Some middle-light-mass ion such as C, N, O, F, Si, Cl, Ni, or Cu at energies of several MeV, can cause 

relatively strong modifications in the implanted regions in LiNbO3 even at lower doses of  1014 

atoms/cm2. In these cases, the electronic stopping powers are much higher than those of light ions 

[23] [24] [25] [26] [27]. Nevertheless, low-dose heavy-ion-induced lattice disorders can also be 

removed by suitable thermal annealing ( 200-300 °C). Figure 4.7 shows the distributions of the 

electronic and nuclear energy deposition of 1.75 MeV He and 5 MeV O ions implanted into LiNbO3 

crystals from numerical simulations of SRIM 2008 [15]. 

Completing the framework, the use of heavier ions has been explored, for which in some of these 

irradiations electronic damage was beginning to come in to play as an important variable. In 

particular, results have been published with Si 3 MeV ions [27], Cu ions at 0.7, 1.4, 2.6 MeV (a 

multi-energetic irradiation), O ions at 5 MeV [23], B ions at 3 MeV [28], Ni ions at 3 MeV [29], and 
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C ions at 6 MeV [30]. For all the mentioned irradiations Se has much higher values than in the case 

of He implantations because they have higher Z value. The increase in the extraordinary refractive 

index of LiNbO3 can be reached with much lower fluences to produce waveguides by this 

procedure (1014 at/cm2), being several orders in magnitude lower than those used in the 

implantation method.  

For the purpose of photonic applications, ion implantation has proven to be an efficient method 

for fabricating optical waveguide structures in many materials due to its accurate control of the 

refractive indices of the substrates [19] [21]; in fact, in some crystals with low phase transition 

temperatures or very stable chemical properties, ion implantation is one of the most effective 

techniques to guide structures within them. LiNbO3 waveguides produced by the implantation of 

light and heavy (medium-mass) ion beams have been realized for many years and exhibit 

attractive properties for various photonic applications. 

 

Figure 4.7. Distributions of electronic (dashed lines) and nuclear (solid lines) energy deposition of (a) 1.75 MeV He and 

(b) 5 MeV O ions implanted into LiNbO3 crystals calculated by SRIM 2008 [15]. 

 

Refractive index tailoring 

LiNbO3 is a negative birefringent crystal, with a difference between the extraordinary and 

ordinary index n = ne − no  −0.08 (at a wavelength of 632.8 nm). Several types of refractive index 

profiles of lithium niobate waveguides can be generated using different ion beam techniques. 

“Barrier”- type index profiles 

The optical barrier refers to low refractive index layers buried inside the substrate generated by 

nuclear damage through energy transfer from implanted ions (particularly light ions, e.g., He or 

H) to the target matrix [19] [21]. These elastic collisions between the incident ions and target 

nuclei mainly occur at the end of the ion range, forming a disordered layer accompanied by a 

reduction in the physical density of the substrate and resulting in a decrease in the refractive 

index. Meanwhile, within most regions along the incident ions trajectory inside the target, the 

nuclear damage is quite small; therefore, there is almost no change (or only slight changes) in the 

refractive index. In this way, the regions between the surface of the substrate (i.e., air) and the 

optical barrier are surrounded by low-index regions, which act as waveguides [19]. These barrier-



Irradiation sources: medium energy ion beams 81 

   

 

confined refractive index profiles are quite typical for ion-implanted waveguides in various 

materials, and are particularly common for those related to light ion implantation [19] [21]. 

Figure 4.8(a) shows a typical barrier-type profile of the ordinary index (no) of LiNbO3 waveguides 

produced by the implantation of protons or He. The no value in the waveguide regions only slightly 

decreases after implantation (typically no  -0.1 % to - 0.5%), while in the barrier regions a large 

reduction in no is found, ranging from -1% to -5% depending on the ion fluence [19] [20] [21] [22]. 

In this case, the low index barrier is the only confinement for the waveguide, which normally 

results in relatively strong light leakage through the barrier into the substrate regions due to 

optical tunneling effects, particularly when the barrier layers are very thin [19] Nevertheless, by 

broadening the barrier (through multiple-energy ion implantations, see Figure 4.8(a), the 

tunneling effect can be considerably reduced, resulting in a better confinement of the light modes. 

It should be stressed that for normal barrier distributions, the index value does not decrease 

significantly in the waveguide regions, just as in the case of no for light ion-implanted LiNbO3 

waveguides. 

However, for heavier ions such as O, Si, or P, implantation at energies of several MeV will induce 

large reductions (typically from  -2% to -3%) in the waveguide regions [31], while a larger no 

decrease (typically  -5%) occurs at the end of the ion track (Figure 4.8(b)). This non-typical 

barrier-type index profile theoretically makes the confined structures act as waveguides; 

however, more leakage of light into the substrate will occur due to the smaller index difference 

between the waveguide and the barrier, as well as the poor transmission properties. Therefore, 

in this a configuration, waveguides are not adequate for practical applications due to very high 

propagation losses. 

 

 

 

 

 

 

 

 

 

Figure 4.8. Typical barrier-confined no profile of (a) light ion-implanted LiNbO3 waveguide. The solid and dashed lines 

represent the single and multiple-energy implant configurations, respectively. (b) after heavy ion implantation in LiNbO3 

(from Ref. [32]). 

“Enhanced-well + barrier-type” index profiles 

The mechanism for modification of the extraordinary refractive index (ne) is much more 

complicated. The implantation of light ions (He or H) will cause positive changes in ne (for 

example, ne  +0.5 %) in the near-surface regions, resulting in an enhanced index well. At the end 

of the ion track, a negative index barrier, just as in the case of no profiles, is built up due to nuclear 

(a) (b) 
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energy deposition (nuclear damage) [19]. This profile is called a typical “enhanced well + barrier” 

distribution (Figure 4.9(a)). On the other hand, for the implantation of heavy (medium-mass) ions 

(with energies of several MeV) such as C, O, or Si, a larger increase in ne (up to  2 %) will occur in 

the near-surface region, while a negative index barrier might be constructed at the end of the ion 

range inside the crystal (Figure 4.9(a)). 

As a representative example of the manufactured waveguides described by increasing the 

extraordinary refractive index, ne, it is shown in Figure 4.9(b) (from Ref. [23]) the ne profile of 5 

MeV at 1 x1014 O/cm2 implanted LiNbO3 optical waveguide. An increasing value of the index 

appears at the surface, with Δne ≈ 0.03. Moreover, it also created a low index value to the depth 

where the ions are slowed down completely (≈ 2.6 μm), i.e., where the collisions of incident ions 

with the lattice atoms happen, responsible for the nuclear stopping. 

For H- or He-implanted LiNbO3 waveguides, the light confinement is achieved by the combination 

of an enhanced well and a negative barrier, although theoretically, the enhanced well is sufficient 

for a fairly good restriction of light propagation [19] [21]. As for heavy-ion-implanted LiNbO3 

waveguides, the large positive index well is mainly responsible for the light confinement, through 

which the light inside the waveguide can propagate in a non-leaky manner [21]. With respect to 

the mechanism by which such a ne profile is produced, positive ne well formation, it is still under 

study. Nevertheless, one may assume that the ne increase is related to electronic-energy-

deposition-induced effects on the LiNbO3 cell matrix. Specifically, in the network of oxygen 

octahedrons (BO6), because most of the optical properties of oxygen-octahedron ferroelectrics 

depend on the presence of BO6 octahedron building blocks [33]. 

 

Figure 4.9. (a) “Enhanced well+barrier” confined ne profile of LiNbO3 waveguide formed by light (solid line) and heavy 

(dashed line) ion implantation (from Ref. [32]). (b) Extraordinary index (ne) profile (solid line) of 5 MeV, 1 x1014 O/cm2 

implanted LiNbO3. The dashed line represents the bulk value (from Ref. [23]) 

4.4.3 Ion irradiation with heavy and swift heavy ion beams 

Swift heavy ions (SHIs) are available at large accelerator facilities that can produce beams of high 

mass ions with kinetic energies in the MeV-GeV range and above. In many solids SHIs release 

sufficient energy to generate long, nanometer-sized damage trails often denoted as ‘latent tracks’ 

(a) (b) 
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because they are not discernable by the naked eye or optical microscopy. The initial interest in 

ion tracks goes back to the late 1950s, when Young reported the etching of tracks from fission 

fragments in LiF [34], and shortly after, when Silk and Barnes published the first transmission 

electron microscopy images of fission tracks in mica [35]. At that time, these discoveries 

generated a boom in track research and motivated numerous applications in nuclear detector 

physics, geochronology, archaeology, and many other fields [36] [37]. This interest was further 

stimulated with the advent of large heavy-ion accelerators in the 1980s and inspired intensive 

and systematic basic research on track formation as well as applied projects in material science, 

nanophysics, biophysics, and simulations of cosmic ray effects [38] [39] [40] [41]. 

SHIs are usually characterized by their specific energy in units of MeV per nucleon (MeV/u). In 

this velocity regime, the projectiles mainly interact with the target electrons, resulting in dense 

electronic excitations and ionizations of the target atoms (electronic stopping). Energy loss by 

elastic collisions with target atoms (nuclear stopping) is up to 2-3 orders of magnitude smaller 

and thus plays only a minor role for track formation. Since the majority of interactions occur with 

target electrons, no large-angle scattering of the ion projectiles occurs; this results in straight, 

highly parallel ion tracks. Transmission electron microscopy (TEM) studies and small angle X-ray 

scattering (SAXS) experiments revealed that the track shape is nearly cylindrical with a constant 

diameter for most of the ion range, while over the last micrometer or so, before the ions come to 

rest, the track diameter narrows and the shape changes into a cigar-shaped and irregular form 

[41] [42] [43]. This behavior is related to elastic collisions with the target atoms which become 

increasingly important when the ion has slowed down and is no longer able to efficiently ionize 

the target material. 

A characteristic feature of SHI irradiation is that formation of tracks requires a critical minimum 

electronic dE/dx. This threshold strongly depends on the material and slightly increases with ion 

velocity. It can be below 1 keV/nm for polymers and up to a few tens of keV/nm for metals. In 

metals, the large heat conductivity of the electrons dissipates the deposited energy before the 

track has time to form [44]. In contrast, tracks readily form in complex systems, in materials with 

polymorphism and electronic defects, and if radiation can induce radiolysis in combination with 

volatile radiation products. The most sensitive materials are polymers where SHI irradiation leads 

to chain scissions and the formation of small volatile fragments that leave the sample through 

outgassing. In many oxides, the tracks consist of amorphous cylinders embedded in the crystalline 

matrix (SiO2, apatite, mica, etc.) [45]. In other materials, the track structure can be more complex, 

e.g., consisting of an amorphous core surrounded by a disordered crystalline shell (e.g., 

Gd2(Ti,Zr)2O7 and Gd2TiO5) [46]. Tracks even exist in amorphous materials such as in vitreous SiO2 

and metallic glasses, where the amorphous state within the track slightly differs from the disorder 

of the surrounding matrix. In semiconductors the effects of SHIs are not completely understood, 

but it seems that the band gap has some influence. Some insulators (UO2, ThO2, CeO2, MgO, etc.) 

are extremely resistant under SHI irradiation and their response includes mainly the creation of 

isolated defects and strain [47]. Figure 4.10 shows ion tracks in different materials. 

The diameters of ion tracks are typically a few nanometers, being material specific. Depending on 

the material and its radiation sensitivity, the track size becomes larger with increasing energy loss 

of the projectile. Above a critical threshold, each ion creates an individual, continuous, 

homogeneous cylindrical track, whereas close to the threshold, as well as in rather insensitive 

materials (metals and semiconductors), the damage morphology can be discontinuous and tracks 
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may consist of a sequence of dotted damage fragments. Additionally, the track diameter depends 

on the ion velocity and is, for similar dE/dx values, larger for low-velocity ions [48]. 

4.4.3.1 Applications of Swift Heavy Ions 

Over the past several decades, ion-beam facilities that were developed for nuclear physics 

research have impacted many other fields, including atomic physics, plasma physics, material 

science, condensed matter physics, geosciences, environmental physics, and bio-medical sciences. 

The number of SHI-beam applications in basic research as well as for industrial applications is 

still growing. A unique feature of MeV-GeV heavy ions is that each individual projectile produces 

a cylindrical nanometer-sized track. Heavier projectiles are preferred as a structuring tool, 

because they produce tracks of continuous damage with the largest track diameters as a result of 

their high energy loss. The penetration depth of ions in a material can be adjusted by the beam 

energy. The track density is adjusted by the fluence which typically ranges from a single ion impact 

per sample up to the regime of multiple track overlap (typically above 1013 ions/cm2). Tracks are 

usually stochastically distributed over the exposed target area, but can also be precisely placed on 

predefined positions using a heavy-ion microprobe. The application of targeted irradiations 

includes writing specific patterns [49], testing microelectronic circuits [50], and delivering a 

preset number of ions to the nuclei of individual living cells [51]. A few examples of exciting 

research topics based on SHIs are presented in the following paragraphs. 

4.4.3.1.1 Micro- and nanostructures formed by ion track technology. Applications of latent- and etched 

tracks 

One has to distinguish between the application of latent, i.e. as-implanted ion tracks, and etched 

tracks. Latent tracks emerge from the energy deposition of swift heavy ions inside a tiny target 

volume (‘ion track core’, 10-15-10-14 cm3), and within an extremely short time (10-17- 10-15 s). 

These extraordinary transient conditions lead to dramatic modifications of the materials via 

chemical and structural changes, with accompanying heat and pressure pulses. 

Amorphous tracks formed by electronic excitation are well aligned with beam direction and are 

themselves nanostructures, offering very interesting capabilities in nanotechnology [39] [52] [53] 

[54] [55] [56]. Four major strategies for latent track applications show up: (1) exploitation of the 

modified transport properties along ion tracks, (2) letting metallic atoms or clusters precipitate 

along the tracks, (3) exploitation of the material’s chemical changes, and (4) making use of ion-

induced phase transitions [57] [58]. 

Dissolution of the latent track material by suitable chemical agents (‘etching’) leads to etched track 

formation; the so-called “etched tracks”, that is, generating nanopores. By careful selection of 

projectile, target, etchant, and etching conditions, etched tracks can be tailored towards any 

required shape, such as cylindrical, conical, or hyperbolic, transmittent (in thin foils) or non-

transmittent, that can act as traps for foreign molecular species (sensors). On the other hand, 

etched tracks can be filled with other substances to form nanocomposite materials with novel 

optical, electrical and magnetic properties; moreover, the embedded matter can be arranged as 

either massive wires (also called: ‘fibers, fibrilles’) or tubules, or it just can be dispersed 

discontinuously as small nanoparticles along the track length. There is a wide range of 

applications linked either to direct patterning of materials or to depositing material into the pores 

of etched ion track membranes [55] [59] [60] [81][142]. 
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a) Ion track membranes 

Selective attack by a suitable chemical etchant of ion tracks, convert the damage of each track into 

an individual nanopore. The etching time determines the pore size and specific etching conditions 

control the pore shape and geometry (cylindrical, conical, double conical, etc) [61](see as example 

Figure 4.11 a). The discovery of track-etching has triggered applications in a wide range of 

scientific and industrial areas. During the last decade, the rapidly increasing activities and recent 

developments in nanoscience have boosted the interest in track-etched channels in polymers in 

particular [39] [40] [62] [63] [64]. Several small companies process commercially large quantities 

of track-etched membranes with pores of extremely uniform diameter 

Transport properties of membranes with a single track-etched nanopore became of great interest 

to mimic conditions of ion channels in biological cell membranes [61]. The asymmetrical geometry 

of nanopores allows preferred transportation of chemical and biological species in one direction 

like an ionic diode [65] [66]. Using different chemical and physical modification or decoration 

strategies, it is possible to tailor systems with sensor properties [67] [68] [69] [70]. Ion track 

membranes are also of interest as nanofluidic devices for biosensing, separation of drug 

molecules, desalination, electro osmosis, electrochemical energy storage in batteries, and fuel 

cells and supercapacitors, just naming a few topics. 

b) From etched tracks to nanowires 

Another very active research field in nanoscience uses the ion-track technology for the fabrication 

of nanowires by filling the pores of ion-track membranes via electrodeposition (see as example 

Figure 4.11 b). The combination of chemical etching, electrochemical deposition, and surface 

modification techniques led to the development of an enormous flexibility to synthesize tailored 

nanostructures of various metals and semiconducting compounds and exploit size dependent 

physical and chemical properties of materials at the nanoscale. As an advantage, ion track 

membranes allow the control of the size, geometry, aspect ratio, and surface morphology of the 

nanowires. Recent investigations provide results on size effects on optical, electrical, and thermal 

properties, surface plasmon resonances, and thermal instabilities [71] [72] [73] [74]. 
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Figure 4.10. High-resolution transmission electron microscopy (TEM) images of ion tracks in non-amorphisable (top) 

and amorphisable (medium/bottom) insulators/semiconductors. Top left: Cross section of two tracks (a and b) in non-

amorphisable SnO2 irradiated with 9 MeV/u Cd ions [75]. Top right: CaF2 irradiated with 10 MeV/u Bi ions. The arrows 

indicate the trajectories of non-continuous facetted defect clusters [76]. Medium left: Cross section of a single track of 

a Pb ion in mica. The amorphous track zone is surrounded by the intact crystal matrix [77]. Medium right: Continuous 

amorphous track region created along the trajectory of a Xe ion (24 MeV/u) in Y3Fe5O12 [78]. Bottom left: Latent tracks 

of Dy ions (13 MeV/u) in GeS irradiated normal to the crystal surface [79]. Bottom right: Amorphous track in 

Bi2Sr2CaCu2O8 irradiated with swift Au ions [80]. 
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Figure 4.11. (a) AFM image of etch pit morphologies in LiNbO3 substrate obtained after etching tracks (HF 40% at RT 

for 10 min) produced with Pb 2300 MeV ions [55]. The inset shows the depth profile recorded along the line across the 

long axis of the two elongated pores. (b) Scanning electron microscopy image of Au nanocones electrodeposited in 

conical nanopores [82]. 

4.4.3.1.2 Functional Bulk Material Testing 

Studies on the radiation hardening of bulk materials under extreme conditions including radiation 

dose, stress, temperature, and pressure, have received significant attention in the context of 

nuclear materials and of, more recently, next-generation accelerators. Functional materials under 

a constant flux of radiation that may modify their properties need to be tested and appropriate 

mitigation methods must be developed. Irradiation experiments with SHIs are an efficient and 

controlled way to test bulk materials and identify specific physical and structural property 

changes. For reliability tests and lifetime estimates, it is important to understand how a given 

material responds to extreme radiation fields, what is the nature of the specific damage, and how 

thermal treatment can mitigate the radiation damage. An important research area addresses the 

radiation hardening of materials for new high-power accelerator facilities (e.g., FAIR, FRIB, ESS, 

etc.), operational limits of materials in high dose and high energy density environments, lifetime 

predictions, and the development of new material solutions for extreme cases. Unique material 

requirements also arise with the development of facilities with the highest pulse intensities. The 

dynamic response (pressure wave propagation and damping) under high-power beam impacts of 

beam intercepting devices (collimators, targets, and beam dump materials) are currently tested 

with SHIs and provide helpful experimental data for benchmarking respective finite element 

simulations [83] [84] [85] [86]. 

4.4.3.1.3 Simulation of cosmic radiation effects with SHI 

Electronic components in space missions are sensitive to radiation effects and require reliability 

tests before being installed. High-energy particles produce local charges and electron cascades 

that generate multiple types of artifacts, such as the increase of leakage currents, local memory 

errors (e.g., single event upsets), and single event transient errors at the system level. In some 

cases, more dramatic and destructive events like dielectric rupture, burn-out, or latch-up render 

the component completely unusable. For safe operation of satellites or devices for exploration of 

the solar system, the importance of accelerator-based studies and the need to develop 

countermeasures are acknowledged by all space agencies and give radiation tests at accelerator 

facilities high priority [87] [88]. The advantage of SHIs are their large penetration depths that 

allows tests without disassembling the electronic components. 
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4.4.3.1.4 Swift heavy ion related research in nuclear materials 

Irradiation experiments with SHIs have relevance for nuclear materials research, particularly to 

simulate the effects of fission fragments in nuclear fuels. The primary sources of radiation damage 

in nuclear fuels are fissile actinides, such as uranium, which fission into two fragments of 100 

MeV kinetic energy. It is interesting to note that end-of-range ballistic collisions by fission 

fragments are almost entirely responsible for the displacement damage near the end of the UO2 

fuel life (4 to 6 years) in current nuclear power plants [89]. Only about 20 displacements per 

atom (dpa) are from collisions with fission neutrons, while fission fragments produce 1200 to 

1800 dpa between the center and outer periphery of the fuel pellet. This damage process, which 

is based on elastic collisions, has been studied in detail and is well understood. However, many 

open questions remain on the effects of the electronic energy loss and the extremely high energy 

densities that are induced along the major part of the trajectory of fission fragments. The intense 

ionization processes during the slowing down of fission fragments can also influence the 

formation and stability of fission-gas bubbles and alter the chemical composition of the fuel via 

radiation enhanced diffusion. Some studies suggest that fission fragments can result in the 

stabilization of low-swelling metastable phases [90] [91] and fine precipitate structures that act 

as noble gas nucleation sites (thereby suppressing fuel swelling), as well as the formation of 

favorable gas bubble architectures [92] [93] [94] [95]. Experimentally, large accelerator facilities 

for SHIs provide the most suitable conditions for simulating fission-fragment type damage in 

nuclear fuel because the irradiation conditions are well-controlled and the ion species as well as 

their energies can be adjusted. This allows irradiation experiments at various electronic stopping 

powers, including tests below and above the threshold for track formation. 

4.4.3.1.5 Generation of waveguides structures using SHI irradiation 

Recently, swift ion irradiation in LiNbO3 has received considerable attention due to its novel 

modification of structures and refractive indices of the crystal [55] [96] [97] [98] [99] [100] [101] 

[102] [103]. In these cases, the refractive index changes are mainly due to the electronic-damage-

related structural modifications. The electronic stopping power (Se) of the incident ions, is a key 

parameter that affects the structures and refractive indices of the LiNbO3 substrate [100]. In 

addition, there is an intrinsic amorphization threshold value Sth  5 keV/nm, which strongly 

influences the formation of nanometer-sized amorphous tracks occurring during the irradiation 

process [97] [100]. 

a) “Buried amorphous layer” confined waveguides. Heavy ion irradiation at low fluence: high 

index jump waveguides 

When the incident ions have Se  Sth, tracks with partial damage will be created along the ion 

trajectory, and at sufficiently high fluences (for LiNbO3,  1014 - 1015 ions/cm2), the tracks overlap 

and a homogenously amorphous layer of damage accumulation will be generated within the 

crystal [96] [97] [99], whose thickness increases with the ion fluence. This amorphous layer is 

related to electronic energy deposition, and its thickness can be tuned by choosing suitable ion 

fluences (see Figure 4.12.) 
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Figure 4.12. (a) The electronic stopping power versus depth for 22 MeV F4+ ions in LiNbO3 [96], (b) The refractive index 

profiles (no and ne) of z-cut samples with this irradiation at different ion fluences (at/cm2) [96], (c) and (d) Optical 

microphotographs of a polished y-cut cross section for samples irradiated with F4+ at fluences of 2 ×1014 at/cm2 (c), and 

1 ×1015 at/cm2 (d). The depths of the maximum electronic stopping power, (Se) and nuclear stopping power (Sn) are 

indicated with arrows. Ion beam is penetrating the material coming from left side in (c, d). 

Figure 4.12 (b) shows the ne and no profiles of 22 MeV F-ion-irradiated LiNbO3 waveguides. As it 

is indicated, the profile has a “steplike” distribution with sharp boundaries. Both ne and no have 

the same value, i.e.,  2.10, in the amorphous region, while the surface indices for both ne and no 

are only slightly modified. In this way, the waveguide layer is therefore confined in the region 

surrounded by the surface (air) and the buried amorphous layer. Moreover, the profile index 

shapes obtained with this new technique are sharper, the index change is higher, and the barrier 

can be thicker. 

b) Swift heavy ion irradiation at ultra-low fluences: nanostructured gradient index waveguides 

On the other hand, when the ion energy increases further, Se  Sth, amorphous tracks with 

dimensions of a few nanometers will be created, and at ultralow fluences (1012 ions/cm2), [55] 

[102] [103] effective waveguides can be formed with buried damage layer confined refractive 

index profiles. In this case, each single ion impact creates a nanometer-sized latent amorphous 

track with an isotropic refractive index (na = 2.1). The radius of each track increases monotonically 

with Se, forming a depth-shaped distribution [103]. The refractive index of the irradiated regions 

will follow the electronic damage (Se) behaviour. By this way, the fluence required for waveguide 

formation is remarkably reduced to 1012 ions/cm2. The advantage of this method is the 

avoidance of overlapping nanotracks, which requires ultralow doses. 

c) Novel thick optical waveguides in lithium niobate induced by swift heavy ions (~10 MeV/amu) 

at ultralow fluences 

(d) 
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In addition, it is possible to use a much higher energy for ion irradiation, e.g., several GeVs, to 

fabricated in seconds very deep optical waveguides (tens of microns) for applications in the 

infrared wavelength bands [104]. In this way, since Se  Sth, a much lower dose is required for 

waveguide formation in LiNbO3. Specifically, heavy mass ions, Kr and Xe, having energies in the 

10 MeV/amu range have been used to produce thick planar optical waveguides at the surface of 

lithium niobate. The waveguides have a thickness of 40-50 micrometers, depending on ion energy 

and fluence, smooth profiles and refractive index jumps up to 0.04 (λ = 633 nm). It implies the 

generation of a buried low-index layer (acting as optical barrier), made up of amorphous nano-

tracks embedded into the crystalline lithium niobate crystal matrix. This would allow the 

fabrication of much thicker waveguides (up to tens of microns) with ultralow fluences (<< 1012 

cm-2). They propagate ordinary and extraordinary modes with low losses keeping a high nonlinear 

optical response (SHG) turning them into great candidates for many applications. This first test 

demonstration could be extended to other crystalline materials useful as photonic devices for the 

mid-Infrared applications, such as astrophysics studies. 

As a summary we can state that, swift heavy ion irradiation presents a novel way to fabricate 

waveguides in LiNbO3. In this case of heavy ions, the electronic damage is the main cause of the 

index change. This technique overcomes some of the disadvantages of light ion implantation, such 

as the large fluence of ions required (1016 - 1017 cm2) and the contamination of the material with 

the irradiated ions in the optical barrier. Irradiation parameters such as ion species, energy, and 

fluence must be chosen by carefully considering the Se values of the ions in LiNbO3 crystals. 

Table 4.1. Typical parameters for 1D waveguides production in LiNbO3 by ion beam techniques. 

Ion beam techniques Ion species Ion energies Ion fluences (at/cm2) 

Light ion implantation H and He 100 keV - 3 

MeV 
 1016 - 1017 

Heavy (medium- mass) 

ion implantation 

C, N, O, F, Si, 

P, Cu, Ni, etc. 

2 - 7 MeV 

 
 1 x 1014 - 2 x 1015 

 

Heavy and medium-mass 

ion irradiation 

O, Si, Cl, Cu, 

etc. 

12 - 50 MeV  1012 - 1014 

4.5 Ion beam analytical techniques and experimental setup 

examples 

4.5.1 Techniques based on elastic nuclear processes: RBS and ERD 

Ions can interact with matter in different ways but the simplest scenario is the interaction via 

elastic nuclear processes. Because in elastic processes we can assume a two-body collision 

controlled by a central Coulombic force the physics can be described in a straightforward way. 

Indeed, since the involved velocities are not high, the elastic collision between the ion and the 

target can be treated within the classical mechanics framework. The idea that elastically scattered 

ions can be used to get information about matter was primarily developed in the famous 

Rutherford experiment (actually performed by Geiger and Marsden) in 1909 [105] [106]. It is 

important to note that, although in Rutherford’s experiment a light projectile (alpha particle) 

impinges into a heavy target (gold), the physical problem is identical for the opposite conditions 
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(a heavy ion and a light target). These two cases correspond to the most basic IBA techniques: the 

first one is known as Rutherford backscattering spectrometry (RBS) and the latter is known as 

elastic recoil detection (ERD). 

 

Figure 4.13. Kinematics of a two-body elastic collision. Depending on the mass of the projectile and the target atom, 

scattered ions (RBS) or recoils (ERD) can be detected. 

Figure 4.13 shows the basic scheme of the ion-target collision that takes place both in RBS and 

ERD experiments. The main difference between the techniques is that for RBS the projectile 

satisfies the condition M1 < M2 and the scattering angle (θ) is high, while in ERD the working 

conditions satisfy M1 > M2 and we use a forward scattering angle (Φ). Imposing conservation laws 

for the energy and the momentum, the velocity and scattering angle of the projectiles can be 

obtained as a function of the initial parameters of the incoming ion. Moreover, the ratio between 

the final and the initial energies of the ion, known as the kinematic factor (K) can be analytically 

determined [107]: 

𝐾𝑅𝐵𝑆 = 
𝐸1
𝐸0
= (

(
𝑀1

𝑀2
⁄ ) 𝑐𝑜𝑠𝜃 + √1 − (𝑀1 𝑀2⁄ )2𝑠𝑖𝑛2𝜃

1 + (𝑀1 𝑀2)⁄
)

2

 (4.6) 
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𝐸2
𝐸0
=

4𝑀1 𝑀2⁄

(1 +𝑀1 𝑀2⁄ )2
𝑐𝑜𝑠2𝜙 

(4.7) 

The kinematic factor is always lower than 1 because the energy of the projectile always exceed 

the energy of the scattered ions or recoils. In addition, the different values of K for the different 

ion-atom combinations allow us separating the elements in the spectrum. In particular, if we 

assume for simplicity that the collision takes place only at the surface, the mass of the element can 

be measured only by the reduction of the energy of the projectile: ΔE=E-KE. This is one of the 

characteristic features of RBS and ERD: the mass resolution is determined by the kinematic factor. 

If the difference in the kinematic factor of two elements is large, then the resolution is high; 

whereas similar values of K lead to a difficult separation of the elements. 

Figure 4.14 shows the kinematic factors for representative RBS (a) and ERD (b) conditions, 

including different target elements. Ideally, the particle detector should be placed at a scattering 

angle where K is almost constant. Due to this fact and the additional technical limitations, the 

typical angles are around θ=170° for RBS and Φ=30° for ERD.  
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Figure 4.14. Values of the kinematic factor for (a) RBS with 4He and (b) ERD with 127I. The shaded region corresponds 

to the typical range for the detection of the scattered particles. 

Although the kinematic factor is very useful to read the spectrum in terms of the mass of the 

elements, it does not provide information about the concentration of these elements. Logically, 

the number of scattered particles (yield) must be proportional to the number of target atoms per 

unit area (concentration), but also to other factors such as the number of incident particles or dose 

(Q) and the solid angle of the detector (Ω). Since both the dose and the solid angle can be 

determined experimentally, the only remaining unknown to calculate the concentration of the 

sample is the scattering probability.  

Atoms with different masses have different scattering probabilities because the Coulombic 

potential depends on the atomic number and, therefore, the repulsing force will be higher for 

heavy elements than for light ones. The physical quantity representing the scattering probability 

is the cross section (dσ/dΩ), which describes the effective area of each nucleus presented to the 

beam of incident particles. The calculation of the cross section was first derived by Rutherford for 

the Coulombic potential and, in the laboratory frame of reference. It can be expressed as [108]: 

𝑑𝜎𝑅𝐵𝑆
𝑑Ω

= (
𝑍1𝑍2𝑒
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where E is the energy of the ion and Z1 and Z2 are the atomic numbers of the ion and the target 

atom, respectively.  

The cross section depends on many parameters, but due to the quadratic dependence the most 

important factor is the first one. This factor, which is shared for both RBS and ERD, indicates that 

the cross section decreases fast with the beam energy and also increases fast with the atomic 

number of the detected element. Figure 4.15 shows the cross sections for representative 

situations in RBS (a) and ERD (b) experiments. The fact that cross sections are tabulated and well-
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known means that RBS and ERD do not require standards to quantify the composition of the 

element, which is an advantage over other IBA techniques such as PIXE. 

 

Figure 4.15. (a) Cross section for different elements using 4He at different energies (170° scattering angle). (b)  Cross 

sections for 16O using different ions and energies (30° scattering angle). 

Figure 4.15a shows an RBS example with a 4He beam. The cross section for the different elements 

increases with the target mass and decreases with energy as mentioned before (note the semi-log 

scale). It is important to note that Rutherford’s formula is satisfied below 2 MeV for almost all the 

elements, but there are important deviations for higher energies (see, for instance, C and O). These 

deviations are due to nuclear interactions leading to resonances (discussed in the next section). 

Since these resonances can increase the cross section by one or even two orders of magnitude 

they are extremely useful to detected light elements that typically have a low yield.  In the case of 

ERD, the Figure 4.15b shows the cross section for 16O recoils when using different ion beams.  As 

it can be seen, the heavier the ion, the higher the cross section. Thus, when measuring light 

elements, heavy ions are especially convenient to increase the statistics in the spectra. 

Once the cross section is known, the quantification of the composition can be developed as a 

function of the solid angel (Ω), the dose (Q) and the experimental backscattering yield (Y). In the 

simplest case of RBS on a thin film under normal incidence, the areal density (number of atoms 

per unit area) can be calculated as  Y/QσN A , where σ is the average cross section (coinciding 

with the dσ/dΩ for small Ω). However, this formula is only a surface approximation. When the 

beam enters into the target, the ions slow down and lose energy and to take this effect into account 

a new variable must be considered: the stopping force.  

The stopping force is the physical link between energy and depth and, therefore, it is the 

mechanism providing depth resolution to RBS and ERD. The total energy loss by an ion can be 

divided in three steps: the path of the ion from the surface towards the target atom, the ion-solid 

collision, and the ion/recoil path towards the surface again. The effect of the stopping force is that 

the same ion-atom collision occurring at different depths will be detected at different energies, 

allowing depth concentration profiling. 

Due to the large number of parameters that must be considered for a complete analysis of an RBS 

or ERD spectrum, there are many commercial programs to develop the simulation and fit of the 

experimental data, such as SimNRA [109], NDF [110] or RBX [111]. Typically, these programs take 

into account the kinematic factor, the scattering cross section, the stopping cross section and the 
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straggling, but also adds several other theoretical and experimental corrections. A systematic 

intercomparison of most used software packages can be found in  reference [112].  

 

Figure 4.16. Experimental (dots) and simulated (lines) RBS spectrum of a sample composed of a thin layer of Ta2O5 on 

a silicon substrate. 

Figure 4.16 shows an example of a RBS spectrum for a Ta2O5 thin layer grown on a silicon 

substrate. The line represents the simulation, which fits perfectly with the experimental data. The 

Ta and O energies marked with an arrow correspond to the surface and, therefore, coincide with 

the ones obtained through the kinematic factor. Note that the very different yield for Ta versus O 

is not due to the higher concentration but to the (~100 times) higher cross section of Ta. The 

uniform yield of the elements evidence the homogeneity of the concentration with depth. The 

thickness of the layer can be estimated due to the energy loss of the ions. 

4.5.2 Techniques based on inelastic nuclear processes: NRA and PIGE 

RBS and ERD are elastic techniques that involve two-body collisions in which the energy and the 

momentum are conserved. However, MeV ions can produce nuclear processes that need to be 

treated in a more complex way. In particular, a nuclear reaction is not a two-body but a 4-particle 

problem. For instance, the reaction 16O(d,p)17O is produced when a deuterium ion (2H) interacts 

with a 16O nucleus, producing a proton (1H) and the isotope 17O. In this process both the target and 

the scattered ion change, so it does not fit in our previous definition of RBS and ERD techniques. 

On the contrary, this is a new method and we must now consider the conservation of nucleons (A) 

and charge (Z) too. This method is known as nuclear reaction analysis (NRA), because we analyse 

the products of the nuclear interaction such as protons, alpha particles, nuclei or gamma-rays (this 

latter case known as particle induced gamma-ray emission or PIGE). Since nuclear reactions are 

very specific, this technique is particularly useful for the detection of certain isotopes (typically 

light elements) with high sensitivity.  
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Figure 4.17. Energy diagram of an endoergic and an exoergic nuclear reaction [16] 

Nuclear reactions can be generally divided into different classes depending on the energy balance 

and the value of Q=E(products)-E(particles). Figure 4.17 shows two examples of X(a,b)Y reactions 

where the final products have lower and higher energy than the initial particles [16]. When Q≠0 

the reaction is inelastic (either endoergic or exoergic), while Q=0 represents a particular case that 

correspond to an elastic collision. However, there are many possible decay channels and several 

of them can occur simultaneously, what makes NRA complex. 

In IBA, we can highlight three relevant cases [113]: 

 Ion-ion (p,q) reactions:  

o Elastic (Q=0). In some cases both the projectile and the target are not modified by 

the nuclear interaction. This can be due to a Rutherford (only Coulomb force 

dominates) or non-Rutherford scattering. In the latter, there is formation of a 

transient quasibound state but the target remains in the ground state. As we 

mentioned in the previous section, this kind of reaction can interfere with RBS 

experiments because alters the cross section. An example of an elastic reaction is 
16O(α, α)16O. 

o Inelastic (Q≠0). These reactions can be due to excitation or rearrangement. In the 

first one there is no change in the particle but the target is left in an excited state. 

For example, the reaction 19F(p,p’)19F* with Q=-0.011 MeV. In the second one, 

there is a compound reaction where all particles are combined. For example, the 

reaction 14N(d, α)12C with Q = 13.575 MeV.   

 Ion-gamma (p,γ) reactions:  

o Due to radiative capture, sometimes a small part of the nucleons are combined to 

form a nucleus in a highly excited state that emits γ-rays promptly. For example, 

the reaction 27Al(p,γ)28Si with different released energies. 

o Gamma-ray emission can also accompany other ion-ion reactions where an 

excited state is formed. This is the case of the 1H(15N,αγ)12C, where gammas at 4.43 
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MeV are emitted for sufficiently high energies of the projectile.  

 Ion-neutron (p,n) reactions: 

For example, 19F(p,n)19Ne with Q=-4.020 MeV. Some of these reactions are used to 

produce radioactive isotopes and be used in particle induced activation analysis.  

The underlying principle of NRA is not very different to that of RBS or ERD. Essentially, the yield 

of a certain particle (ions, gammas, or neutrons) indicates the concentration of a target element. 

The main complexity arises from the variety of decay channels and the special set-ups required 

(involving additional detectors, foils, shielding, etc.). Another important fact to consider is that the 

cross sections for nuclear reactions need to be measured. Typically, the probability follows a 

Lorentzian shape determined by three main factors: the resonant energy, the width and the cross 

section. Fortunately, most of the nuclear cross-sections of interest are relatively well known and 

accessible through data bases (simulation codes incorporate them), but often reference samples 

are needed (especially when using PIGE). 

One of the remarkable cases where NRA demonstrates its power over RBS or ERD is for H 

detection. As mentioned before the 1H(15N,αγ)12C can be used for that via gamma detection. Note 

that this is an inverse reaction, i.e., the projectile used is 15N and not 1H as usually. The resonance 

for this nuclear reaction is ideal because it is narrow (1.8 keV), it has a high cross section (1650 

mb) and it is isolated from others (4.43 MeV gammas can be detected without overlapping 

signals). Thus, depth profiling of H can be obtained with high resolution (few nm) and high 

sensitivity (some ppm). In order to get the concentration profile, the yield of the gamma rays is 

determined as a function of the beam energy. Because there is a threshold energy of E(15N)=6385 

keV for the reaction to happen, different probing energies correspond to different probing depths. 

Figure 4.18 shows an example of this kind of analysis for two AlGaN/GaN samples grown with 

different plasma conditions.  

Figure 4.18. Hydrogen depth profile for two AlGaN/GaN samples grown with NH3 and with N2 plasma conditions. The 

profile was obtained through 1H(15N,αγ)12C nuclear reaction analysis. The data are consistent with an in-diffusion 

process from surface [114].  
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4.5.3 Techniques based on electronic excitation: PIXE 

Since its introduction in the early 1970s [115], Particle Induced X-ray Emission (PIXE) has been 

one of the most widely applied IBA techniques. When a MeV ion beam impacts on a target, the 

atomic electrons of the inner shells are ejected resulting vacancies. The atoms are not stable with 

this configuration and the vacancies are filled by the electrons falling from outer shells. The 

released energy during this process can be emitted as X-rays. Figure 4.19 shows the schematic of 

the physical process. 

 

Figure 4.19. Schematic of the PIXE physical process. 

In order to determine the yield equation for X-ray peaks, the different physical phenomena which 

take place must be considered: 

 The number of vancancies produced in the layer. This number depends on the probability 

of ionization of the layer for the particle energy E called the ionization cross-section, 

𝜎𝑍(𝐸). 

 The transmission factor of the ion beam in the sample matrix and the stopping power. The 

ion beam energy decreases on its way through the sample according with the density and 

sample  thickness. 

 The X-ray detector efficiency and its geometry. 

Consequently, the mathematical PIXE equation is: 

𝑌(𝑍) =
𝑁𝐴𝑣𝜔𝑍𝑏𝑍𝜀𝑍

𝑖 (𝛺/4𝜋)

𝐴𝑍
𝑁𝑝𝐶𝑧∫

𝜎𝑍(𝐸)𝑇𝑍(𝐸)

𝑆𝑀(𝐸)
𝑑𝐸

𝐸𝑟

𝐸0

 (4.10) 

where 𝑌(𝑍) is the yield of the X-ray peak corresponding the element with atomic number Z, 𝑁𝐴𝑣  

Avogadro’s number, 𝜔𝑍 the fluorescence yield of the peak,  𝑏𝑍 the fracción of the X-rays that 

appear in the line, 𝜀𝑍
𝑖  the absolute detection efficiency, 𝛺 the solid angle of X-ray detector, 𝑁𝑝 the 

number of incident particles, 𝐶𝑧 the element concentration, 𝐸0 the incident energy of the ion beam, 

𝐸𝑟  the final energy of the ion beam, 𝜎𝑍(𝐸) the ionization cross-section for the particle energy E, 

𝑇𝑍(𝐸) the transmission of particles from succesive depths in the sample and 𝑆𝑀(𝐸) the sample 

matrix stopping power. 

PIXE is a multielemental technique. The energies of the detected X-rays are characteristic of the 

sample elements. The PIXE spectra consist of the different X-ray peaks on a continuous 

bremsstrahlung background (Figure 4.20). Measuring the intensities of the characteristic X-ray 

lines, the elemental concentrations may be determined. 
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Figure 4.20. PIXE spectrum of an uterus sample treated with yttrium. 

PIXE is an excellent analytical technique for the detection and quantification of low elemental 

concentration starting from sodium onwards. It allows to map trace element concentrations at the 

ppm level. The process is similar to EDX (Energy-dispersive X-ray spectroscopy) where an 

electron beam excites the sample atoms, but PIXE uses particles to eject inner shell electrons. This 

leads to orders of magnitude reduction in the bremsstrahlung background under the 

characteristic X-ray lines compared to EDX and consequently to a much better elemental 

sensitivity. In addition, the penetration in the sample of MeV ions is higher than that of keV 

electrons, therefore PIXE allows the study of thicker samples than EDX. 

PIXE analysis uses semiconductor X-ray radiation detectors. During years Si(Li) and LEGe (Low 

Energy Germanium) detectors [116] cooled by liquid nitrogen and with conventional acquisition 

electronics have been most employed although, in the last years, the use of detectors cooled by 

the Peltier effect is increasing.  

The elemental concentrations from PIXE spectra are generally determined with computer fitting 

programs [117]. GUPIX code [118] [119] is the most widely used software for PIXE analysis 

although there are others such as GEOPIXE [120], DATTPIXE [121] and PIXAN [122].  

4.5.4 Ion channeling 

So far, we introduced IBA techniques without taking into account the nature of the sample under 

analysis. We implicitly assumed that the methods will lead to the same results independently of 

the structure of the material, i.e., that the ion-solid interaction is the same in all the cases. 

However, there is one specific case in which this is not true: crystalline targets. 

Crystals are solids that exhibit a uniform geometric periodicity due to a highly ordered 

microscopic structure. As a consequence, their properties are substantially different when 

compared to those of amorphous or polycrystalline materials. In particular, because crystals are 
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formed by lattices, their atomic density will strongly depend on the orientation of the sample, 

which alters the stopping force and the scattering cross section. More importantly, for certain 

orientations the atoms of the crystals are perfectly aligned in arrays, providing empty “channels” 

to travel through for particles or radiation. This effect was already proposed in 1912 by Johannes 

Stark [123], but it was not confirmed until 1963, both experimentally and computationally [124] 

[125]. 

 

Figure 4.21. Artistic view of ion channelling. From [126] 

We can define ion channeling as the directional effect that takes place when a charged particle 

beam is aligned with a major symmetry direction of a crystal [127]. Figure 4.21 illustrates this 

effect, which can be divided into two classes: axial channeling (when the direction of the beam is 

parallel to an axis) and planar channeling (the direction is parallel to a plane). The main 

manifestation of channeling in the experimental spectra is an intense reduction of the scattering 

events. This reduction in the yield is a consequence of the correlated series of small-angle 

screened Coulomb collisions between the ions and the lattice atoms. Therefore, the close 

encounter probability decreases and ions can travel large distances inside the material.  

For most depth profiling applications, channeling is an inconvenience because the composition of 

the sample cannot be properly determined (we cannot assume ordinary cross sections and 

stopping forces). However, channeling is a very powerful method to determine any lattice 

perturbation in crystals such as extended defects (interstitials, dislocations, stacking faults, etc.), 

strain, impurities, phase separation or implantation damage. Hence, channeling is a widely used 

technique for crystallography, most often in combination with RBS (RBS/C), although it can be 

also used for PIXE or NRA. RBS in channeling mode is indeed an excellent complement to other 

analytical methods such as X-ray diffraction or transmission electron microscopy, because it 

provides direct information on defects with depth-resolution and mass sensitivity. 

Comprehensive reviews of ion channeling available in references [128] [129] [130] [131]. 

A simple example of the channeling effect in the RBS spectra is shown in Figure 4.22 for a GaN 

crystal. When the crystal is aligned with a major axis (a) the backscattering yield is strongly 

reduced, evidencing a surface peak at the surface (the surface is essentially a type of defect, and 

ions cannot be channeled in it). When the crystal is aligned with a plane (b) the yield is reduced 

but less than in axial channeling. In addition, the spectrum shows characteristic oscillations due 

to the harmonic movement of the ions in the channel. Finally, when the crystal is in a random 
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orientation we recover the conventional RBS spectrum, i.e., the spectrum equivalent to the one 

obtained for an amorphous target. Nevertheless, it is important to keep in mind that getting a 

proper random spectrum can be a challenge and, most of the times, requires rotating the sample 

during the measurement. 

 

Figure 4.22. GaN crystal aligned in three different geometries for: (a) axial channeling, (b) planar channeling, and (c) 

random orientation.  (d) RBS spectra for the three geometries. It can be seen that the minimum yield is obtained for 

axial channeling. 

Channeling can be explained in terms of a correlated series of elastic two-body collisions, but the 

classical theory developed by Jens Lindhard assumes, instead, a continuum collision model [127]. 

This means that the ion trajectory can be described using the force of a continuous string, and not 

calculated from individual atomic interactions. Thus, the effect of the lattice can be incorporated 

in an average transverse string potential. The hypotheses for Lindhard’s model are: (a) the 

scattering angles are small, (b) the successive collisions are strongly correlated, (c) the collisions 

are elastic encounters between two bodies and (d) the crystal can be approximated by perfect 

strings of atoms with a uniform spacing. The choice of this potential requires a compromise 

between accuracy and simplicity, and nowadays the universal Ziegler-Biersack-Littmark (ZBL) 

repulsive potential is the most extended one [132]. Lindhard’s theory predicts the existence of 

two essential parameters controlling the oscillatory movement of the ions inside the channels: the 

critical angle and the minimum yield. 

Channeling is not only a geometrical phenomenon but mainly a steering phenomenon, because 

the potential of the atomic strings forces the ions to remain channeled. Hence, there is a certain 

tolerance for the incidence angle that allows the channeling of the particles. The critical angle for 

channeling (ψ1) is defined as the maximum value to get steering of the ions inside the channels of 

the crystal. This angle can be calculated as the maximum angle that allows the application of the 

Lindhard’s continuum model, and its value is 
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(4.11) 

where Z1 is the atomic number of the ion, Z2 is the atomic number of the target, e is the charge of 

the electron, ε0 is the vacuum permittivity, E is the kinetic energy of the ion, and d is the spacing 

between atoms along the string direction. For energies of few MeV, the critical angle is typically in 

the range of 1°. 

In practical terms, the effect of the critical angle can be measured performing an angular scan 

along a certain crystallographic direction. For angles below ψ1 the effect is very important and the 

scattering events decrease significantly, while for higher angles the yield recovers the expected 

level for random conditions. However, it has been demonstrated that the experimental half-angle 

ψ1/2 does not correspond exactly to the value ψ1, but it is proportional to it. This is due to the fact 

that atoms in the crystal are not fixed at the lattice positions, but affected by thermal vibrations. 

The vibrational amplitude of these atoms modifies the effective potential and, therefore, the final 

value of the critical angle. This effect can be well-described with Monte Carlo simulations as shown 

in Figure 4.23 for the particular case of a GaN crystal [133].  

 

Figure 4.23. Angular scan (dip) of the <0001> axis for a GaN crystal obtained with a 2 MeV He+ beam. Half-angle is 

ψ1/2=0.66° and minimum yield is χmin=2.5%. Solid line is the Monte Carlo simulation, which shows an excellent 

agreement with the experiment. Adapted from [133] 

The other important parameter obtained from ion channeling is the minimum yield (χmin). This 

value is the fraction of the channel area which is forbidden by the vibrating strings of atoms and 

can be theoretically calculated as: 

𝜒𝑚𝑖𝑛 =   𝜋𝑁𝑑𝑢2
2 (4.12) 

where N is the atomic density, d is the interatomic spacing, and u2 is the thermal vibrational 

amplitude of the atoms. Interestingly, χmin is independent of beam parameters and it is determined 

solely by the properties of the crystal. Indeed, it is a good indicator of the crystal quality. 
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Experimentally, the minimum yield is obtained from the ratio of the aligned and random yields. 

For perfect crystals, this value is typically below 4%. An example for GaN is shown in Figure 4.22. 

Evidently, the ion flux inside the channel varies with depth and several scattering processes such 

as defects, electrons and thermally displaced atoms affect it. Those processes are known as 

dechanneling. Despite the modelling of dechanneling is complex, it also provides useful 

information about the defect density in crystals with proper simulation programs. 

From the experimental point of view, ion channeling experiments require some specific elements 

in the set-up. Perhaps the most critical points are the need of a well-collimated ion beam (in the 

order of 0.05° divergence) and a precise motor-controlled goniometer (typically a 3-axis system 

with 0.01° resolution). In addition, channeling demands an accurate measurement of the dose to 

compare random and aligned yields. Detectors play also an important role. The solid angle should 

be large enough to avoid possible double-alignments (beam entering and exiting channeled). 

Interestingly, in the last years position-sensitive detectors have become widely available, which 

have improved the accuracy and speed of the alignment. Finally, an important limitation of 

channeling is the requirement of monocrystalline samples with a well-defined surface plane. 

To illustrate a practical example of ion channeling in combination with RBS,  

 

Figure 4.24 shows the spectra of Ar-implanted silicon samples at different energies: from 30 to 130 

keV. For comparison, a virgin sample is also shown in the figure. Since ion implantation damages 

the original crystal structure of Si, the backscattering yield of those damaged or amorphous layers 

(a-Si) is highlighted by the channeling effect. Two features can be clearly distinguished. First, the 

thickness of the damaged layers can be precisely determined due to the channeling effect in the 

crystalline substrate (c-Si). This thickness corresponds well with the implantation energy. Second, 

the damage of the layer can be determined due to the direct comparison with the random 

spectrum. The increasing yield of the damage with the energy evidences the higher damage of the 

layers. 
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Figure 4.24. RBS/C spectra of Ar-implanted silicon samples with different energies. Thanks to the channeling effect in 

the substrate, the damage of the amorphous layers is highlighted in the spectra. The experiment was performed with 2 

MeV He+ ions. 

4.5.5 Microbeams 

The ion beam versatility significantly increases for both material modification and analysis when 

micrometric or sub-micrometric beam sizes are achieved. In order to successfully reach these 

small sizes, beam collimation and focusing are required. During these processes an ion current 

loss arises which is conditioned by the quality of the beam produced by the ion source and the 

accelerator and the efficiency of the focusing systems. 

This section provides a short and simple summary of the instrumentation required to produce 

and to work with micrometric or submicrometric MeV ion beams. A more detailed overview may 

be found in [134] [135].   

4.5.5.1 Collimation 

The beam collimation is a two-stage process and it is the previous step to the precise beam 

focusing.  

The collimation systems may be made up of a set of diaphragms with different hole sizes or a set 

of micrometric slits. The slit systems may be comprised by four independent slits or a vertical slit 

and a horizontal slit and the movement of the slits can be manual or motorized. Both the slits and 

the diaphragms must meet a set of requirements:  

 They must be manufactured with a resistant material to the impact of the high ion beam 

currents.  

 They must be good heat dissipators to avoid the expansion during the experiments.  

 The construction material must be chosen in order to minimize radiation levels.  

 The edge roughness must be extremely small in order to minimize the scattering and the 

straggling of beam. 
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The first collimator is the object collimator which determines the beam size. The aperture 

dimensions of this collimator are conditioned by the demagnification of the quadrupole lenses to 

focus the beam and the final beam size required. The collimated beam consists of a central core 

and a halo of scattered particles with variable energies mainly generated by this first collimation 

process. The aperture collimator is typically positioned a few meters downstream the object 

collimator. This collimator reduces the beam dispersion and consequently the beam aberrations. 

To achieve this, the aperture collimator must be more open than the object collimator avoiding 

new scattered particles and removing those produced by the object collimator. Figure 4.25 shows 

a general view of the CMAM internal microbeam line where object and collimator slits can be seen. 

 

Figure 4.25. General view of the internal microbeam line at CMAM. The different focusing, steering and collimating 
elements of the line are labelled. 

4.5.5.2 Quadrupole lenses 

The experiments with micrometric ion beams have often followed the example of the works with 

electrons, however the lenses used to focus electron beams cannot be used for ions because ion 

mass and energy are higher and consequently the magnetic field necessary to focus ions is much 

larger than to focus electrons. The best systems to focus ions are the quadrupole lenses used for 

the ion beam transport in the ion accelerators, previously described.  

The microbeam focus systems are diverse. The lenses can be electrostatic or magnetic (Figure 

4.25 shows magnetic quadrupole lenses at CMAM internal microbeam line). The number of lenses 

of these systems is usually between two and six, because the punctual focusing with one lens is 

not possible and with a high number it is significantly difficult to work due to the increased optical 

aberrations. The different quadrupole configurations are characterized by a demagnification and 

a maximum magnetic rigidity. A high demagnification leads to small beam sizes while the 

maximum magnetic rigidity restricts the ion beam that can be focused.  

In order to reach an optimum focalization, the optical aberrations, chromatic and spherical 

aberrations, have to be minimized. The chromatic aberrations are typically exhibited when the 

beam ions have different energies, therefore these aberrations are minimized when the beam halo 

is removed with a correct collimation. The spherical aberrations appear as the result of the ions 

not travelling parallel to the quadrupole lens axis, so in order to avoid this aberration the 

alignment between the ion beam and the lenses has to be as perfect as possible. The tables 

supporting quadrupole lenses are designed with micrometric screws to allow the precise vertical, 

horizontal and rotational movements of each lens making it easier to align.  

The precision of the power supplies of the lenses has to be extremely high to achieve small beam 

size and variations of the focal point must be avoided. Therefore, the power supplies have to be 
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exceptionally stable. Frequently, the beam size variations are due to thermal changes 

consequence to the high currents used. This problem is resolved switching on the lenses in 

advance until the heat stability is reached, or with a good cooling system for the lenses. 

4.5.5.3 Scanning systems 

In order to get the most out of all focused ion beam capabilities, its impact point on the sample 

must vary allowing the distribution maps for the analysis experiments or the patterning 

implantation for modification studies. There are two alternative options: the sweeping of the ion 

beam with magnetic or electrostatic deflector plates, or the sample movement with motorized 

systems. While the former requires simpler sample stages and the reaction time is significantly 

shorter, its deflection amplitude is limited. Motorized systems allow the scanning of large regions 

preserving the beam focus. However sometimes the degree of accuracy determined by the beam 

size is difficult to reach. In some set-ups, both systems are combined to carry out millimetric scans 

in conjunction with precise submicrometric small patterns.  

4.5.5.4 Analysis chamber 

The analysis chambers of microbeam set-ups, together with the sample stage, basic detectors and 

charge acquisition systems, have an optical microscope with the necessary magnification to 

visualize in detail the samples.  

The chamber pressure must be as low as possible to avoid the beam degradation. A pressure of 

about 10-7 Torr is considered good. Another major consideration is the chamber vibrations. Any 

vibration has to be avoided in order to minimize the beam focus variation. 

4.5.5.5 Acquisition system  

The information recorded and processed by microbeam acquisition systems is very ample, 

therefore these systems are relatively complex. The microbeam acquisition systems collect the 

detector voltage pulses in conjunction with the scanning voltages from the deflector systems. The 

perfect synchronization between the different signals is mandatory to be able to unequivocally 

assign each detector signal to the corresponding beam coordinates.  

Over these years, several hardware and systems have been developed for this purpose. Oxford 

Microbeams OMDAQ system [136] is widely used by microbeam scientific community and some 

laboratories with microprobe lines built in the Micro-Analytical Research Centre (MARC, 

Melbourne) use the software package MPSYS [137]. However, the acquisition systems need to 

adapt to increasingly complex experimental configurations and some groups have developed their 

own systems to help the users to process their mapping data acquired on the microbeam lines 

[138] [139] [140] [141].  Although all have their own particularities, all microprobe acquisition 

systems provide the possibility to store list-mode data to obtain a full power of the collected data 

and their operator interfaces allow the display screen of different energy spectra and distribution 

maps during their acquisitions. 
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4.5.6 External beam 

The size, fragility or delicacy of certain samples, for example, biological or archaeological 

materials, prevent their analysis and/or irradiation in vacuum chambers. The alternative is the 

use of an external beam set-up where the beam is extracted to air through an exit window. Figure 

4.26 shows the exit window of CMAM external beam line.  

Figure 4.26. Exit window of the external microbeam line at CMAM. At the sides, the PIXE and PIGE detectors pointing at 

the beam-sample interaction point. The exit window may be seen, attached to the nozzle through which the beam is 

extracted from the vacuum line to the outside.  

The composition and the thickness of the exit window determine the energy loss and dispersion 

of the beam. Typically, working with microbeams, 100 nm or 200 nm silicon nitride windows are 

used to minimize the ion scattering. For defocused ion beams with ion currents of few 

nanoamperes more resistant windows are needed and generally Kapton, Mylar or Al foil with a 

thickness of few micrometres are used. 

The sample is usually placed few millimetres from the exit window. To reduce the absorption and 

dispersion effect of air, helium can be blown between the sample and the exit window. The region 

under irradiation is visualized with a CCD video microscope. When the distance between the exit 

window and the sample is fixed, the impact right points are typically determined on the sample 

with the help of a low-power laser. 

The measurement of the ion charge delivered by an external beam on the target is not easy. If the 

beam passes through the sample, this charge can be measured with a faraday cup positioned just 

behind the sample. Whereas for thick samples, the charge can be determined from the signal given 

by the exit window due to the beam impact. Despite this handicap, the work with an external beam 

offers several advantages, for example, the easy and quick positioning of the sample, the fact that 

heat dissipation in air avoids the damage of the sample, no electrical charging of insulating 

material and for valuable objects sampling is not required. 
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5.  Electron dynamics from first-principles 

 Davide Sangalli* , Layla Martı ́n-Samos, Alejandro Molina-Sánchez, 

and Jorge Kohanoff 

Here we present a microscopic approach to describe electron dynamics in a many-body system 

fully ab initio. First, we introduce the state-of-the-art methods to model extended systems in 

equilibrium: Density Functional Theory (DFT) and ab initio Many-Body perturbation theory 

(MBPT), with the so-called GW+BSE scheme. We then move onto their non-equilibrium 

extensions, Time-Dependent (TD) DFT and Non-Equilibrium Green Functions (NEGF). Both 

approaches can be successfully employed to model coherent electron dynamics in the femto-

second regime. A few examples with practical applications are shown. We then turn our attention 

onto how these approaches can be extended to account for dissipative processes, such as electron-

phonon scattering, and to include the (coherent) atomic motion coupled to the electron dynamics. 

The connection between the full Quantum Kinetics equation of NEGF, and the semi-classical 

Boltzmann equation (which will be explored in more detail in next Chapter) is also discussed.  

                                                             
 Contact: davide.sangalli@ism.cnr.it 
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5.1 Introduction 

The central theme of this book is to describe methods to model irradiation processes across many 

space and time scales, where the initial stage of the phenomenon consists of intense electronic 

excitation and ionization. Depending on the material and conditions, excitations and ejected electrons 

will either diffuse away from the region where they were created leaving positively charged ions 

that can repel each other and lead to a Coulomb explosion or will remain in the neighbourhood 

effecting the cohesion of the material and weakening chemical bonds. Excitation will also induce 

temperature increases when the energy transferred to electrons is deposited back into vibrations. 

This leads to mechanical and thermodynamic effects like swelling, fracture or phase transitions, that 

occur in longer times and larger distances.  

In this Chapter we will focus on the first stage, i.e., electronic excitation and, more generally, 

electron dynamics. We will discuss the conceptual, theoretical and computational frameworks 

necessary to describe electronic excitation, in particular intense electronic excitation. We start in 

Section 5.2 by reviewing ground state electronic structure approaches, including Hartree-Fock and 

density functional theory (DFT), and paying particular attention to the concept of mean-field 

approximation. We then focus on band structures and introduce electronic ex- citations in terms 

of quasiparticles, via Green’s functions and the GW approximation, within the framework of 

Many-Body Perturbation Theory (MBPT). In Section 5.2.3 we introduce the main techniques to 

describe optical excitations, including time-dependent DFT and the Bethe-Salpeter equation 

(BSE). A final subsection introduces nuclear motion and electron-phonon coupling at the level of 

ground state DFT, which becomes useful in Section 5.4. In Section 5.3 we focus on the description 

of electron dynamics in real time. Coherent dynamics is described via rt-TDDFT, and illustrated 

in the case of ion irradiation and electronic stopping power. The MBPT counterpart, embodied 

into the Kadanoff-Baym equations (KBE), is described next and illustrated by comparing the 

optical spectrum of BN with the one obtained using the BSE. Connections between the two 

approaches are explored here. The KBE equations supplemented with a collisions term is then used 

in Section 5.3.3 to describe incoherent dynamics within the MBPT framework. This is illustrated by 

following the evolution of the electron and hole occupations in bulk Si, showing that both 

equilibrate to the Fermi-Dirac distribution, something that is not possible in coherent dynamics. 

Connections to the semi-classical Boltzmann transport equation, which will be described in detail 

in Chapter 6, are explored here. Section 5.4 focuses on the pico-second time scale, in which electron-

phonon coupling or electron-nuclear interactions allow for energy transfer between electronic and 

nuclear degrees of freedom. We first describe methods based on classical molecular dynamics for 

the nuclei, and then introduce the quantization of the nuclear motion by means of the N-body density 

matrix and simplified, efficient schemes based on the evolution of the one-body reduced density 

matrix. Finally, in Section 5.5 we summarize and indicate some possible directions for future 

research. 

5.2 Ground state and excited states 

Before entering in the hard part of the problem of many-interacting electrons let us first define 

some physical quantities and terminology, that might appear sometimes confusing because of 

“language abuse”. When nothing is acting on a system, the system is said to be in its Ground-State. 
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Contrary to classical systems, in quantum mechanics ground-state does not mean frozen. Indeed, 

a many-electron system is a dynamical system in which electrons/holes are exchanging energy 

and momentum with each other (and with the nuclei) constantly. The ground-state properties and 

ground-state total energy of an 𝑁-electron system, 𝐸(𝑁), contain implicitly the average of all such 

"self-" excitations. Hence, averaged, ground-state quantities might be seen as time-independent. 

To bring the whole system into an excited state it is necessary to apply a perturbation. Trivially, 

as it is well known from basic quantum mechanics, any measurement is a perturbation. It is, 

therefore, crucial to know what is the effect of a given measurement on the system and which 

observable it selects. If a measurement/experiment removes and/or add electrons, like photo-

emission and inverse-photo emission, the system will explore (partly or fully) the ensemble of its 

"charged" excitations, with total energies 𝐸𝑠(𝑁 − 1) or 𝐸𝑠(𝑁 + 1), respectively. The energies 

required to afford such excitations are addressed as Ionization potentials (IP) or Electron 

Affinities (EA), with 𝐼𝑃𝑠 = 𝐸𝑠(𝑁 − 1) − 𝐸(𝑁) and 𝐴𝐸𝑠 = 𝐸(𝑁) − 𝐸𝑠(𝑁 + 1). The band structure, 

which is an observable measured through photo-emission- and inverse-photo emission-like 

experiments is the ensemble of Brillouin-zone-resolved IPs and EAs (with a minus sign) of a 

material. It is, therefore, not a ground-state property. What is usually addressed as "electronic 

GAP" is simply the difference between the first IP and first EA,  GAP=EA-IP=(E(N-1)-E(N))-(E(N)-

E(N+1))=E(N+1)+E(N-1)-2E(N). The electronic GAP is, therefore, not a ground-state property. If 

the measurement involves excitations in which the number of electrons does not change (an 

electron is taken from the occupied orbitals and promoted to an empty orbital), as it is the case 

for optical absorption, then the system will explore its neutral excitations 𝐸𝑠(𝑁). The energies 

required to afford such excitations are 𝐸𝑠(𝑁) − 𝐸(𝑁), and the optical GAP is the smallest energy 

difference. In general, the electronic GAP and the optical GAP are not the same, as in the later, 

electron-hole interactions take place. 

5.2.1 Ground state electronic properties 

For an interacting many-electron system, the Hamiltonian operator can be written as a sum of a 

Kinetic term (T) a many-body electron-electron Coulomb Interaction (W) and some external 

potential (V) that accounts for the electrostatic ion-electron interaction: 

𝐻̂ = 𝑇̂ + 𝑊̂ + 𝑉̂ ≡ ∑
𝑝̂𝑖
2

2𝑚
+
1

2
∑

𝑒2

𝑟̂𝑖 − 𝑟̂𝑗
− ∑∫

𝑒𝑍

|𝑅 − 𝑟̂𝑖|
𝑑𝛺. (5.1) 

One can also include other external agents that couple to the electronic degrees of freedom like a 

laser field or an ionic projectile. The ground state total energy, 𝐸0, is the expectation value: 𝐸0 =

⟨𝛹0|𝐻|𝛹0⟩. 

The problem of many interacting electrons subject to ion-electron interaction is not exactly 

solvable for more than two electrons. However, as the electron-electron interaction, 𝑊̂, depends 

on the bare Coulomb potential, it is, therefore, natural, to address the problem by a perturbative 

series expansion on the bare Coulomb potential. Such series expansion is at the root of most of 

Quantum Chemical approaches, such as Hartree-Fock, Møller-Plesset and Coupled Clusters 

perturbation theory, and multi-reference Configuration Interaction [1]. In the following, we 

briefly describe the two simplest approximations, namely Hartree and Hartree-Fock, in order to 
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gain some insight into the meaning and limitations of Mean-field theories. We will assume that the 

nuclei act on electrons only as a fixed external potential. This is usually referred as the Born-

Oppenheimer approximation (atomic motion will be treated in some detail in section 5.4). 

5.2.1.1 Second quantization 

Before going into Mean field theories, we introduce an alternative mathematical formulation of 

the problem, usually known as second quantization, which is useful for indistinguishable 

particles like electrons. Here the single-particle states are filled with a certain number of identical 

particles. The number of such particles can be modified by means of creation and annihilation 

operators, which replace the differential operators that appear in first quantization. In this 

formulation the Hamiltonian takes the following form: 

𝑇̂ + 𝑊̂ =∑𝑐†

𝑟𝑠

⟨𝑟|𝑇|𝑠⟩𝑐𝑠 +
1

2
∑ 𝑐𝑟

†

𝑟𝑠𝑡𝑢

𝑐𝑠
†⟨𝑟𝑠|𝑊|𝑡𝑢⟩𝑐𝑢𝑐𝑡, (5.2) 

where 

⟨𝑟|𝑇|𝑠⟩ = ∫ 𝜙𝑟
†(𝑥)𝑇𝑟𝑠𝜙𝑠(𝑥)𝑑𝑥, (5.3) 

 

⟨𝑟𝑠|𝑊|𝑡𝑢⟩ = ∫ 𝜙𝑟
†(𝑥)𝜙𝑠

†(𝑥′)
1

𝑟 − 𝑟′
𝜙𝑡(𝑥)𝜙𝑢(𝑥′)𝑑𝑥𝑑𝑥′. (5.4) 

and r are single-particle wave functions. 

5.2.1.2 Mean Field Approximations 

Mean Field (MF) is the simplest way to approximate the problem of many interacting electrons by 

considering the effect of interactions only in average. At a first glance such a simplified picture 

might be considered naïve. However, it provides useful information that is often qualitatively 

correct. The MF approach consists of replacing the two-body interaction (𝑊̂), which is a product 

of four fermion operators, by a one-body term that considers the mean value of the product of two 

of the four fermion operators, thus linearising the Hamiltonian. In other words, the integrals that 

involves the product of two operators, symbolically, AB is replaced by ⟨𝐴⟩𝐵 + ⟨𝐵⟩𝐴 − ⟨𝐴⟩⟨𝐵⟩, 

where the last term is just a scalar that only modifies the energy reference. By linearizing, MF 

approaches neglect higher-order terms, usually referred to as correlation, and fluctuations with 

respect to the mean. It is important to note that the eigenstates of the linearised Hamiltonian have 

to be consistent with the states that have been used to compute the mean interactions in the 

aforementioned Hamiltonian. As such, the solution can only be found through a self-consistent 

calculation. In fact, often these approaches are called self-consistent field (SCF). 

By linearising the Hamiltonian, two different types of terms can be identified: direct terms 

(usually referred to as Coulomb or Hartree term)  

⟨𝑐𝑟
†𝑐𝑡⟩𝑐𝑠

†𝑐𝑢 + 𝑐𝑟
†𝑐𝑡⟨𝑐𝑠

†𝑐𝑢⟩, (5.5) 
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where the mean quantities ⟨𝑐†𝑐⟩ correspond to single-particle state densities; and indirect terms 

(usually referred to as Fock or EXchange term) 

−⟨𝑐𝑟
†𝑐𝑢⟩𝑐𝑠

†𝑐𝑡 − 𝑐𝑟
†𝑐𝑢⟨𝑐𝑠

†𝑐𝑡⟩, (5.6) 

where ⟨𝑐𝑟
†𝑐𝑢⟩ (and ⟨𝑐𝑠

†𝑐𝑡⟩) are overlap integrals. The minus sign arises from commutation and anti-

commutation rules. 

In the case of the homogeneous electron gas, the Hamiltonian can be simplified by using the 

eigenfunctions of the kinetic energy operator for 𝑐†and 𝑐, and by exploiting the translational 

invariance by resorting to Fourier space, to obtain: 

𝐻 =∑𝜖𝑘
𝑘𝜎

𝑐𝑘𝜎
† 𝑐𝑘𝜎 +∑

2𝜋

𝑞2
𝑞≠0
𝑘𝑘′
𝜎𝜎′

𝑐𝑘+𝑞𝜎
† 𝑐𝑘′−𝑞𝜎′

† 𝑐𝑘′𝜎′𝑐𝑘𝜎, 
(5.7) 

where 𝜖𝑘 is the kinetic energy corresponding to a state of momentum 𝑘, and the spin 𝜎 has been 

explicitly written. The 𝑞 = 0 term has been excluded assuming a neutralizing background charge 

and, as the nuclear-electron interaction is not included, the basis for 𝑇̂ are simply plane waves. A 

similar form can be derived for Bloch states in crystalline periodic systems featuring nuclear-

electron interactions. 

 

The Hartree approximation 

It consists of taking into account only the direct terms (which is equivalent to neglecting the 

antisymmetrization of the wave functions) at 𝑞 = 0 (we assume that the electronic density does 

not have components for 𝑞 ≠ 0). This is equivalent to postulate that the many-body wave function 

is a simple product of one-electron terms. The linearized Hamiltonian reduces, therefore, to:  

𝐻𝐻𝑎𝑟𝑡𝑟𝑒𝑒 =∑𝜖𝑘𝑐𝑘𝜎
† 𝑐𝑘𝜎 (5.8) 

In essence, the solutions are those of a free electron gas, i.e., plane waves, with the total energy 

equal to: 

𝐸𝐻𝑎𝑟𝑡𝑟𝑒𝑒 = ∑ 𝜖𝑚
𝜖<𝐸𝐹

 (5.9) 

where 𝜖𝑚 are one-electron energies and 𝐸𝐹 is the Fermi energy, i.e., the energy of the highest 

occupied state. 

If the nuclear-electron interaction,𝑉̂, is taken into account, the solutions would be Bloch states 

that respect the periodicity of the crystal, and the Hartree Hamiltonian would include, in Fourier 

space, a term proportional to the product of Bloch components (q-vector components) of the 

density (excluding q=0). 
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The Density of States (DOS) of the Hartree electron gas, as for the non-interacting electron gas 

goes as ∼ √𝐸 − 𝐸0 , which does not exhibit an energy gap. In the Hartree world all systems are, 

therefore, seen as metallic. 

In this case, the excitations, band structure, IP and EA, which are, by definition, total energy 

differences, do correspond to the single-particle energies 𝜖𝑚. 

 

The Hartree-Fock approximation 

At variance with Hartree, the Hartree-Fock approximation (HF) includes both direct and indirect 

terms. If we assume that the symmetry of the HF ground state is the same as the one of the non-

interacting electron gas, the mean values are non-zero only if 𝜎 = 𝜎′  and 𝑘 + 𝑞 = 𝑘′. The Hartree-

Fock Hamiltonian is: 

𝐻𝐻𝐹 = ∑𝜖𝑘𝑐𝑘𝜎
† 𝑐𝑘𝜎 −∑

4𝜋

𝑞2
⟨𝑛𝑘+𝑞𝜎⟩𝑐𝑘

†𝜎𝑐𝑘𝜎, (5.10) 

where ⟨𝑛𝑘+𝑞𝜎⟩ is the electronic density. The one-electron HF energies, 𝜖𝑘𝜎
𝐻𝐹, are given by:  

𝜖𝑘𝜎
𝐻𝐹 = 𝜖𝑘 −

1

𝛺
∑

4𝜋𝑒2

|𝑘 − 𝑘′|2
𝑘′<𝑘𝐹

 (5.11) 

Contrary to the case of Hartree, the HF DOS drops to zero at the Fermi energy. HF penalizes, 

therefore, partial occupations. Thus, in the HF world all systems are "insulators". 

In the more general HF case the minimization of the total energy 𝐸 = ⟨𝛹|𝑇̂ + 𝑊̂|𝛹⟩, under the 

subsidiary condition ∫ 𝜙𝑖(𝑥)𝜙𝑗(𝑥) = 𝛿𝑖𝑗  leads to the Hartree-Fock equations for 𝜙: 

(𝑇 + 𝑉𝐻 + 𝑉𝑒𝑥)𝜙𝑘 = 𝜖𝑘
𝐻𝐹𝜙𝑘, (5.12) 

with 

𝑉𝐻(𝑥) = ∫
1

|𝑟 − 𝑟′|
[∑|𝜙𝑘(𝑥)|

2

𝑁

𝑘=1

]𝑑𝑥′ (5.13) 

and 

𝑉𝑒𝑥(𝑥, 𝑥′) = −
1

|𝑟 − 𝑟′|
[∑𝜙𝑘

𝑁

𝑘=1

(𝑥)𝜙𝑘
†(𝑥′)]. (5.14) 

The HF total energy can be obtained as:  

𝐸𝐻𝐹 =
1

2
∑(𝑇𝑘𝑘 + 𝜖𝑘

𝐻𝐹)

𝑜𝑐𝑐

, (5.15) 

where the sum runs over occupied states. 
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The significance of 𝜖𝑘
𝐻𝐹 as one-electron energies has been discussed by Koopmans. Considering 

the energy difference between the ground-state and a state with an electron in the one-electron 

state 𝑘 missing, it can be shown that:  

𝐸(𝑁) − 𝐸(𝑁 − 1, 𝑘 𝑒𝑚𝑝𝑡𝑦) ≈ 𝜖𝑘
𝐻𝐹 . (5.16) 

𝜖𝑘
𝐻𝐹 represents the energy required to ionize the system leaving a hole in state 𝑘, if we assume 

that the wave functions 𝜙𝑘 in the 𝑁 and (𝑁 − 1)-particle states are the same. In the so-called 

Koopmans approximation, Ionization Potentials and Electronic Affinities are directly related to 

HF one-electron energies. 

HF theory serves as a model example of self-consistent theories, but in which polarization effects, 

also called correlation effects, are not included. In other words, all interactions/effects that are 

not included within HF, are defined as correlation. 

 

Higher order approximations 

The expansion in the Coulomb interaction quickly becomes computationally prohibitive, except 

for small molecules. It is important to note that, within the "expansion" framework, effective 

polarization effects are very difficult to capture, as they arise as a consequence of including higher-

order excitations, starting from double excitations (or “doubles”), in which two electrons are 

promoted from occupied to empty states, and building up to include triples, quadruples, etc. A 

particularly appealing solution to this is coupled cluster theory, which includes infinite re-

summations of excitations by reducing them to doubles, triples and quadruples. Nevertheless, the 

scaling with system size makes this theory of limited use for large and extended systems. In view 

of this situation the formulation of Density Functional Theory was a revolution! It is somehow as 

reverting the problem like a sock. For a very clear review see Ref. [2]. 

 

5.2.1.3 Density Functional Theory 

The Hohenberg-Kohn theorem (1964) 

He Hohenber-Kohn theorem states that an exact representation of the ground state properties of 

a stationary, non-relativistic many-particle system is possible in terms of the ground state density 

alone. The ground state total energy can, therefore, be written as a functional of the density:  

𝐸𝑣[𝑛] = ⟨𝛹[𝑛]|𝑇̂ + 𝑊̂ + 𝑉̂|𝛹[𝑛]⟩ (5.17) 

This first statement of HK theorem is often addressed as the invertibility of the map statement. 

Despite its surprising simplicity compared, in particular, to MBPT, the Hohenberg-Kohn theorem 

has a rigorous mathematical foundation. It represents one of the major advances in theoretical 

and computational material science. Walter Kohn was, indeed, awarded by Nobel prize in 

chemistry in 1998 for this. The HK theorem also establishes the variational character of the energy 

functional. Thus, the exact ground state density can be determined by minimizing a functional of 

the density (𝑛) at a given external potential (𝑣0); in short:  
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𝐸0 = min
𝑛∈𝒩

𝐸𝑣0[𝑛], (5.18) 

where 𝒩 is the ensemble of ground state densities and 𝐸0 is the ground state energy. In addition, 

as the first statement is universal, i.e., it does not depend on the external potential of the particular 

system under consideration, the last statement of HK theorem establishes the universality of the 

functional:  

𝐹[𝑛] ≡ ⟨𝛹[𝑛]|𝑇̂ + 𝑊̂|𝛹[𝑛]⟩. (5.19) 

The functional form is, however, unknown. 

Along the years, they have been several derivations of lower and upper bounds for the functional, 

and, also, critical extensions of the formalism (as the extension to degenerate ground states, 

fractional occupation and relativistic systems). 

One year after HK original formulation, Kohn and Sham (1965), proposed a scheme that has been 

the key for the success of DFT implementations and its broad adoption. 

 

The Kohn-Sham scheme 

In the Kohn-Sham scheme, the variation with respect to the density is formulated through the 

introduction of an auxiliary set of one-electron orbitals. The central assumption is the following: 

for any interacting system, there exist a local single-particle potential such that the exact ground-

state density of the interacting system equals the ground state density of the auxiliary problem. 

In other words, if we consider a particular interacting system with external potential 𝑣0(𝑟) and 

ground state density 𝑛0(𝑟), the auxiliary potential 𝑣0,𝑠 that generates the ground state density via 

a sum over KS orbitals, 𝜙𝑖,0(𝑟), satisfies the Schrödinger-like equation:  

(−
ℏ2

2𝑚
∇2 + 𝑣𝑠,0(𝑟))𝜙𝑖,0(𝑟) = 𝜀𝑖 𝜙𝑖,0(𝑟) (5.20) 

In this scheme the total ground state energy can be re-written as: 

𝐸𝑣0[𝑛] = 𝑇𝑠[𝑛] + ∫ 𝑣0(𝑟)𝑛(𝑟)𝑑
3𝑟 +

1

2
∫ ∫ 𝑛(𝑟)

1

𝑟 − 𝑟′
𝑛(𝑟′)𝑑3𝑟𝑑3𝑟′ + 𝐸𝑥𝑐[𝑛], (5.21) 

which is a sum of the KS non-interacting kinetic energy (𝑇𝑠), the ion-electron Coulomb interaction 

(external potential 𝑉0), a Hartree term, and an Exchange-Correlation functional of the density, 

𝐸𝑥𝑐[𝑛], that accounts for all remaining interactions. Since the HK variational principle ensures that 

the total energy is stationary for small variations of the ground state density, it can be proved that 

𝑣𝑠,0 = 𝑣0(𝑟) + ∫
𝑛(𝑟′)

𝑟 − 𝑟′
𝑑3𝑟′ + 𝑣𝑥𝑐([𝑛0]; 𝑟), (5.22) 

with 𝑣𝑥𝑐([𝑛0]; 𝑟) =
𝛿𝐸𝑥𝑐[𝑛]

𝛿𝑛(𝑟)
|𝑛0 . As in HK, the exchange-correlation functional is universal, but in this 

case it is unknown. 
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Kohn-Sham auxiliary orbitals 

Strictly speaking, the Kohn-Sham auxiliary orbitals do not carry a precise physical meaning. The 

theory is in principle exact for the ground state density, the ground state energy and any quantity 

that is derived from the density alone. Moreover, within DFT and KS, empty orbitals have no 

grounds. Indeed, they are often called virtual orbitals. KS bands, or sometimes called "ground state 

electronic structure" is used as indication (sometimes in very good agreement, because nature is 

mainly Mean Field), or as an initial guess for theories that address other aspects than the ground 

state, like meaningful band structures, optical spectra as it will be shown in next sections. 

A word of caution: DFT is not a Mean Field Theory, and it is not a Perturbation Theory (it is not an 

expansion), as it is not an approximation to the Many-Body Hamiltonian of Equation (5.7). DFT is, 

in principle, exact. Its limitations arise from the approximate character of the exchange-

correlation functional. 

 

 

Figure 5.1. Large-scale benchmark of band gaps computed within several DFT exchange-correlation flavors, including 

hybrids. Picture from Ref. [3]. 
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Practical aspects 

Since the universal functional is unknown, several approximations to the exchange-correlation 

functional have been proposed. Some, as the Local Density Approximation (LDA) and the several 

flavours of Gradient Corrections (GGA’s) are local or semi-local functionals of the density. Others, 

such as hybrids (short ranged, long ranged, range separated) are orbital dependent. A word of 

caution: since DFT is not a Mean Field Theory and it is not a perturbative expansion, there is no 

warranty of improvement. Not because a functional includes a gradient (or higher-order 

derivatives), it is better than the LDA for all materials and applications, and for all derived 

quantities It is not because a functional gives an "accurate" gap for many systems that it will 

exhibit the same accuracy for a specific system, or that it will predict "accurate" fusion 

temperatures. For a large benchmark of functionals, see Figure 5.1 and Ref. [3]. Within a modelling 

scenario it is very important to try several functional flavours, to understand, to benchmark, to 

compare directly or indirectly with experiments, and to try and extract trends and relative 

quantities that are less sensitive to the specific functional. 

Some functional rely heavily on parameters that can be modified. Therefore, the results of such 

calculations can be easily tuned. For instance, the hybrids PBE0 [4] and B3LYP rely on the Fock 

EXchange fraction parameter, that is by default 0.25 and 0.2, respectively. The range separated 

HSE hybrid functional [5] relies not only on the Fock EXchange fraction but also on the screening 

length parameter. Even simple GGAs like PBE have be re-parameterized to better describe 

molecular properties (revPBE) and solid-state systems (RPBE).  

 

The band "GAP" problem 

This is often addressed as a major DFT drawback, but in reality, it is an issue related to the use of 

approximate exchange-correlation functionals. DFT could, in principle, provide the correct gap 

(which is related to Janak’s Theorem). Indeed, the only two Kohn-Sham energies that have a 

meaning in the DFT framework are the highest occupied KS state and the lowest empty KS state. 

In practice, the exchange part of LDA and GGAs are shorter in range than the real Fock exchange, 

and do not exactly cancel the self-interaction present in the Hartree term. As a consequence, the 

exchange-correlation potential decays, incorrectly, exponentially fast into low-density regions, 

while it should decay following a power law. This has a critical influence in the value of the GAP, 

and of course, on the value of the first IP and AE. For an extended discussion, we strongly 

encourage the reading of the book in Ref. [6]. 

 

DFT open source freely available community codes: 

Quantum-Espresso [7], ABINIT [8], SIESTA [9] are just a few of the myriad of electronic structure 

codes, many of them open source and freely available. An exhaustive list can be found in the 

Webpage referred in [10]. 
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5.2.2 Band structure: QP energies and the GW approximation 

Similar to people interaction, we are not alone but we are we plus our interactions with our family, 

friends, co-workers etc, the problem of many-interacting electrons is addressed by averaging (me 

and my average interaction with the others), as in the case of mean-field approximations like 

Hartree-Fock, or expanding with respect to excitations (me plus my two-people interaction, plus 

my three-people interaction etc) as in the case of Multi-Reference Configuration interaction. An 

alternative, way of tackling with many-interacting particles is the concept of quasi-particles and 

the Green Functions formalism. 

The one-electron Green’s function 

The one-electron Green’s function in coordinate space is defined as the time ordered product of 

two field operators:  

𝐺(𝑥𝑡, 𝑥′𝑡′) = −𝑖⟨𝑁|𝑇[𝜓(𝑥, 𝑡)𝜓†(𝑥′, 𝑡′)]|𝑁⟩. (5.23) 

For 𝑡 > 𝑡′ the Green function describes the propagation of an additional electron injected at time 

t’, whereas for 𝑡 < 𝑡′ it describes the propagation of a hole. With some manipulation, it can be 

shown that in Fourier space for time, i.e., Fourier transforming into energies (𝜔), the Green 

function takes the following form:  

𝐺(𝑥, 𝑥′, 𝜔) =∑ [
𝑓𝑠(𝑥)𝑓𝑠

†(𝑥′)

𝜔 − 𝜖𝑠 ± 𝑖𝛿
]

𝑠

. (5.24) 

Each pole of the Green’s function corresponds to a N-1 or N+1 excitation energy of the many-

electron system. Such energies are called quasi-particle energies. The term Quasi-particle, instead 

of particle, arises because the peaks corresponding to each excitation energy are not Dirac deltas 

but they do exhibit a finite broadening. This broadening is related to the quasi-particle lifetime, 

which is finite because of the interactions, i.e. because the many-particle system is entangled. 

Now, from the equation of motion of the field operators in the Heisenberg picture, and introducing 

a small perturbing potential 𝜙(𝑥, 𝑡), we can obtain an equation of motion for the Green’s function:  

𝐺(𝑥𝑡, 𝑥′𝑡′) + 𝑖∫ 𝑣(𝑥, 𝑦)𝐺(2)(𝑥𝑡𝑦𝑡, 𝑥′𝑡𝑦𝑡′)𝑑𝑦 = 𝛿(𝑥, 𝑥′)𝛿(𝑡, 𝑡′) (5.25) 

which depends on the two-particle Green’s function,  

𝐺(2)(𝑥𝑡𝑥′𝑡′, 𝑦𝑧𝑦′𝑧′) = ⟨𝑁|𝑇{𝜓†(𝑥, 𝑡)𝜓(𝑥′, 𝑡′)𝜓(𝑦, 𝑧)𝜓†(𝑦′, 𝑧′)}|𝑁⟩ 

This equation could be taken as the starting point for generating an infinite chain of equations 

(expansions) introducing successively more complicated interactions. But, instead of proceeding 

in that way, one could introduce a set of non-linear equations in which the interaction between a 

particle and the rest of the system is "hidden" inside a non-local time- (or energy-) dependent 

quantity called the Self-Energy operator. 

The Self-Energy 

This quantity is, therefore, a "box" in which all the complexity of the many-body problem is 

encapsulated:  
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[𝑖(𝜕/𝜕𝑡) − 𝑇(𝑥) − 𝑉(𝑥, 𝑡)]𝐺(𝑥𝑡, 𝑥′𝑡′) − ∫ 𝛴(𝑥𝑡, 𝑦𝑧)𝐺(𝑦𝑧, 𝑥′𝑡′)𝑑𝑦𝑑𝑧 = 𝛿(𝑥, 𝑥′)𝛿(𝑡, 𝑡′). (5.26) 

The quantity 𝑉(𝑥, 𝑡) is the total average potential in the system. 

In Fourier space for the energy:  

𝐺(𝑥, 𝑥′, 𝜔) − ∫ 𝛴(𝑥, 𝑦, 𝜔)𝐺(𝑦, 𝑥′, 𝜔) = 𝛿(𝑥, 𝑥′). (5.27) 

The complicated many-body character of 𝐺 is due to the energy dependence in the Self-Energy 𝛴. 

Within the quasi-particle and Self-Energy picture, Hartree and Hartree-Fock are two simple 

approximations in which the Self-Energy is energy independent. In particular, the corresponding 

Hartree-Fock Self-energy is:  

𝛴𝐻𝐹 = 𝑖𝐺(𝑥, 𝑥′)𝑣(𝑥, 𝑥′) (5.28) 

The HF approximation involves a self-consistency requirement regarding the density matrix of 

the system. When effects of the dynamical interaction are included, the self-consistency 

requirement must be augmented to include the full Green Function rather than the equal-time 

limit. In theories beyond HF the Self-Energy could be regarded as a functional of a fully dynamical 

Green’s function. 

 

The GW approximation 

The GW approximation is nowadays considered one of the standards to obtain accurate Ionization 

Potentials and Electron Affinities (accurate band structures). It has its roots in the seminal work 

of Hedin and Lundqvist [11], and it is an approximation to the more complete self-consistent 𝐺𝑊𝛤 

theory. 

The extremely smart idea beyond 𝐺𝑊𝛤 (and GW) was to express formally the Self-Energy 

functional as a series expansion in a dynamical screened interaction 𝑊 (see also Ref. [12]):  

𝑊(12) = ∫ 𝑣(13)𝜖−1(32)𝑑(3), (5.29) 

where 123 are abbreviations for (1) = (𝑥1, 𝑡1) and 𝑣(12) = 𝑣(𝑟1 − 𝑟2)𝛿(𝑡1 − 𝑡2), and 𝜖−1 is the 

inverse dielectric function. 

Within the 𝐺𝑊𝛤 theory, the poles of the Green Function are N-1 and N+1 excitations of the 

electron gas (IP and EA, the band structure) that take into account the response of the electron 

gas to such excitations and includes electron-hole interactions via 𝛤 (usually addressed as Vertex). 

If the electron-hole interactions are neglected (𝛤 = 𝛿), one gets a set of three equations, one for 

the irreducible polarizability 𝑃, one for the screened Coulomb potential 𝑊 and one for the Self-

Energy: 

𝑃(12) = −𝑖𝐺(12)𝐺(21)

𝑊(12) = 𝑣(12) + ∫𝑊(13)𝑃(34)𝑣(42)𝑑(34)

𝛴(12) = 𝑖𝑊(1+2)𝐺(12)

 (5.30) 



Electron dynamics from first-principles  129 

   

 

G G 

The complexity of the Hedin’s equations and the calculation of the screened potential and self-

energy is usually reduced to the calculation of a one-shot correction, G0W0, to some approximate 

single-particle wave functions and energies, usually Density Functional Theory or hybrids 

(including HF). Still, the effect of some level of self-consistency has been investigated, see for 

instance [13,14]. The self-consistency, however, tend to provide with less accurate (with respect 

to experiments) excitations energies [15]. The reason is that, with respect to the whole GW𝛤 

theory, GW, alone, neglects the effect of the vertex (neglects 𝛤). If the starting transition energies 

are underestimated, as in the case of DFT, 𝑊0
𝐷𝐹𝑇 over-screens with respect to self-consistent 𝑊, 

and this compensates for the missing 𝛤. 

 

 

Figure 5.2. (a) LDA (red solid lines) and GW (blue dots) band structure of bilayer BN. (b) GW eigenvalues as a function 

of LDA eigenvalues. Figure adapted from Ref. [16].  

 

Practical aspects 

There are plenty of further approximations (plasmon-poles for the energy dependence) and 

numerical tricks (long-wave length limit and the divergence in Coulomb-like integrals [17-20] in 

plane-wave implementations) that are implemented and sometimes applied, and, that are, in 

many cases code-dependent. Therefore, unless knowing exactly how a code implements its own 

GW, it is difficult to compare “numbers” and convergence parameters. In Ref. [21], for instance, 

the GW gap of silicon is computed with several codes, with differences of the order of 0.3 eV (20% 

of the silicon gap). Ref. [22], investigated the effect of pseudo-potentials versus all-electron in 

molecules, finding differences of up to 1 eV in Ionization Potentials and up to 0.4 eV in HOMO-

LUMO gaps. 

Finally, in standard implementations, GW calculations involve a sum over a large number of empty 

states for the Green’s function G in the Self-Energy part. The convergence is, however, very slow 

and requires very careful calculations. Some mitigation strategies have been proposed, but they 

all rely in further numerical tricks and/or further approximations [23-25].  

In general, a reasonable use of G0W0 requires the best starting point and very careful 

understanding of the approximation and tricks. Nevertheless, materials with bandgap inversion 

like TiSe2 are especially problematic and require further care for obtaining meaningful results 

[26]. Figure 5.2 shows the GW calculation of the band structures of bilayer BN. In some cases, the 
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GW correction on the whole band structure might be reasonably approximated by a rigid shift of 

the bands plus some stretching parameter, often referred to as scissor operator, as evidenced in 

Figure 5.2(b). 

 

GW total energies  

The total energies calculated in GW have only been marginally investigated because of their 

prohibitive computational cost, see for instance Ref. [27,28]. 

 

Non-exhaustive list of freely available open-source GW and Bethe- Salpeter codes:  

YAMBO [29], ABINIT [8], SaX [30], WEST [31], BerkeleyGW [32] MolGW [XX], GPAW [XX] 

5.2.3 Optical properties 

The calculation of the optical properties requires going beyond ground state calculations 

performed by DFT. The light-matter interaction is usually approached with a semi-classic 

description, combining quantum mechanics and classical electromagnetism, assuming the dipole 

approximation in which the light momentum is negligible. The basics optical properties are 

described starting from the transition probability induced by the light field, calculated with 

perturbation theory and Fermi’s Golden rule [33]. 

5.2.3.1 Time-dependent DFT (TDDFT): Linear Response 

Time-dependent DFT (TDDFT), either in the frequency domain, or in real time, can describe 

(neutral) electronic excitations, via the linear response function which relates the TD density to a 

small external perturbation 𝛿𝜌 = 𝜒𝛿𝑉𝑒𝑥𝑡. Within TDDFT, electron-electron correlation is included 

in the time-dependent exchange-correlation potential, 𝑣𝑋𝐶 , which is included in 𝑣𝐾𝑆. There are 

two important aspects to address in 𝑣𝑋𝐶: non-locality in space, and non-locality in time. The first 

one is the same as in ground state DFT, and it is taken care of by gradient expansions (GGA, MGGA), 

HF-KS hybrids for exchange, and RPA-VDW for dynamical correlations. Non-locality in time is 

absent in ground state DFT, and it should take into account memory effects, e.g., what is the 

influence of an electron being at point r in space at time 𝑡, on another electron being at point r' in 

space at time 𝑡′? While this is precisely what the Green’s function addresses, it is by no means 

obvious how to include it via a functional of the time-evolving density. A good account of these 

aspects of DFT and TDDFT can be found in [34]. An excellent reference for TDDFT is [35]. 

In the linear response regime TDDFT can be used to describe the optical properties of a material. 

Formally a Dyson equation for the linear response function 𝜒(𝜔, 𝒒) is defined as 

𝜒(𝜔, 𝒒) = 𝜒𝐾𝑆(𝜔, 𝒒) + 𝜒𝐾𝑆(𝜔, 𝒒)(𝑣 + 𝑓𝑥𝑐(𝜔, 𝒒))𝜒(𝜔, 𝒒) (5.31) 

where 𝑓𝑥𝑐 = 𝛿𝑣𝑥𝑐[𝜌]/𝛿𝜌 is the exchange–correlation kernel. Non-locality in time enters its 

expression. The simplest approach to the TDDFT XC functional is to ignore non-locality in time by 

proposing a time-local functional, which basically ignores memory effects with 𝑓𝑥𝑐(ω, 𝒒) ≈

𝑓𝑥𝑐(𝒒). For finite systems such as molecules, approximations such as the adiabatic GGA (AGGA), 
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which is local in time and semi-local in space, corrects the DFT excitation energies quite well, 

unless they are of the charge-transfer type. For extended systems the approximation is more 

questionable, as the corrections introduced are diluted and tend to be ineffective. For example, 

there is practically no correction to the bandgaps of solids. The use of relatively inexpensive SIC-

TDDFT proved very good at describing ionization and optical spectra of gas-phase targets [36,37]. 

More sophisticated functionals derived from Green’s function approaches like the Bethe-Salpeter 

equation (BSE) have been also proposed [38]. However, in practice this has the same 

computational cost of a direct solution of the BSE which we introduce in the following sub-section. 

 

Figure 5.3. (a) Optical Spectra as obtained with GW-BSE of bilayer boron nitride. (b) Excitonic weights in the Brillouin 

zone. (c) Wave function of the excitonic ground state (hole fixed on top of boron atom). Figure adapted from Ref.[39].  

5.2.3.2 Electron-hole interactions: The Bethe-Salpeter equation 

The Bethe-Salpeter equation (BSE) in the context of solid-state physics solves the problem of 

neutral excitations resulting of the Coulomb electron-hole interaction [40]. It is the MBPT version 

of eq. (5.31), a Dyson equation for the four-point response function 𝐿 whose space and time 

contraction gives 𝜒. In practice, BSE is written as an eigenproblem of an effective Hamiltonian 𝐻𝑋 

of two-particle in the basis of electron-hole (e-h) pairs. The Hamiltonian is:  

𝐻𝑒ℎ,𝑒′ℎ′
𝑋 = 𝛥𝜖𝑒ℎ𝛿𝑒𝑒′𝛿ℎ,ℎ′ −𝑊𝑒ℎ,𝑒′ℎ′ + 𝑉𝑒ℎ,𝑒′ℎ′. 

The diagonal term is the e-h energy differences. The electron-hole energy differences are usually 

calculated from DFT eigenvalues corrected with the GW approximation. The direct Coulomb 

interaction is the term 𝑊 and the exchange interaction is 𝑉. In general, the direct interaction 𝑊 is 

calculated using static screening, i.e., by assuming that dynamical effects in the electron-hole 

screening and in the one particle Green’s function tend to cancel each [41]. In other words, BSE in 

its standard derivation solves the Hamiltonian for neutral excitons composed by one electron and 

one hole [42]. Nevertheless, the theoretical framework can be extended to charged excitons like 

trion states. 

The calculation of the BSE Kernel is usually the most demanding part computationally speaking. 

The solutions of the eigenvalue problem are the excitonic states with energy 𝛺𝑆 and exciton 

eigenfunctions with coefficients 𝐴𝑒,ℎ,𝒌
𝑆  in the basis of electron-hole transitions, where 𝑒, ℎ denotes 

the electron-hole bands and k runs in the full Brillouin zone. The macroscopic dielectric tensor is 

then directly obtained [40,43], and optical properties like absorption, reflectance, etc... are easily 

derived [44].  
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Figure 5.3 shows an example of the optical absorption spectra including excitonic effects for a 

paradigmatic 2D material like hexagonal boron nitride. The optical spectrum of multilayer BN is 

characterized by a very strong renormalization of the spectra when the excitonic effects are 

included (black vertical line marks the electronic bandgap without excitonic effects). The excitonic 

wave functions can be represented in the k-space and in real space, as shown in Figure 5.3(b) and 

(c), respectively. In the case of the representation in real space, we have to fix either the hole or 

the electron position in order to plot. 

5.2.4 Phonons and density functional perturbation theory 

So far, we have considered the electronic problem at fixed nuclei, within the BO approximation. 

Once the electronic problem is solved and the total energy of the system is found in its ground 

state, the classical forces acting on the atoms can be defined and, minimizing such forces, the 

equilibrium structure can be obtained. The nuclei then oscillate around such equilibrium 

positions with characteristic frequencies called phonon frequencies. In general, phonon 

frequencies are obtained from the solution of the secular equation 

|
1

√𝑀𝑖𝑀𝑗
𝐶𝑖𝛼,𝑗𝛽(𝒒) − 𝜔

2(𝒒)| = 0, (5.32) 

where 𝑀𝑖 and 𝑀𝑗 are the atomic masses of atoms 𝑖,𝑗, and 𝛼, 𝛽 indicate the direction of the 

displacement along the cartesian axis. The dynamical matrix is the second derivative of the total 

energy with respect the atomic displacements: 

𝐶𝑖𝛼,𝑗𝛽(𝒒) =
𝜕2𝐸

𝜕𝑢𝑖,𝛼
∗ (𝒒)𝜕𝑢𝑖,𝛼(𝒒)

, (5.33) 

where u(q) denotes displacement of atoms 𝑖, 𝑗 in the cartesian directions 𝛼, 𝛽. In density functional 

perturbation theory (DFPT), the atomic displacements are taken as a perturbation potential and 

the changes in the electronic density and total energy are calculated self-consistently, analogously 

to the Kohn-Sham equations [45,46]. The main advantage with respect to approaches such as the 

frozen-phonon scheme is that the calculations of the frequencies for any wavevector q are 

performed using the primitive unit cell, avoiding the use of supercells [47]. Moreover, DFPT 

automatically includes mid and long-range interactions. 

In addition, the coupling of electrons with the lattice vibrations is fundamental for simulations of 

carrier dynamics including electron-phonon interaction, phonon-assisted absorption, 

renormalization of electronic excitation energies and lifetimes [48]. The first-order electron-

phonon matrix elements account for a large extent of the electron-lattice coupling and are defined 

as:  

𝑔𝑚𝑛
𝑣,𝒒
(𝒌) =

1

√2𝜔𝒒𝑣
⟨𝜓𝑚𝒌+𝒒|𝜕𝒒𝑣𝑉|𝜓𝑛𝒌⟩. (5.34) 

that quantifies the amplitude probability of the scattering process between states 𝜓𝑚𝒌+𝒒 and  𝜓𝑛𝒌, 

where 𝜕𝒒𝑣𝑉 is the derivative of the self-consistent potential associated to the phonon mode 𝜈 of 
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frequency 𝜔 and wavevector q. Efficient ways of calculating electron-phonon matrix elements in 

dense k-grids make use of maximally localized Wannier functions [49]. From the electron-phonon 

matrix elements it is possible to calculate the electron and phonon self-energies related to the 

electron-lattice coupling, as described elsewhere [50]. 

5.3 Femto-second time scale: electron dynamics 

When the many–body 𝑁-particle (electrons) ground state |𝛹0
𝑁⟩, or simply |𝛹0⟩, is perturbed, it 

ends up in a coherent superposition of many-body states, |𝛹𝐼⟩, of energy 𝐸𝐼
𝑁. Such superposition 

determines the ensuing dynamics of the system. After the end of the perturbation, the solution of 

the time–dependent Schrödinger equation can be written as 

|𝛹(𝑡)⟩ =∑𝑐𝐼
𝐼

𝑒−𝑖𝐸𝐼
𝑁𝑡|𝛹𝐼⟩ (5.35) 

and is characterized by coherent oscillations at specific frequencies. For small perturbations, the 

coherent oscillations frequency will be dominated by the energies 𝐸𝐼
𝑁 which enter the poles of the 

linear response function 𝜔𝐼0 = (𝐸𝐼
𝑁 − 𝐸0

𝑁). When stronger perturbations are considered the 

description in terms of linear superposition of states holds, although in general one needs to 

consider frequencies 𝜔𝐼𝐽 = (𝐸𝐼
𝑁 − 𝐸𝐽

𝑁) which are not limited to the poles of the linear response 

function. Electron–electron interactions and electron–atoms interactions are responsible for the 

renormalization of such energies1. At this point it is important to distinguish the case of isolated 

atoms and molecules from extended systems. 

In atoms and molecules, since few states are involved, the dynamics can be understood in terms 

of such linear superposition. It can be modelled either directly computing the wave–function, or 

using approaches based on the density 𝑛(𝐫, 𝑡), such as time–dependent density functional theory 

(TDDFT), the reduced density matrix 𝜌(𝐫 𝐫′, 𝑡), or the non–equilibrium Green’s function 

𝐺(𝐫 𝑡, 𝐫′ 𝑡′), like the Kadanoff–Baym Equation (KBE). These quantities will oscillate at the 

frequencies 𝜔𝐼0. Methods like TDDFT and KBE become convenient when the size of the electronic 

system grows. 

In extended systems, the number of possible states is so big that, in practice, eq. (5.35) is not 

useful. To get physical insights in the dynamics, it can be convenient to label the possible states in 

terms of “effective particles” such as quasi–particles, excitons, or magnons2. For example, a state 

with only a specific level |𝜆𝐪⟩ populated can be written as |𝛹𝐼
𝑁⟩ ≈ |𝛹(𝑛𝜆(𝒒))⟩ ≈ (𝑏̂𝜆𝒒

ϯ
)
𝑛
|𝛹𝐼

𝑁⟩with 

energy 𝐸𝐼
𝑁 ≈ 𝐸0

𝑁 + 𝐸[𝑛𝜆(𝐪)]. The concept of “effective particles” partially accounts for the 

electron–electron interaction. Assuming to deal with non–interacting “effective particles” at low 

densities 𝐸[𝑛𝜆(𝐪)] ≈ 𝑛𝜆(𝒒)𝜔𝜆(𝒒) is a reasonable approximation. The early times coherent 

                                                             
1 Also in case the laser frequency is high enough to photo-emit electrons the early time dynamics still involves |𝛹𝐼

𝑁⟩ 
states, which are however in the continuum of the spectrum 
2 Here we use the jargon “quasi–particle” specifically for the states 𝜓𝑛𝐤 with energies 𝜖𝑛𝐤 which well describe photo–
emission experiments, as commonly done in the literature of Many–Body Perturbation Theory. Than we refer, more 
generally, to quasi–particles, an excitons, magnons, etc ..., as “effective particles” 
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dynamics are then described in terms of coherent excitons, magnons or phonons. Such coherent 

states are a linear superposition of different states with different populations. 

|𝛹(𝑡)⟩ ≈ 𝑒−𝑖𝐸0𝑡 ∑ 𝑐𝜆
𝑛𝜆(𝐪)

(𝐪) 𝑒−𝑖𝑛𝜆(𝐪) 𝜔𝜆(𝐪) 𝑡 |𝛹(𝑛𝜆(𝐪))⟩. (5.36) 

with 𝑛𝜆(𝐪) = |𝑐𝜆(𝐪)|
2. If the populations of one or few states |𝜆𝐪⟩ dominates the sum, then one or 

few specific frequencies are singled out. This can be measured in pump and probe experiment and 

corresponds to characteristic oscillations at such frequencies of a macroscopic and classical 

physical quantity: i.e., polarization for excitons, magnetization for magnons. If a continuum of 

frequencies enters eq. (5.36) instead, the coherent dynamics quickly “disappears” since 

oscillations rapidly go out of phase. This leads to the so called “free induction decay” or “free 

polarization decay”. Such decay typically takes place on the time scale of few tens/hundreds of 

femtoseconds in electronic system. After that, despite coherences are still there, they are not 

measurable via macroscopic quantities. 

This simplified picture, provided by Eq. (5.36), gives physical insight, but it is not useful in 

practice. Formal approaches like TDDFT and KBE are needed. With such approaches the electron–

electron interactions are accounted for via effective potentials. Such potentials, at equilibrium, 

account for “effective particles“, while their adiabatic changes out of equilibrium describes a fully 

coherent, dynamics which, only at low densities, can be understood in terms of the picture 

outlined above. 

Moreover, even at low densities, non-adiabatic corrections are responsible for changes in the 

“effective particles” properties, such as energies renormalization 𝜔𝜆(𝐪, 𝑡), quasi-particle lifetimes 

𝛾𝜆(𝐪, 𝑡), and the introduction of electron–electron scattering mechanisms. Despite the dynamics 

of the many–body electronic system remains coherent i.e., can be captured by a pure state, the 

dynamics in the “effective particles” introduces extra decoherence terms. For the one–body 

reduced density matrix, the relation 𝜌2 ≠ 𝜌 does not hold anymore and the system must be 

described as a statistical mixture3. 

Finally, if the environment is considered, for example due to the interaction with phonons, even 

the many–body electronic dynamics becomes non coherent the dynamics can only be described 

in terms of a many-body density–matrix ϱ𝑁. ϱ𝑁 evolves according to the Liouville-von Neumann 

equation 4 and the system moves towards a non–pure state, i.e. (ϱ𝑁)2 ≠ ϱ. Similarly, to the wave–

function case, the use of the many–body density matrix ϱ𝑁 becomes quickly impractical when the 

size of the system grows and a description in terms of a reduced density matrix, like KBE, is more 

convenient on short times. Within KBE, electron–phonon scattering is an additional source of 

decoherence. 

Due to all these decoherence mechanisms, the dynamics beyond the first few hundreds of 

femtoseconds can be often reasonably well described in terms of the semi-classical Boltzmann 

equation (SCBE) for the populations 𝑛𝜆(𝐪) only. Such approach fully neglects electronic 

coherences. SCBE will be introduced at the end of the present chapter as a special limit of the KBE 

and developed further in chapters 6 and 7. 

                                                             
3 While exact TDDFT is still valid in this regime, KBE is more prone to describe it, since it is not based on wave–functions. 
4 The latter is equivalent to the Schrödinger equation when no environment is present 
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5.3.1 Coherent dynamics: TDDFT 

TDDFT allows for the real-time propagation of the electronic density without constraining it to 

the ground state density. This is particularly useful to describe the initial stage of the irradiation 

process, in which, e.g., the potential introduced by the moving ionic projectile excites the 

electronic degrees of freedom. In real-time TDDFT within the Kohn-Sham scheme (TDKS), the 

electronic orbitals evolve in time but there is no change in the occupations of these orbitals. If they 

were initially occupied, they remain so, and if they were empty, they will not become occupied 

during the evolution. The TDKS equations of motion are:  

𝑖𝜕𝑡𝜑𝑛(𝒓, 𝑡) = (−
ħ2∇2

2𝑚
+ 𝑣𝐾𝑆[𝑛](𝒓, 𝑡))𝜑𝑛(𝒓, 𝑡). (5.37) 

where n(r,t) is the time-evolving electronic density and 𝑣𝐾𝑆[𝑛](𝒓, 𝑡) is the Kohn-Sham potential 

defined in Section 5.2.1. This includes an external potential that takes into account the interaction 

of electrons with the nuclei and with other external time-dependent fields like those produced by 

a laser or by an ionic projectile. Notice that, at variance with the traditional ground state DFT 

approach, here the electronic density follows its own time evolution. The main advantage of the 

real time domain, compared to the frequency domain where TDDFT is used to define response 

functions, is that, at least in principle, any order in perturbation theory can be achieved. 

5.3.1.1 Laser irradiation, ionization and photoemission 

In the definition of 𝑣𝐾𝑆, the part of the external potential which describes a laser pulse can be 

expressed, within the dipole approximation, as 

𝑣𝑒𝑥𝑡(𝑡) = 𝐄(𝑡)𝐏(𝑡). (5.38) 

This expression constitutes the so-called length gauge, where E(t) is the time dependent electric 

field at zero momentum (q=0), while P(t) is the time dependent polarization constructed from 

from the KS orbitals. Within TDDFT the exact polarization can be obtained for isolated systems 

via 𝑷(𝑡) = ∫𝑑3𝐫 𝑛(𝐫, 𝑡). However, such expression is ill defined for extended systems for which 

DFT and TDDFT are exact only for finite momentum perturbations. In such cases, D-Polarization-

FT (DPFT) and TDDPFT are formally needed [51]. However, the polarization is a many–body 

operator and can be defined only via a Berry–Phase approach [52]. This is strictly needed in 

practice whenever physical phenomena beyond the linear regime are needed. Even within 

TDDPFT however the Drude response of metals cannot be described. An alternative solution is 

the velocity gauge, where the external potential enters via the replacement 𝛁2 → (𝛁 − 𝑨(𝑡))2 and 

hence couples to the time-dependent current, which can be formally described within TD–

Current–DFT (TDCDFT). TDCDFT is formally exact for extended systems, metals included, at q=0. 

However, in practical numerical implementation a number of sum rules need to be carefully 

fulfilled, which makes the approach problematic [53,54]. 

For all this reason the first applications of TDDFT where focused on isolated systems or limited to the 

linear regime. However, also due to the growing interest in ultra–fast electron dynamics, triggered 

by experimental advances in the generation of ultra–short laser pulses, TDDFT have been used 

and developed for many applications, such as pump and probe experiments, high harmonic 
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generation, photoemission experiments in both molecule and complex materials [55-59]. More 

recently also the response to time–dependent magnetic fields was explored [60]. TDDFT has been also 

used to model ion irradiation and electronic stopping power. In the next subsection we focus on the 

latter. 

5.3.1.2 Ion irradiation and electronic stopping power 

Let us consider an 𝛼-decay event in which an 𝛼-particle is emitted with energies of the order of 

several MeV (e.g., 5 MeV in the case of 238U). Due to energy and momentum conservation, the 

energy of the recoil atom is of the order of 100 keV. Since recoil atoms are generally heavy atoms, 

their velocity tends to be sufficiently low to fall within the adiabatic regime, in which there is no 

electronic excitation of the target. Strictly speaking, in metallic systems there is electronic 

excitation at any velocity, but the density of electron-hole pairs is very small at low velocity. 

Instead, the energy scale is set by the plasmon, which is in the order of several eV. In the case of 

insulators, the finite energy gap suggests the existence of a velocity threshold below which there 

is no electronic excitation. In the case of LiF, this has been experimentally [61] and theoretically 

[62] estimated to be in the region 0.1-0.2 a.u., i.e., 4-8 Bohr/fs. Therefore, the recoil event does not 

require electronic excitations and can be simulated using classical or first-principles molecular 

dynamics (see below). Recent works showed a richer threshold structure in insulators [63-66]. The 

velocity of the α-particle, on the other hand, is about 4% the speed of light, hence about 5 a.u. (c = 

137 a.u.). These velocities fall well into the electronic excitation and ionization regime, 

independently of the material. Collisions with the target nuclei at these velocities are practically 

irrelevant due to the exceedingly small cross sections for He-atom interactions. In fact, the 

maximum of nuclear stopping lies in the region of a few keV, corresponding to about 0.1 a.u. [67], 

rapidly decreasing for increasing energy due to the reduction of the interaction time between 

projectile and target. 

Therefore, the description of the initial stages of swift ion irradiation requires the consideration 

of electronic excitation and ionization in the absence of motion of the target atoms, as these 

processes occur in a time scale significantly faster than that of nuclear motion. However, in a 

longer time scale or for low energies and sufficiently close ion-target collisions, the motion of the 

nuclei becomes important. These two situations can be modelled via real-time TDDFT (rt-TDDFT) 

simulations, either with fixed nuclei, or using Ehrenfest dynamics (ED, see Section 5.4.2.3). 

A central concept in ion irradiation is that of stopping power, defined as the energy loss of the 

projectile per unit length travelled (𝐿),  

𝑆 = −
𝑑𝐸𝑝

𝑑𝐿
 (5.39) 

where 𝐸𝑝 is the kinetic energy of the projectile. The stopping power has two components. The first 

one, called nuclear stopping (𝑆𝑛), is due to the collisions of the projectile with the nuclei. It is 

important at low projectile velocities. The second one, called electronic stopping (𝑆𝑒), is due to 

electronic excitation and ionization, and it operates at higher velocities. For historical reasons this 

quantity is called stopping power, but in fact it is has the units of force. It represents the retarding 

force due to the energy transfer to the target. 
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The rt-TDDFT calculation of electronic stopping power is based on a simple idea first introduced 

in [63]. Instead of integrating the equations of motion for the nuclei as in ED, the projectile is 

driven at constant velocity. In the original work of Pruneda et al., the projectile was represented 

by a moving external potential. In successive works, the projectile was treated explicitly, as any 

other atom in the system, but forcing it to move with constant velocity while the target atoms 

were kept fixed at their positions. In ED, the projectile would transfer energy to the electronic 

excitations while reducing its velocity. However, at typical projectile velocities, this correction 

represents an extremely small fraction of the projectile’s kinetic energy, and no information is lost 

by keeping the velocity constant. Moreover, this simplifies the simulations because forces on the 

nuclei do not need to be computed as these will not be allowed to move. One may think that 

allowing nuclei to move is important, and it certainly is the case within the regime of low projectile 

velocities when electronic stopping begins to overlap with nuclear stopping. This is also important 

when the path of the projectile passes close to the host atoms, being moderately relevant for light 

projectiles like protons or 𝛼-particles but becoming increasingly important for heavier atoms that 

cannot move easily through the target without colliding with host atoms. Under the conditions 

just described, the projectile will travel through the host material at constant velocity, while the 

electronic energy increases at a spatial rate given by  

𝑆𝑒 =
𝑑𝐸𝐾𝑆
𝑑𝐿

 (5.40) 

This is precisely the electronic stopping power, i.e. the amount of energy deposited per unit 

distance travelled by the projectile. Therefore, the electronic stopping power is given by the slope 

of the KS energy vs. projectile displacement curves, that are shown in Figure 5.4 for the case of a 

proton travelling along a ⟨100⟩ channel in Al [81]. 

 

 

Figure 5.4. Energy deposited by a moving proton into the electronic subsystem of bulk Al as a function of travelled 

distance, for different velocities. Notice the oscillations due to the periodicity of the lattice. The slopes correspond to 

the electronic stopping power. Figure reproduced from [68]. 

There are several aspects to discuss about this procedure. Firstly, as can be seen in Figure 5.4, the 

evolution of the KS energy with displacement is not a straight line. It will generally exhibit 

oscillations that reflect the passage close to the host atoms. In the case of a regular solid, this will 
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correspond to the periodicity of the crystal lattice. Here, the relative direction between the path 

of the projectile and the lattice vectors of the host is important. When they are perfectly aligned, 

this is called hyperchannelling. More generally, if the projectile moves at a small angle with respect 

to the lattice vector, it will be periodically smoothly reflected by the host atoms, thus exhibiting 

an oscillatory trajectory without abandoning the channel. These are called channelling 

trajectories. To simulate these, one would need very large systems. Instead, it is more convenient 

to simulate hyperchannelling trajectories and average over the impact parameter, i.e. moving 

away from the center of the channel (off-center trajectories). Under these conditions the projectile 

samples regions with larger electronic density of the host, and hence the stopping power 

increases, as it is shown in Figure 5.5. 

 

Figure 5.5. Electronic stopping power for protons in bulk Al as a function of velocity. SRIM values (black line) are 

compared to a hyperchanneling trajectory (red) and a channelling off-centre trajectory (blue). Figure reproduced from 

[68]. 

An important aspect to consider for off-center trajectories is that core electrons can start to play 

a role. A simple way to treat this is by including the shallower core states, usually called semi-core 

states, explicitly into the valence. Schleife et al. showed that this is important even for protons 

[69]. Averaging over impact parameter leads to stopping powers that are about a factor of 2 larger 

than the hyperchannelling result through the center of the channel [70]. For amorphous or liquid 

systems, since the irradiation process is so fast, the projectile will see a static picture of the host. 

Therefore, to compute the stopping power it will be necessary to average over several trajectories. 

This issue has been recently addressed in [71].  

Since the initial proof of concept, this approach has been used for an increasing number of 

applications. The initial focus was on simple crystalline solid like pure elements, salts, and oxides. 

These calculations were always compared to SRIM tables (SRIM) with the initial aim of assessing 

the reliability of the methodology, and more recently the other way around, to verify the accuracy 

of the methods used in SRIM for compounds, such as the Bragg additivity rule and the bond and 

core approximations [72]. 

Another important aspect that has been recently investigated is the role of inner electronic shells 

in stopping, i.e., core and semi-core electrons. It has been shown that for heavy projectiles as it the 
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case of self-irradiation of Ni, the stopping curve at high energies converges slowly with the 

number of explicit electrons in the description, particularly those in the projectile [73]. This raises 

the issue of the use of atomic pseudo-potentials in stopping calculations. For heavy projectiles at 

high energies, these must allow for an increasing number of explicit electrons from inner shells. 

Along the same lines, but computationally more efficient is the time-dependent density-functional 

tight-binding (TD-DFTB) approach, which proved useful for describing electron dynamics in large 

systems [74,75]. However, such approaches are limited in the description of the excitation 

spectrum at high energies, and they are hence questionable when it comes to applying them to 

the calculation of electronic stopping. They are more useful to describe energy redistribution 

following optical excitation, e.g., as in visible and near UV (3-4 eV) irradiation. 

5.3.2 Quantum kinetics: the Kadanoff-Baym equations 

The Kadanoff–Baym Equation (KBE) derives from the Dyson equation for the one body Green’s 

function 𝐺 written on the Keldish contour. Projecting back the Dyson equation to the real axis, an 

EOM for the lesser green function 𝐺<(𝑡, 𝑡′) is obtained which describes the exact quantum kinetics 

of the system. The electron–electron and electron–phonon interactions are captured via the 

many–body self–energy 𝛴. Within the so called generalized Kadanoff-Baym ansatz (GKBA) a 

closed EOM for the density matrix 𝜌(𝑡) = −𝑖𝐺<(𝑡, 𝑡) can be obtained.  

𝑖 ∂𝑡𝜌(𝑡) = −𝑖[ℎ
𝑒𝑞 + ∆Σ𝑠[𝜌(𝑡)] + 𝑣𝑒𝑥𝑡(𝑡), 𝜌(𝑡)] − 𝐼[𝜌](𝑡) (5.41) 

If only the static part of the self–energy, Σ𝑠, is retained then 𝐼[𝜌](𝑡) = 0. Such equation can be 

conveniently represented in the equilibrium KS basis set, i.e. 𝜌𝑛𝑚𝐤 = ⟨𝜓𝑛𝐤
0 |𝜌(𝑡)|𝜓𝑚𝐤

0 ⟩. Its solution 

has been shown to describe the formation of coherent excitons [76] if Σ𝑠 = Σℎ𝑠𝑒𝑥, the Hartree plus 

Screened Exchange (HSEX) self-energy with the screening frozen to its equilibrium value, is used. 

TD–HSEX is equivalent of the Bethe–Salpeter Equation in the low pumping regime. 

 

 

Figure 5.6. Figure adapted from Ref.[76].  It shows the time dependent polarization (panel a) obtained propagating the 

density matrix and the absorption (panel b) spectrum derived from its Fourier transform (red circles). The latter is also 

compared with a BSE calculation and experimental data from Ref. [76]. 

In Figure 5.6, adapted from Ref. [76], we show numerical results on hexagonal Boron Nitrite (hBN) 

comparing absorption computed from the standard GW+BSE scheme with TD-HSEX approach. 
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z 

The ∆Σℎ𝑠𝑒𝑥(𝑡) term shifts the spectrum from the IP poles to the excitonic ones. Broadening of the 

peaks is obtained by introducing a smearing parameter 𝜂 when performing the Fourier transform 

of the polarization constructed from the density matrix. 

Although conceptually different, TDDFT in the adiabatic approximation can be seen as a possible 

approximation to the static self-energy. Using Σ𝑠[𝜌(𝑡)] = 𝑣𝑥𝑐
𝑎𝑑𝑖𝑎[𝑛(𝑡)] eq. (5.41) one would obtain 

the TDDFT density matrix. Selecting as a starting point the equilibrium KS density matrix (i.e. 

𝜌𝑛𝑚𝐤 = 𝛿𝑛,𝑘  if 𝑛 occupied, 0 otherwise) the resulting 𝜌𝑛𝑚𝐤(𝑡) is equivalent to propagate the TDKS 

equations described in the previous section and later constructing  

𝜌𝑛𝑚𝐤(𝑡) = ∑ ⟨𝜓𝑛𝐤
0 |𝜓𝑗𝐤(𝑡)⟩⟨𝜓𝑗𝐤(𝑡)|𝜓𝑛𝐤

0 ⟩

𝑗∈𝑜𝑐𝑐

 (5.42) 

In the IP case, i.e.Σ𝑠 = 0, the diagonal elements of the density matrix can be interpreted as the 

occupations of the equilibrium KS orbitals, while the off-diagonal elements represent the 

coherences between two orbitals. This is the starting point for the connection with the semi-

classical Boltzmann equation we will discuss in the next section. Together with eq. (5.42), this also 

shows how the time propagation of occupied–only orbitals can describe the generation of 

nonequilibrium occupations, via the external field, on the equilibrium KS band structure. The 

interpretation in terms of occupations however is not formally possible beyond IP. 

 

Figure 5.7. An example of free induction decay. Degree of spin polarization of electrons Pc, injected in the conduction 

band of GaAs via a circularly polarized pulse, quickly decays in absence of any scattering mechanism. The horizontal 

dashed line represents the non-coherent contribution due to the populations only. In the inset a focus on the generation 

during the optical pulse. Reprinted with permission from Ref. [77]. 

The GKBA–KBE dynamics contains both coherent and non–coherent terms. In the next section we 

discuss how the SCBE, which describes instead the non– coherent dynamics only, can be derived 

from such equation. Within the SCBE the coherent terms are neglected. This is reasonable on long 

time scales, because the contribution of these terms tends to vanish due to dephasing. In the IP 

picture dephasing can be understood in terms of the so called “Free Induction Decay” or “Free 

Polarization Decay”. It happens whenever coherent terms involve a continuum of frequencies which 

quickly get out of phase [78].  The mechanism has been realized also with ab–initio simulations [77] 

(see Figure 5.7) The process is even faster if the interaction between particles is accounted for. 
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Electron-electron interaction leads to the generation of more possible excitation frequencies which, 

in the language of KBE (and TDDFT) are captured by the frequency dependence/memory of the 

Self–energy (and vxc potential). Only in case of isolated poles coherences can be measured for longer 

times. 

5.3.3 Incoherent dynamics and connection to the Boltzmann equation 

The connection to the semiclassical Boltzmann equation (SCBE) can be made starting from the 

KBE–GKBA equation and choosing Σs = 0 , but including dynamical correlations  Σd(t, t )[G<] in the 

collision integral. The approximations needed to obtain the SCBE are discussed in the literature in 

general [79], and in its ab–initio implementation [80,81]. Expanding the KBE–GKBA with respect to 

the perturbation, a set of two equations is obtained: 

∂tρnm𝐤
(1)

(t) = −i[heq + Uext(t), ρ(0)(t)]
nm𝐤

 (5.43) 

∂tρnn𝐤
(2)
(t) = −i[Uext(t), ρ(1)(t)]

nn𝐤
− I[ρnn𝐤

(2)
(t)] (5.44) 

where the first order equation involves only n ≠ m (this results from the approximation that the 

equilibrium density matrix is diagonal), and describes the generation of coherences, while the 

second equation, ρnn𝐤
(2) (t) = fn𝐤(t) describes the dynamical evolution of the occupations with a 

source term [Uext(t), ρ(1)(t)], and a collision integral I[ρnn𝐤
(2) (t)] which is almost identical to the 

one heuristically derived in the formulation of the SCBE and which satisfies the detailed balance. 

 

Figure 5.8. Adapted from Ref. [82]. The time dependent occupations on the band structure are shown for the case of 

bulk silicon under the action of an external laser pulse centred at the optical gap of the material. 
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An example of the application of this scheme from first principles can be found in Ref. [82]. The 

authors study (see Figure 5.8) the time evolution of the occupations in bulk silicon during the 

action of an external laser pulse, and with a collision integral derived using the electron–phonon 

self-energy for 𝛴𝑑. The derivation within MBPT naturally leads to compare the concept of quasi–

particles lifetime, from equilibrium MBPT, 𝛾𝑒𝑞 = 𝐼𝑚[𝛴], with the dynamics resulting from the 

SCBE. Indeed, the equilibrium lifetime naturally brings to a (“multi-band") relaxation time 

approximation (RTA) equation of the form 𝜕𝑡𝑓𝑛𝑘(𝑡) = −𝛾𝑛𝑘 𝑓𝑛𝑘(𝑡). The collision integral, instead, 

can be expressed as 

𝐼𝑛𝑛𝐤[𝑓](𝑡) = −𝛾𝑛𝐤
(𝑒)(𝑡)𝑓𝑛𝐤

(𝑒)(𝑡) + 𝛾𝑛𝐤
(ℎ)(𝑡)𝑓𝑛𝐤

(ℎ)(𝑡), (5.45) 

where the detailed balance is ensured by the fact that the resulting lifetimes depends on the 

occupations and by the existence of two lifetimes for “electrons in” and “electrons out” processes. 

For the electron–phonon case we obtain 

𝛾𝑛𝐤
(𝑒) =

2𝜋

ħ
∑ ∑

|𝑔𝑛𝑚𝒌
𝑣𝒒

|
2

𝑁𝒒
𝛿(∆𝜖𝑛𝑚𝒌

𝒒
+ 𝐼𝜔𝜆𝒒) (𝑛𝜆𝒒 +

1 − 𝐼

2
) (1 − 𝑓𝑚𝒌+𝒒)

𝐼=±1𝑣𝒒𝑚

, (5.46) 

𝛾𝑛𝐤
(ℎ) =

2𝜋

ħ
∑ ∑

|𝑔𝑛𝑚𝒌
𝑣𝒒

|
2

𝑁𝒒
𝛿(∆𝜖𝑛𝑚𝒌

𝒒
+ 𝐼𝜔𝜆𝒒) (𝑛𝜆𝒒 +

1 + 𝐼

2
) 𝑓𝑚𝒌+𝒒

𝐼=±1𝑣𝒒𝑚

 (5.47) 

The full SCBE can be compared with the RTA via the definition of effective NEQ lifetimes: 

𝛾̅𝑛𝐤
(𝑒/ℎ)

(t) = ±
𝛾𝑛𝐤
(𝑒)(𝑡)𝑓𝑛𝐤

(𝑒)(𝑡) − 𝛾𝑛𝐤
(ℎ)(𝑡)𝑓𝑛𝐤

(ℎ)(𝑡)

𝑓𝑛𝐤
(𝑒/ℎ)(𝑡)

, (5.48) 

which allows to rewrite the equation for the occupations in the form 

𝜕𝑡𝑓𝑛𝐤
(𝑒/ℎ)(𝑡) = −𝛾̅𝑛𝐤

(𝑒/ℎ)
(t)𝑓𝑛𝐤

(𝑒/ℎ)(𝑡). (5.49) 

The complex SCBE dynamics is now absorbed by the NEQ lifetimes definition. 

 

Figure 5.9. The equilibrium lifetime, γEQ (blue dot-dashed line), is compared with the time dependent out-of-

equilibrium lifetimes defined in Eq.  for the L1 and L1 states. Due to the symmetry breaking induced by the laser pulse 

(the orange shadow represents its Gaussian envelope) we have two in-equivalent lifetimes at L1 (green line) and L1 

(green dashed line). Their relative intensity defines the ultra-fast (γL » γL ) and the slow (γL ≈ γL ) time regimes. 
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In Figure 5.9 the NEQ lifetime for bulk silicon at the 𝐿 point in conduction compared with the 

equilibrium one. As a general result the NEQ lifetime is always smaller that the equilibrium one. 

In particular the equilibrium lifetime is a good representation of the dynamics only when the 

system is in a strongly NEQ situation with electrons mainly localized nearby the few 𝐿 point(s) in 

the BZ. It is however remarkable that the NEQ lifetimes at the 𝐿′ points, i.e. the equivalent points 

of the BZ where no carriers are injected, becomes negative in such situation. As soon as the 

electrons spread in a quasi-equilibrium distribution the lifetimes at 𝐿 and 𝐿′ becomes nearly 

equivalent and the dynamics becomes much slower. 

Another advantage of the formulation within NEQ–MBPT is that the obtained occupations can be 

used to construct the NEQ response function and thus to describe pump and probe experiments 

via an approximation of 𝜒𝑛𝑒𝑞[𝐺<] ≈ 𝜒𝑛𝑒𝑞[𝑓𝑛𝒌(𝜏)](𝜔). This approach has been used to compute 

the transient reflectivity in bulk silicon from first principles [83] and the transient transmission of 

molybdenum disulphide [84]. Results are shown in Figure 5.10 for the case of bulk silicon. 

Computing the response function using the occupations at delay τ makes possible to isolate 

different contribution to the transient signal and in particular the changes in the screening 

induced by the neq occupations. The NEQ response function can then be computed for selected 

delays τ between the pump and the probe within the GW+BSE scheme. In Figure 5.10 it is shown 

that the main contribution to the transient reflectivity signal in bulk silicon is due to the update 

of the screening. The main feature in the spectrum is due to the optical gap renormalization defined 

in Ref. [83] as the sum of two separate and computing effect: the renormalization of the band gap 

and the renormalization of the electron-hole binding energy. 

 

Figure 5.10. Renormalization of the quasi-particles energies (panel a) from the COHSEX self-energy due to the screening 

of the non-equilibrium carrier's density. The change induced in the reflectivity near the main peak is shown in the inset 

(blue arrow) together with the effect due to the renormalization of the electron-hole interaction (red arrow). Transient 

reflectivity (panel b) for a pump intensity of 109 W/cm2 and τ = 200 fs; the variation of the BSE poles due to the 

screening of the non-equilibrium carrier's density is considered. In the insets the change in the gap (panel a) and the 

signal at 3.45 eV (panel b) are shown as a function of the pump peak intensity. Theoretical results are compared with 

experimental data (brown circles). 

5.3.3.1 Beyond quasi–particles 

Both coherent and non–coherent dynamics can be extended beyond the approximation of non-

interacting electrons and holes, to describe the dynamics of complex particles like excitons and 

magnons. In the non–coherent regime this can be done heuristically, for example defining a 

semiclassical Boltzmann equation for the exciton populations coupling with the phonons. NEQ–
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MEBT offers a formal way to define exciton dynamics equations, exciton populations, and exciton 

lifetimes [85]. This topic is at the forefront of the present research, expecially within the ab-initio 

community, with some first promising results [86,87] and many possible applications. An example 

of the excitonic lifetimes is shown in Figure 5.11. 

 

Figure 5.11. Excitonic lifetimes of monolayer hBN computed fully ab–initio, represented on the excitonic band–structure. 

Figure adapted from Ref. [87]. 

5.4 Pico-second time scale and atomic motion 

5.4.1 Atomic motion and ion irradiation 

The next step in the description of irradiation processes involves the inelastic transport of excited 

electrons through the target. While electromagnetic radiation is generally quite spatially 

homogeneous, ion irradiation is very directional. Ions produce a cylindrical track in which the 

electrons are excited, moving radially outwards from the track. In the stopping simulations 

described in Section  5.3.1.2, it has been observed an outward propagating electronic density 

wave. In the longer run, such excited electrons will deposit their energy back into the nuclear 

subsystem in a time scale that depends on the material and on the energy of the excitations. 

Traditionally, the energy loss process has been described in terms of a random walk of classical 

electrons, which is a good approximation at high energies. The random walk is equivalent to a 

hydrodynamic description in terms of a diffusion equation [88]. This approach, however, becomes 

questionable at low kinetic energies when the quantum character of the electrons becomes 

important, typically under 50 eV. Notice that the average energy of secondary electrons produced 

by electron impact ionization is of the order of 20 eV, precisely in the quantum regime. Therefore, 

the use of random walks rests on dangerous waters. 

The resulting initial electronic distribution can then be converted into an initial condition for a 

classical molecular dynamics simulation. To this end, the simplest idea is to deposit the electronic 

energy back locally as kinetic energy for the nuclei. This is the essence of the thermal spike model 

[89], that has been successfully applied to model the damage ensuing ion irradiation [90]. In 

metallic systems, however, the excited electrons can diffuse away due to their high electronic 

conductivity. They will come back sooner or later in order to neutralize the system. However, if 

this takes long enough, the (charged) nuclei will experience a strong repulsive electrostatic 

file:///D:/Science/Work/Articles_mine/!Editing_work/COST_school/chapter07/chapter07_from_dpf.docx%23_bookmark24
file:///D:/Science/Work/Articles_mine/!Editing_work/COST_school/chapter07/chapter07_from_dpf.docx%23_bookmark24
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interaction leading to a vigorous radial motion, or Coulomb explosion. The occurrence of one or 

the other scenario depends on the characteristics of the material, e.g., Cu (𝜎 = 5.9 × 107 S/m) 

behaves quite differently from Ni (𝜎 = 1.4 × 107 S/m). In classical simulations of radiation 

cascades (see Chapter 9), the combined effect of electronic excitation and decay is modelled using 

a Langevin approach that includes a friction term that reduces the velocities of the atoms and a 

random force that mimics the electron-phonon interaction in a stochastic way. Such decay rates 

can be interpreted in terms of probabilities given by Fermi Golden Rule, i.e., within time-

dependent quantum perturbation theory. In Langevin dynamics these two terms compensate 

each other leading to thermal equilibration at a desired temperature. In the methodology 

developed by Dorothy Duffy and coworkers, the energy transferred to the electronic degrees of 

freedom is collected in an electronic temperature field that is governed by a diffusion equation 

[91]. This approach combines the two-temperature model with molecular dynamics (TTM-MD). 

The latest developments in this field connect the friction coefficients to TDDFT calculations like 

those in Section 5.3.1.2, enforcing the reproduction of the electron-phonon lifetimes computed 

using ground-state density-functional perturbation theory [92]. This is the state-of-the-art in the 

field of classical simulations. 

One of the original limitations of this approach is that interatomic forces are generally described 

through a classical force field that is independent of electronic excitation. Typically, this will be an 

embedded atom model (EAM) for metals, a Tersoff potential for semiconductors, or a Coulomb-

Buckingham potential for ionic systems (e.g., ceramics). Recently, in [93] the authors used an 

electronic-temperature dependent force-field based on an embedded atom model, which was 

described in [94]. The force field was parameterized following a methodology proposed in [95]. 

The EAM functional form was retained. The pair potential and the Finnis-Sinclair form of the 

embedding function were kept, but the embedding function was allowed to depend on the 

electronic temperature. This method, which is described in more detail in Chapter 9 in this book, 

assumes the existence of a well-defined, largely homogeneous, quasi-equilibrium electronic 

temperature, whose time evolution can be described through a diffusion equation. This, however, 

is a poor description when the electronic excitations are local, and remain localized in space for a 

certain period of time. This is what is likely to happen in the case of ion irradiation of insulators, 

in which electrons can remain in localized excited states for sufficiently long times for the nuclei 

to feel the weakening of the interatomic potential and start moving. If the excitation is intense 

enough, then nuclear motion can lead to cold melting or amorphization. In this case the thermal 

spike model becomes questionable. 

While the methodologies described above approach the question of the energy transfer between 

electronic and nuclear degrees of freedom after irradiation, they only incorporate the electronic 

component via an energy reservoir (Langevin) or an electronic temperature classical field (TTM-

MD). Not only is the electron dynamics ignored in these, but also the correlated motion of 

electrons and nuclei. 

Further progress in this direction requires incorporating explicitly the electronic component, 

while introducing the nuclear dynamics requires also addressing the issues of electron-nuclear 

correlation and the quantum character of the nuclei. In the following Sections we introduce a few 

approaches that accomplish this task in various ways and are useful in different situations. 
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5.4.2 Classical nuclear motion 

5.4.2.1 Adiabatic molecular dynamics 

The simplest way to introduce the electronic component along with the atomic motion is to 

consider that the electrons follow instantaneously the motion of the nuclei, adjusting their wave 

function (Hartree-Fock) or density (DFT) so that it represents the electronic ground state along a 

molecular dynamics trajectory. If this ground state electronic structure optimization is carried out 

at every step [96], the scheme is called Born-Oppenheimer molecular dynamics (BOMD), because 

the electronic component moves strictly on the Born-Oppenheimer surface, excluding any kind of 

transitions between electronic states. This scheme requires an excellent convergence of the 

electronic component at each MD step. The equation of motion for the nuclei is the Newtonian 

equations 

𝑀𝐼𝑹̈𝐼(𝑡) = −〈∇𝐼𝐻̂(𝑹)〉 (5.50) 

Within BOMD 〈∇𝐼𝐻̂(𝑹)〉 is replaced with∇𝐼𝐸𝐾𝑆[𝑛](𝑹), the Kohn–Sham energy calculated for the 

time-evolving nuclear configuration R. Since the electronic density is assumed to be 

instantaneously in the ground state, then the gradient ∇𝐼 also involves the gradient of the 

electronic density n(R). 

5.4.2.2 Car-Parrinello dynamics 

A related scheme was proposed in 1985 by Car and Parrinello, within the context of DFT electronic 

structure. Here, the Kohn-Sham orbitals are allowed to evolve according to a second order 

fictitious dynamics. The orbitals are assigned a mass that makes them oscillate at frequencies 

higher than those of the atomic motion. Therefore, the system is never on the Born-Oppenheimer 

surface, but it is always very close and oscillating around it [97]. This is accomplished by 

introducing the Kohn-Sham orbitals as dynamical variables in an extended Lagrangian formalism, 

whose properties have been thoroughly studied in [98]. Typical integration time steps are of the 

order of fs. This scheme is called Car-Parrinello molecular dynamics (CPMD). A huge number of 

systems have been studied using either BOMD or CPMD (which are equivalent in practice). In both 

approaches there is a strong correlation between electronic and nuclear motion, as electrons are 

slaves of nuclear motion. 

BOMD or CPMD are useful and reliable when the time evolution of the system is adiabatic, i.e. 

there are no transitions between electronic states or, in other words, in the absence of electronic 

excitation. Therefore, within the irradiation context, these are only useful once the excitation has 

decayed completely into atomic motion or when there is a constant and homogeneous finite 

electronic temperature leading to a thermally averaged electronic density. In this case, the Kohn-

Sham orbitals are weighted with the Fermi-Dirac distribution. 

The equation of motion for the nuclei is the same as for BOMD, however the gradient ∇𝐼 is now to 

be applied only to the terms in the Hamiltonian that depend explicitly on the nuclear coordinates, 

as the electronic density has its own time evolution and is treated as an independent variable. 
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5.4.2.3 Ehrenfest dynamics 

While the CPMD scheme involves the dynamical evolution of the KS orbitals, this is not the actual 

electron dynamics because the orbitals do not follow the time-dependent Kohn-Sham (TDKS) 

equations. Moreover, the CPMD approach requires the strict orthonormalization of the KS orbitals 

at every MD step for stability. To simulate the proper electron dynamics, Theilhaber developed a 

scheme to integrate the TDKS equations without the need of orthonormalization, using the 

Suzuki-Trotter split operator method. This early implementation of rt-TDDFT was devised to 

simulate liquid metals and degenerate plasmas [99]. In this work, the nuclei moved according to 

a Newtonian dynamics in which the forces on the atoms were calculated in correspondence with 

the instantaneous, time-evolving electronic density, which is precisely Ehrenfest Dynamics (ED), 

i.e., the simplest way to combine electronic and nuclear dynamics. 

This work was followed by a series of articles on Ehrenfest dynamics by Alonso et al. [100]. The 

practical implementation is quite similar to CPMD, but since now the electronic dynamics is real, 

the integration time step should correspond to the real electronic mass, i.e., in the order of 

attoseconds instead of fs. Therefore, ED simulations reach total times about a thousand times 

shorten than BOMD of CPMD simulations. The picosecond time scale in ED is only achievable for 

fairly small molecular systems, i.e., the photoisomerization of small molecules [101]. 

In extended systems ED was successfully applied to describe the generation of coherent phonons 

[102] in bulk silicon. Recently the approach was extended to describe also light propagation with 

a multi-scale set of equations (Maxwell + TDDFT + ED) able to deal in real space with long 

wavelength perturbations. The approach is very demanding, and the application was done on 

diamond focusing on a single dimension of propagation [103]. 

As in BOMD and CPMD, in ED there is a strong correlation between electronic and nuclear motion. 

On the one hand, TDDFT remembers too much of the previous evolution due to the lack of 

electron-electron collisions. Hence, the electron dynamics is fully coherent, and electrons never 

equilibrate to the Fermi- Dirac distribution. On the other hand, in ED the nuclear dynamics 

correlates directly to the instantaneous electronic density, ignoring fluctuations on both sides. In 

other words, the electron-nuclear dynamics is coherent, not allowing for inelastic processes. Part 

of the blame for this should be put in the classical description of the nuclear degrees of freedom. 

In any case, progress beyond ED requires approximations for the electron-nuclear correlation. 

5.4.2.4 Beyond TDDFT 

The coupled dynamics of electrons and ions described within ED is fully coherent. It is coherent 

because the atoms are described classically on the one hand, and, on the other hand, the electrons 

evolve via adiabatic interactions. Indeed, the exchange–correlation potential 𝑣𝑥𝑐 of DFT is 

evaluated within the adiabatic approximation. One possible way forward could be to go beyond 

TDDFT and couple the nuclear dynamics, i.e., eq. (5.50), with the KBE–GKBA for the electronic 

density matrix. The extension of Ehrenfest to KBE–GKBA is formally straightforward (at least as 

long as static self–energies are considered) since the classical force entering eq. (5.50) only 

involves the density which can be constructed from the density matrix n(r,t)=ρ(r,r,t). Such an 

approach has never been implemented also because the first ab–initio implementations of KBE–

GKBA for extended systems are quite recent. It constitutes then an interesting path for future 

developments. 
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On the other hand, an MBPT version of MD is more demanding because it requires replacing the 

KS total energy, and its gradient, with a MBPT version. Within MBPT the total energy E is not a 

functional of the density matrix alone but requires the two-times Green’s function. Attempts to 

define MBPT total energies and forces within an ab–initio scheme can be found in the literature 

[104,105] but so far have never been extended to the time domain. 

5.4.3 Quantum nuclear motion 

While electronic excitation processes are captured correctly by ED, its mean-field character 

distorts the characteristics of energy transfer from electrons to phonons, in particular failing at 

properly describing some very ubiquitous phenomena such as Joule heating [106] or the 

thermalization between electronic and nuclear degrees of freedom [107]. A second limitation is 

related to the exchange-correlation approximations used in TDDFT, which have been discussed in 

Section 5.2.3.1. In addition, incoherent electron-phonon scattering by nuclear vibrations 

(phonons), which are not explicitly represented in classical molecular dynamics, are not 

accounted for in ED simulations. 

5.4.3.1 Surface Hopping: a tool for photoinduced dynamics 

ED is straightforward to implement and computationally efficient but going beyond it is far from 

trivial. To improve on the electron-nuclear correlation, a possibility that has attracted interest in 

the past decades is the Surface Hopping approximation (SHA) [108]. In this method the forces on 

the nuclei are determined from single electronic potential energy surfaces (PES) but hops 

between surfaces are probabilistically allowed in order to include non-adiabatic effects. SHA 

introduces the quantum character of the nuclei in a minimalistic way, by modifying their kinetic 

energy to ensure energy conservation every time there is a discrete electronic transition. SHA 

works reasonably well when non- adiabatic transitions occur between a small number of PES, but 

not for a dense manifold of excited states [109]. SHA has been combined with LR-TDDFT to 

calculate the forces on excited electronic states [110,111] and has evolved into widely available 

codes, e.g. [112,113]. This approach has enabled the calculation of photoinduced dynamical 

phenomena, as for example the degradation of materials under light irradiation [114]. 

5.4.3.2 Beyond Mean-field: the 𝑵-body density matrix 

To make progress beyond the classical nuclei and surface hopping approximations it is convenient 

to move away from the traditional TDKS formulation in terms of the evolution of Kohn-Sham 

orbitals. The TDKS formulation does not render itself naturally to the inclusion of decoherence 

effects as discussed in the introduction. Instead, a formulation in terms of a master equation for 

the density matrix is needed. Here we write the Lindblad master equation 

∂𝑡ϱ̂
𝑁
= −𝑖[𝐻̂, ϱ̂𝑁] +∑ 𝛾

𝑖

𝑖

(𝐿𝑖ϱ
𝑁𝐿𝑖

†
−
1

2
{𝐿𝑖𝐿𝑖

†
, ϱ𝑁}) (5.51) 

eq. (5.51) describes the evolution of the N-body density matrix, 𝜌̂𝑁, which can account for both 

mixed and pure quantum states. The term between round brackets incorporates the interaction 

between electrons and the environment, e.g., electrons and phonons, within a Markovian 
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approximation, and hence it is able to address decoherence. If such term is zero one recovers the 

Liouville-Von Neumann (LvN) equation, which is equivalent to the Schrödinger equation. The 

Lindblad master equation is a general framework for introducing the interaction of a quantum 

many-body open system with the environment, which is central for the success of quantum 

technologies like quantum computing [115].   

A possible, but by no means unique, way to go beyond ED in a controlled manner is the Correlated 

Electron-Ion Dynamics approach (CEID) [106,116]. CEID starts from the bare electron-nuclear 

Hamiltonian and solves the LvN equation by separating the electronic and nuclear density 

matrices and treating the nuclear part approximately by a perturbative expansion in powers of 

the fluctuations about the mean trajectory. The termination of the expansion at second order leads 

to a closed system of equations for the center and width of the position and momentum nuclear 

operators. CEID has emerged as a powerful tool for problems in which the transfer of energy 

between electrons and nuclei is crucial. A cost-effective alternative that limits the nu- clear motion 

to harmonic vibrations, named Effective CEID (ECEID), has been proposed recently [117], and 

applied to inelastic electron transport in water chains [118] and thermoelectric phenomena [119]. 

In ECEID the evolution of the phonon system is described through the dynamics of phonon 

occupation numbers, thus simplifying enormously the original CEID formulation in terms of 

momenta. In Figure 5.12 we show the evolution of the population of electronic states starting from 

an inverted population, in a tight-binding atomic chain interacting with a phonon bath. It can be 

seen that, while ED evolves, incorrectly, towards a flat distribution corresponding to infinite 

electronic temperature, ECEID evolves towards a Fermi-Dirac distribution at a finite temperature 

that coincides with that of the phonon bath. 

 

Figure 5.12. Population inversion simulation with the oscillators held at constant temperature. Snapshots of the 

population of the electronic states and shown for (a) ED and (b) ECIED, at successive times. Panel (c) show the 

temperature evolution during the simulation for both approaches compared with the fixed oscillator temperature (T0). 

Figure reproduced from Ref. [107]. 
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In [107] it was also shown that the evolution of the electronic occupations could be reproduced 

to an excellent extent using a kinetic model. This was very recently followed by a formulation of 

the problem purely in terms of rate equations for the coupled evolution of the electronic and 

phonon occupations [119], which in addition includes coherences that were absent in [107]. This 

further simplification, which is correct to first order in perturbation theory, is extremely efficient. 

There are two main limitations of this approach. Firstly, it applies to weak electron-phonon 

coupling, and secondly, it is spatially homogeneous and hence applicable to laser, but not to ion 

irradiation. An important point is that this formulation is closely related to the Boltzmann 

transport equation discussed in Chapters 6 and 14 and to the simplified formulation discussed 

below, in sec. 5.4.3.3. 

5.4.3.3 Quantum Kinetics and the one–body reduced density matrix 

NEQ–MBPT offers an alternative to the Lindblad equation, with a set of coupled equations for the 

electronic propagator 𝐺<(𝑡, 𝑡′) and the ions propagator 𝐷<(𝑡, 𝑡′) which would capture both the 

coherent and the non-coherent dynamics. The main advantage of such an approach is the use of 

reduced quantities in place of the many–body density–matrix. A possible example of such 

approach for small atomic displacements has been discussed in [120], where the atoms 

propagator is replaced by the bosonic phonon propagator. In this work, the bosonic GKBA is 

discussed, leading to a generalized version of the equations for the density matrix which we write 

here in the notation of the reference  

∂𝑡𝜌(𝑡) = −𝑖[ℎ(𝑡), 𝜌(𝑡)] − (𝐼(𝑡) + 𝐼†(𝑡)),

∂𝑡𝛒𝑏(𝑡) = −𝑖[𝛂𝛀𝛒
𝑏
(𝑡) − 𝛒

𝑏
(𝑡)𝛂𝛀] − (𝐈𝑏(𝑡)).

 (5.52) 

Such a scheme is very demanding and, in practice, not feasible, in particular for the ab–

initio simulation of extended systems, or beyond small atomic displacements. Following the 

discussion in sec. 5.3.3, the approach could be in principle simplified into the form of a SCBE for 

the electrons and phonon populations, i.e., for the non-coherent part of the dynamics, although a 

direct derivation is still to be proven. The couplings, i.e., the scattering mechanism, originate from 

the nonadiabaticity of the many–body self–energy. An ab–initio implementation of the coupled 

SCBE has been shown possible recently in [121-123]. At variance with the phonon-mediated 

electron dynamics discussed in sec. 5.3.3, the phonon populations are also updated 

∂𝑡𝑛𝜆𝒒 = γ𝜆𝒒
𝑖𝑛 (𝑛𝜆𝒒 + 1) − γ𝜆𝒒

𝑜𝑢𝑡𝑛𝜆𝒒, (5.53) 
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|
2
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𝛿(∆𝜖𝑛𝑚𝒌

𝒒
−𝜔𝜆𝒒)(1 − 𝑓𝑛𝒌)𝑓𝑚𝒌+𝒒

𝑚𝑛𝒌

, (5.54) 

γ𝜆𝒒
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𝛿(∆𝜖𝑛𝑚𝒌

𝒒
− 𝜔𝜆𝒒)𝑓𝑛𝒌(1 − 𝑓𝑚𝒌+𝒒)

𝑚𝑛𝒌

 (5.55) 

The full description of the entangled phonon and electron relaxation dynamics would also require 

the phonon-phonon matrix elements. The evolution of phonons population is complementary to 

ED. Indeed, while ED describes a displacement of the atoms away from the equilibrium position, 



Electron dynamics from first-principles  151 

   

 

SCBE describes a situation where the expectation value of the displacement operator of the ions 

is always identically zero ⟨𝛥𝑅̂⟩ = 0. 

5.5 Summary and open directions 

Nowadays, ab initio methods for calculating electron dynamics are efficient in covering a rich 

phenomenology in time scales of femto- and pico-seconds. At the present stage, dynamical 

approaches focus on elementary particles like electrons and phonons. Scattering mechanisms like 

electron-electron and electron-phonon scattering are well described, together with light-matter 

interaction, including laser fields of high intensity. Light, however, is almost invariably treated as 

a classical external (dipolar) field. Only very recently the quantum character of light began to be 

considered, thus opening the doors of DFT to quantum electrodynamics [124]. One of the main 

limitations of time-dependent methods is the system size. In many approaches, a full ab initio 

study requires the realization of precise ground and excited state calculations (DFT, GW, electron-

phonon matrix elements) as starting point for more sophisticated calculations of electron and 

phonon dynamics. Open directions are the description of more complex excitations like the 

dynamics of excitons, polaritons, the coupling to magnetic fields and spin polarization. The 

formulation for these is still in the early days and so far, only applicable to small systems or using 

model Hamiltonians. 
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6. Quantum and semiclassical dynamics of 

semiconductors and dielectrics 

Tzveta Apostolova*  

A set of quantum kinetic equations that can be applied to study the ultrafast coherent and 

relaxation carrier dynamics in femtosecond laser excitation of semiconductors and dielectrtics is 

introduced. These semiconductor Bloch equations contain important many-body effects, electron-

hole interactions and contributions of phase-space filling. Under certain approximations they lead 

to semiclassical Boltzmann kinetic equation describing the evolution of the electron energy 

distribution induced by different processes. The initial interband photo-ionization is followed by 

impurity- and phonon-assisted photon absorption resulting in  impact ionization.  Coulomb  

scattering between two electrons leads to thermalization of the electron system. The process of 

Auger recombination reducing the number of conduction electrons is included into the formalism. 

Formation of free excitons is also described. The energy exchange between the electrons and 

phonons is given by a separate equation for the lattice temperature where the rates of energy 

transfer from the electrons to the lattice per unit volume are defined quantum mechanically. The 

electron energy distribution function, conduction electron number density and average kinetic 

energy of the conduction electrons  are obtained as a function of laser parameters such as peak 

laser electric field, laser wavelength and laser pulse duration.  
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6.1 Introduction 

Ultrashort pulsed laser irradiation has the ability to bring transparent materials into a state of 

strong electronic, optical, thermal and structural nonequilibrium by initially creating electron-

hole pairs across the band gap.  

Time-resolved nonlinear optical spectroscopy has been applied to study microscopic carrier 

dynamics on the ultrashort time scale.  Various experimental techniques are designed to study 

incoherent dynamics - the nonequilibrium dynamics of distribution functions, as well as coherent 

phenomena - the dynamics of optically created interband and intraband polarizations. The 

thermalization and relaxation processes have been studied by luminescence, in which the photons 

created by the radiative recombination of electrons and holes are detected, and also by by pump 

probe measurements, in which the change in the absorption (or reflection) of a probe beam 

caused by the prior excitation of electron-hole pairs by the pump beam is observed.  In an intrinsic 

semiconductor  the luminescence is due to the recombination of an electron in the conduction 

band with a hole in the valence band. In a fully incoherent picture, according to Fermi’s golden 

rule, the signal is essentially proportional to the product of the distribution functions of electrons 

and holes which can be monitored [1-3].  An alternative is the use of doped semiconductors, e.g., 

p-doped samples, in which the band-to-acceptor luminescence directly monitors the distribution 

function of electrons [4,5], and pump-probe experiments [6] providing data on the sum of the 

distribution functions. The most commonly used technique is transmission or reflection 

spectroscopy, in which the change in the transmission or reflection of the probe pulse induced by 

the pump pulse is measured as a function of the time delay between the two pulses. A detailed 

analysis of luminescence and pump-probe spectra in the ultrafast regime may also provide 

information on coherent phenomena in the semiconductor. 

Besides pump-probe and luminescence measurements, there are other techniques that provide 

direct information on coherent phenomena in band gap materials such as the dephasing of 

electron-hole plasma or the dynamical Stark effect. The most prominent of them is the four-wave-

mixing (FWM) spectroscopy [7-11]. 

In addition to the experimental data the ultrafast dynamics of photocarriers in an irradiated band 

gap material was described by theoretical methods varying from model equations using 

parametrization of the distribution functions [12-15], direct integration of Boltzmann equation 

[16,17] or Monte Carlo simulations [18-21]. Complementarity of experimental results and 

theoretical calculations provide relevant data on scattering rates and coupling constants. On the 

other hand, the buildup of polarization due to the coherence of the external optical field 

interacting with the material and the Coulomb interaction between electrons and holes requires 

a full quantum mechanical treatment. Some of the quantum kinetic theoretical methods used to 

describe the coherent phenomena are non-equilibrium Green’s-functions techniques [22-24] 

discussed in chapter 5 and density-matrix theory [25, 26]. On short time scales, the coherent and 

incoherent processes cannot be separated. For time dependent processes such as ultrashort-

pulsed laser irradiation of semiconductor (dielectric) materials the density matrix method 

provides quantities directly comparable with physical observables. 
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6.2 Quantum kinetic equations 

The carrier dynamics induced by an ultrashort (sub-picosecond to picosecond) laser pulse in the 

bulk of a direct-gap semiconductor (dielectric) at  initial lattice temperature T  with two isotropic, 

parabolic bands is studied starting with the the noninteracting part of the Hamiltonian describing 

the free carriers interacting with a classical light field together with the free phonons in the second 

quantization is [27-32]: 

𝐻̂0(𝑡) =∑𝜀
𝑘⃗ 
𝑒

𝑘⃗ 

𝑎̂
𝑘⃗ 
†𝑎̂𝑘⃗ +∑𝜀

𝑘⃗ 
ℎ𝑑̂

𝑘⃗ 
†𝑑̂𝑘⃗ 

𝑘⃗ 

+∑ℏ𝜔𝑞⃗ 
𝑞⃗ 

𝑏̂𝑞⃗ 
†𝑏̂𝑞⃗ +∑𝐹𝑘⃗ 

𝑘⃗ 

𝑎̂
𝑘⃗ 
†𝑑̂
−𝑘⃗ 
† + 𝐹

𝑘⃗ 
∗𝑑̂−𝑘⃗ 𝑎̂𝑘⃗  (6.1) 

with well-defined dispersion relations of the quasiparticles 

𝜀
𝑘⃗ 
𝑒 = 𝐸𝑔 +

ℏ2𝑘2

2𝑚𝑒
, 𝜀
𝑘⃗ 
ℎ =

ℏ2𝑘2

2𝑚ℎ
 

 

(6.2) 

In Eq. (6.2) 𝐸𝑔 is the material bandgap, 𝜀
𝑘⃗ 
𝑒(𝜀

𝑘⃗ 
ℎ) is the electron (hole) kinetic energy in the 

conduction (valence)  band with electron (hole) effective mass 𝑚𝑒(𝑚ℎ), and ℏ𝜔𝑞⃗  is the phonon 

energy. 𝑎̂
𝑘⃗ 
† , [𝑑̂

𝑘⃗ 
†] and  𝑎̂𝑘⃗ , [𝑑̂𝑘⃗ ] are the creation and annihilation operators of an electron [hole] with 

wave vector 𝑘⃗  which satisfy Fermi-Dirac statistics, while 𝑏̂𝑞⃗ 
†, [𝑏̂𝑞⃗ ] stand for the phonon creation 

and annihilation operators of a phonon with wave vector 𝑞  obeying Bose- Einstein statistics.  The 

noninteracting part of the Hamiltonian includes contributions that can be treated exactly within 

a single-particle picture. 

In addition, the carriers interact with the classical field of the laser, with  phonons and with each 

other via the Coulomb potential.  The interacting part of the Hamiltonian includes contributions 

that have to be treated within some approximation scheme  [27-34]: 

𝐻̂𝐼(𝑡) = 𝐻̂𝐼
𝑐𝑓
(𝑡) + 𝐻̂𝐼

𝑐𝑝
(𝑡) + 𝐻̂𝐼

𝑐𝑐(𝑡) + 𝐻̂𝐼
𝑐𝑐(1)

(𝑡) (6.3) 

with the single-particle Hamiltonian describing the free carriers interacting with a classical 

electric field of the laser 

𝐻̂𝐼
𝑐𝑓
(𝑡) =∑[𝐹𝑘⃗ 𝑎̂𝑘⃗ 

†𝑑̂
−𝑘⃗ 
† + 𝐹

𝑘⃗ 
∗𝑑̂−𝑘⃗ 𝑎̂𝑘⃗ ]

𝑘⃗ 

 (6.3a) 

the carrier-phonon Hamiltonian 

𝐻̂𝐼
𝑐𝑝
(𝑡) =∑[𝐶𝑞⃗ 

𝑒𝑎̂
𝑘⃗ +𝑞⃗ 

† 𝑏̂𝑞⃗ 𝑎̂𝑘⃗ + 𝐶𝑞⃗ 
𝑒∗𝑎̂

𝑘⃗ 
†𝑏̂𝑞⃗ 
†𝑎̂𝑘⃗ +𝑞⃗ + 𝐶𝑞⃗ 

ℎ𝑑̂
𝑘⃗ +𝑞⃗ 

† 𝑏̂𝑞⃗ 𝑑̂𝑘⃗ + 𝐶𝑞⃗ 
ℎ∗𝑑̂

𝑘⃗ 
†𝑏̂𝑞⃗ 
†𝑑̂𝑘⃗ +𝑞⃗ ]

𝑘⃗ ,𝑞⃗ 

 (6.3b) 

the carrier-carrier Hamiltonian 

𝐻̂𝐼
𝑐𝑐(𝑡) = ∑ 𝑉𝑞⃗ 

𝑐

𝑘⃗ ,𝑘⃗ ′𝑞⃗ 

[
1

2
𝑎̂
𝑘⃗ 
†𝑎̂
𝑘⃗ ′

† 𝑎̂𝑘⃗ ′+𝑞⃗ 𝑎̂𝑘⃗ −𝑞⃗ +
1

2
𝑑̂
𝑘⃗ 
†𝑑̂
𝑘⃗ ′

† 𝑑̂𝑘⃗ ′+𝑞⃗ 𝑑̂𝑘⃗ −𝑞⃗ − 𝑎̂𝑘⃗ 
†𝑑̂
−𝑘⃗ ′

† 𝑑̂−𝑘⃗ ′+𝑞⃗ 𝑎̂𝑘⃗ −𝑞⃗ ] 
(6.3c) 
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and the carrier-carrier Hamiltonian describing processes which do not conserve the number of 

carriers per band 

(1) † † † * †

' ' ' '
, '

† † † * †

' ' ' '
, '

ˆ ˆˆ ˆ ˆ ˆ ˆ ˆ ˆ( ) ( ) ( )

ˆ ˆ ˆ ˆ ˆ ˆˆ ˆ( ) ( )

cc

I e ek q k q k k k k k q k q
k k q

h hk q k q k k k k k q k q
k k q

H t M q a a d a M q a d a a

M q d d a d M q d a d d

     

     

  
 

  
 




 

(6.3d) 

In Eq. (6.3a) 𝐹𝑘⃗ = 𝑑𝑘⃗ 𝐸0(𝑡)exp(−𝑖𝜔𝐿𝑡) is the interband dipole-coupling coefficient between the 

laser field and electrons , 𝐸0(𝑡) denotes the pulse shape of the external light field centered at 

frequency 𝜔𝐿, 𝑑𝑘⃗  is the dipole matrix element between valance band and conduction band and the 

interaction is treated in dipole and rotating wave approximations [30,31].  In Eq. (6.3b) 𝐶𝑞⃗ 
𝑒,ℎ are 

the coupling matrix elements for polar or deformation-potential interaction for electrons (holes). 

In the case of a polar interaction, due to the opposite charge of electrons and holes, the coupling 

constants are related by 𝐶𝑞⃗ 
𝑒 = −𝐶𝑞⃗ 

ℎ = 𝐶𝑞⃗ . 

In Eq. (6.3c) 𝑉𝑞⃗ 
𝑐 =

𝑒2

V𝜀𝑟𝜀0𝑞
2 is the the Fourier transform of the Coulomb potential where 𝑒 is the 

electron charge, 𝜀𝑟 and 𝜀0 are the relative and the absolute permittivity, respectively and V is the 

crystal volume. 

Within the electron-hole picture, carrier-carrier interaction splits into several conceptually 

different contributions – electron electron interaction (first term in Eq. (6.3c)), hole-hole 

interaction (second term in Eq. (6.3c)) and electron-hole interaction (third term in Eq. (6.3c)) 

which conserve the number of particles per band. 

In Eq. (6.3d)   the first term represents impact ionization and the second term is its inverse process 

- Auger recombination, which do not conserve the number of electron-hole pairs [31, 34]. 

2

2 2

0

2

2 2

0

( )
V

( )
V

cc vc
e

r

vv cv
h

r

e
M q

q

e
M q

q

  

  







F F

F F
 

are the Debye-like screened Coulomb matrix elements with the inverse screening length 𝜆.  

𝐹𝑖𝑗(𝑘⃗ , 𝑞 ) are the overlap (or Bloch) integrals. The matrix elements for the electron and hole 

processes are different due to the different overlap integrals involved. In the definition of the  

Hamiltonian  the additional dependence on the spin variables has been ignored. The last two 

terms in eq (6.3) represent impact ionization and its inverse process - Auger recombination, 

which do not conserve the number of electron-hole pairs [31, 34]. These processes are usually 

considered to become important at very high carrier densities or at high carrier energies. 

The time evolution of the physical system described by the total Hamiltonian                                     

𝐻̂(𝑡) = 𝐻̂0(𝑡) + 𝐻̂𝐼(𝑡) is refiected in the time evolution of the associated density matrix. The basic 

variables describing the kinetics of the irradiated material are the distribution functions – 

intraband single-particle density matrices of electrons, holes, and phonons [35]                                    
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𝑛
𝑘⃗ 
𝑒 = 〈𝑎̂

𝑘⃗ 
†𝑎̂𝑘⃗ 〉 , 𝑛𝑘⃗ 

ℎ = 〈𝑑̂
𝑘⃗ 
†𝑑̂𝑘⃗ 〉, 𝑁𝑞⃗ = 〈𝑏̂𝑞⃗ 

†𝑏̂𝑞⃗ 〉 where 〈 〉 denotes the ensemble average. The expectation 

value is taken with respect to the initial state of the system. 

To take into account the coherence induced by the external laser field  the interband polarization 

(interband density matrix) has to be considered:  

𝑝𝑘⃗ = 〈𝑑̂−𝑘⃗ 𝑎̂𝑘⃗ 〉, 𝑝𝑘⃗ 
∗ = 〈𝑎̂

𝑘⃗ 
†𝑑̂

−𝑘⃗ 
† 〉. 

Using the Heisenberg equations of motion for electron and hole operators a closed set of equations 

of motion for the electron and hole distribution functions and the polarization is obtained: 

𝑑

𝑑𝑡
𝑛
𝑘⃗ 
(𝑒)
=
𝑑

𝑑𝑡
𝑛
−𝑘⃗ 
(ℎ)
= 𝑔𝑘

(0)
(𝑡)

𝑑

𝑑𝑡
𝑝𝑘⃗ =

1

𝑖ℏ
(𝜀
𝑘⃗ 
(𝑒)
− 𝜀

−𝑘⃗ 
(ℎ)
) 𝑝𝑘⃗ +

1

𝑖ℏ
𝑑𝑘⃗ 𝐸0(𝑡)exp(−𝑖𝜔𝐿𝑡) (1 − 𝑛𝑘⃗ 

(𝑒)
− 𝑛

−𝑘⃗ 
(ℎ)
)

 

 

(6.4) 

and the complex-conjugate equation for 𝑝
𝑘⃗ 
∗ . The equation for the generation rate is: 

𝑔
𝑘⃗ 
(0)
=

1

𝑖ℏ
[𝑑𝑘⃗ 𝐸0(𝑡)exp(−𝑖𝜔𝐿𝑡)𝑝𝑘

∗ − 𝑑
𝑘⃗ 
∗𝐸0

∗(𝑡)exp(𝑖𝜔𝐿𝑡)𝑝𝑘]. 

Without interactions, equations (6.4) describe the model two level system driven by an external 

field with detuning 𝛥𝜔𝑘⃗ = 𝜔𝐿 −
1

ℏ
(𝜀
𝑘⃗ 
(𝑒)
+ 𝜀

−𝑘⃗ 
(ℎ)
) of a given transition with wave vector 𝑘⃗  from 

resonance. These semiconductor Bloch equations describe fully the coherent dynamics. 

The equation for the polarization can be formally integrated: 

𝑝𝑘⃗ =
1

𝑖ℏ
exp(−𝑖𝜔𝐿𝑡)∫ 𝑑𝜏

∞

0

exp(−𝑖(𝜔𝑘⃗ −𝜔𝐿)𝜏)𝑑𝑘⃗ 𝐸0(𝑡 − 𝜏) (1 − 𝑛𝑘⃗ 
(𝑒)(𝑡 − 𝜏) − 𝑛

𝑘⃗ 
(ℎ)(𝑡 − 𝜏)) 

where  𝜔𝑘⃗ =
1

ℏ
(𝜀
𝑘⃗ 
(𝑒)
+ 𝜀

−𝑘⃗ 
(ℎ)
). 

When polarization is eliminated from the equation for the generation rate [27-29] the generation 

rate at time 𝑡 depends not only on the distribution functions and the optical field at time t  but also 

on earlier times. Within the Markov approximation it can be assumed that that the dominant time 

dependence is given by the exponential in the expression for the polarization and  the carrier 

distribution and field amplitude (rotating wave approximation) are sufficiently slowly varying so 

that their values at time t  can be taken out of the integral. In order to have a well-defined initial 

condition the laser field is adiabatically switched on according to 𝐸0(𝑡) = 𝑙𝑖𝑚
𝜂→0

𝐸̃0(𝑡)exp(𝜂𝑡). Then, 

the polarization is an instantaneous function of the carrier distribution and the external field: 

𝑝𝑘⃗ = −
𝑖𝜋

ℏ
𝑑𝑘⃗ 𝐸0(𝑡)exp(−𝑖𝜔𝐿𝑡) (1 − 𝑛𝑘⃗ 

(𝑒)
(𝑡) − 𝑛

𝑘⃗ 
(ℎ)
(𝑡))𝐷(𝜔𝑘⃗ − 𝜔𝐿), 

where 𝐷(𝑥) = −
𝑖

𝜋
𝑙𝑖𝑚
𝜂→0

1

𝑥−𝑖𝜂
= 𝛿(𝑥) −

𝑖

𝜋

𝑃

𝑥
  with 𝑃 denoting the principal value.  Then the 

semiclassical generation rate containing the energy conserving   function is recovered, (Fermi’s 

golden rule): 

𝑔𝑘⃗ =
2𝜋

ℏ2
[𝑑𝑘⃗ 𝐸0(𝑡)exp(−𝑖𝜔𝐿𝑡)]

2
(1 − 𝑛

𝑘⃗ 
(𝑒)
(𝑡) − 𝑛

𝑘⃗ 
(ℎ)
(𝑡)) 𝛿(𝜔𝑘⃗ −𝜔𝐿) 

For ultrashort laser pulses, this approximation is not valid and the energy time uncertainty leads 
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to a broadening of the generation rate. This broadening can be introduced by multiplying the 

generation rate by the spectral intensity of the pulse and integrating over the light frequency. In 

the case of a Gaussian pulse 𝐸0(𝑡) = 𝐸0exp(− 𝑡
2 𝜏𝐿

2⁄ ): 

𝑔𝑘⃗ =
√2𝜋

ℏ2
[𝑑𝑘⃗ 𝐸0]

2
𝜏𝐿exp(−2 𝑡

2 𝜏𝐿
2⁄ )exp [−

1

2
𝜏𝐿
2(𝜔𝑘⃗ − 𝜔𝐿)

2
] (1 − 𝑛

𝑘⃗ 
(𝑒)
(𝑡) − 𝑛

−𝑘⃗ 
(ℎ)
(𝑡)) 

It is assumed that during the laser pulse the polarization is not influenced by any other interaction, 

in particular, there are no phase-breaking processes during carrier generation. Thus, the only 

density dependence of the generation rate is due to Pauli blocking.  

Equations (6.4) can be modified by the different interaction mechanisms such as carrier-phonon 

interaction and carrier-carrier interaction, etc. 

   

( ) (0) ( )

( ) (0) (h)

( ) ( ) ( ) ( )

0

( )

( )

1 1
( )exp( ) 1

e e

k k k

h

k k k

e h e h

Lk k k k k k k k

d d
n g t n

dt dt

d d
n g t n

dt dt

d d
p p d E t i t n n p

dt i i dt













  



 

 

 

      







 

where summation is over the various types of interactions. 

The case of carrier polar-optical-phonon scattering will be considered. In the absence of an 

external optical field the electron states are eigenstates of an ideal periodic lattice. Deviations 

from this idealized periodicity due to lattice vibrations lead to a coupling of the different electron 

states. This interaction is described by the carrier-phonon part of the Hamiltonian 𝐻̂𝐼(𝑡).  

Contributions up to second order in the carrier-phonon coupling matrix element to the equations 

of motion of distribution functions and polarization are given by:  

   

( ) (0) ( )

( ) (0) (h)

( ) ( ) ( ) ( )

0

( )

( )

1 1
( )exp( ) 1

e e

k k k

h

k k k

e h e h

Lk k k k k k k k

d d
n g t n

dt dt

d d
n g t n

dt dt

d d
p p d E t i t n n p

dt i i dt













  



 

 

 

      







 (6.5) 

where summation is over the various types of interactions. 

The case of carrier polar-optical-phonon scattering will be considered. In the absence of an 

external optical field the electron states are eigenstates of an ideal periodic lattice. Deviations 

from this idealized periodicity due to lattice vibrations lead to a coupling of the different electron 

states. This interaction is described by the carrier-phonon part of the Hamiltonian 𝐻̂𝐼(𝑡).  

Contributions up to second order in the carrier-phonon coupling matrix element to the equations 

of motion of distribution functions and polarization are given by:  
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(6.6) 

with scattering rates: 
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where 𝑁𝑞⃗  is the distribution of phonons and in the case of a polar interaction.  It can be seen that 

𝛥
𝑘⃗ 
𝑒(𝑐𝑝)

 appear in the same way as the electric field of the laser in equations (6.5) and (6.6) and the 

explicit expression for |𝐶𝑞⃗ |
2

 is given in 6.3. Therefore, they could be interpreted as internal field 

that are different for electrons and holes. Also the structure equations (6.5) and (6.6) shows 

symmetry between distribution functions and polarization. There are terms identifying “out-

scattering” processes (∝ 𝑛𝑘⃗ , 𝑝𝑘⃗ ) and terms identifying “out-scattering” processes  

(∝ 𝑛𝑘⃗ −𝑞⃗ , 𝑝𝑘⃗ −𝑞⃗ ). The main difference is  that, in contrast to the distribution functions, the 

polarization and the respective matrices are complex quantities. 

6.3 Boltzmann scattering equation 

Apart from details of the generation process itself, where the coherence of the excitation is 

essential [36] the relaxation is satisfactorily described by a semi classical theory which can be 

obtained from the semiconductor Bloch equations by adiabatic elimination of the coherent 

interband polarization and a Markov approximation. Under the assumption that the initial 

coherence and correlation of the generated electron-hole pairs is rapidly damped out and that the 

approximations are reasonable the resulting Boltzmann equation for the electron distribution is 

used for description of femtosecond to picosecond pulsed laser interaction with semiconductors 

and dielectrics [37]. The use of a Boltzmann transport equation with a drift term [38] under a 

time-dependent electric field can be justified only within the limit of 𝜈𝐿𝜏𝑝 ≪ 1, where 𝜈𝐿 is the 

frequency of the external field and 𝜏𝑝 is the momentum-relaxation time of carriers. This approach 

can no longer be physically justified for an incident electromagnetic field with 𝜈𝐿 ≥ 1𝑇𝐻𝑧, and  

𝜏𝑝 = 1𝑝𝑠 [39]. The electrons are expected to be spatially localized when the time period  

𝑇 = 1 𝜈𝐿⁄ ≤ 𝜏𝑝.  As a result, no drift of electrons can occur under such an electromagnetic field.  
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The non-equilibrium electron distribution is governed by the Boltzmann equation for a 

homogeneous system and a Markovian process assumed for the dynamics of electron scattering 

where k is a wave number for electrons, 𝑛𝑘
𝑒  is the nonequilibrium distribution of electrons [40] 

𝜕𝑛𝑘
𝑒

𝜕𝑡
= 𝑊𝑘

(𝑖𝑛)(𝛼)
(1 − 𝑛𝑘

𝑒) −𝑊𝑘
(𝑜𝑢𝑡)(𝛼)

𝑛𝑘
𝑒 + 𝐺𝑘

𝑃𝐼 −𝑊𝑘
(𝑒𝑥𝑡)

𝑛𝑘
𝑒  

 
(6.7) 

𝑊𝑘
(𝛼)(𝑖𝑛,𝑜𝑢𝑡)

= 𝑊𝑘
(𝑝ℎ)

+𝑊𝑘
(𝑖𝑚𝑝)

+𝑊𝑘
(𝑒𝑒)

 

represents the total rate of scattering-in the final electron state |𝑘⃗ 〉 and scattering-out of the final 

electron state |𝑘⃗ 〉 for electrons and 𝛼 = (𝑒 − 𝑝ℎ𝑛 − 𝑝ℎ𝑡), (𝑒 − 𝑝ℎ), (𝑒 − 𝑒), (𝑖𝑚𝑝), (𝑎𝑟) denotes 

photon-assisted phonon, phonon,  impurity and Coulomb scattering of electrons in the conduction 

band and scattering in and out of the conduction band. As in section 6.1 a bulk substrate at finite 

lattice temperature T  with two isotropic, parabolic bands, the conduction band and valence  band, 

is considered. The laser electric field is 𝐸⃗ (𝑡) = 𝐸0cos(𝜔𝐿𝑡)𝑒 𝑥 where 𝐸0 is its amplitude of the field 

and 𝑒 𝑥 is its polarization.  The amplitude  𝐸0 of the pulsed laser field  should be time dependent as 

in section 6.2. A standard Gaussian profile can be assumed for the laser intensity (𝐼𝐿 ∝ 𝐸0
2) and 

the time dependence of the laser intensity is characterized by both the peak intensity and the 

pulse duration 𝜏𝐿. 

6.3.1 Photoionization 

The photoionization term in equation (6.7) is derived using Keldysh theory. It provides the 

transition rate 𝑊̇𝑝𝑖 from an initial state (valence band) to a final state (conduction band) due to a 

monochromatic field with amplitude 𝐸0 and frequency 𝜔𝐿 [41-44]: 

𝐺𝑘
𝑃𝐼 =

2𝜋

ℏ
|M𝑝𝑖|

2
𝛿(𝜀𝑘

𝑒 − 𝜀𝑘′
ℎ − 𝑙𝑝𝑖ℏ𝜔𝐿)𝑛𝑘′

ℎ (1 − 𝑛𝑘
𝑒) (6.8) 

where '

h

kn  is the distribution function in the valence band and the matrix element for parabolic 

band structure is given by: 

|M𝑝𝑖|
2
=

ℏ

2𝜋

2𝜋2ℏ3𝑊̇𝑝𝑖

√2𝑚𝑒𝜇2𝜀
𝛿𝜀,𝜀𝑝𝑖  with 

𝜀𝑝𝑖 =
𝜇

𝑚𝑒
(𝑙𝑝𝑖ℏ𝜔𝐿 − 𝐸𝐺), 

where 𝜇−1 = 𝑚𝑒
−1 +𝑚ℎ

−1 is the reduced mass.  A complete Keldysh photoionization rate for 

parabolic band is given by [43]: 

𝑊̇𝑝𝑖 ≈
2𝜔𝐿
9𝜋

(
𝜇𝜔𝐿
ℏ𝛾2

)

3
2
𝑄(𝛾, 𝑥) × exp [−𝜋𝑙𝑝𝑖

𝐾(𝛾2) − 𝐸(𝛾2)

𝐸(𝛾1)
] 

with 

𝑄(𝛾, 𝑥) = √𝜋 𝐾(𝛾1)⁄ ∑exp [−𝜋𝑚
𝐾(𝛾2) − 𝐸(𝛾2)

𝐸(𝛾1)
]

∞

𝑚=0

× 𝜙 [√𝜋2
2𝑙𝑝𝑖 − 𝑥 +𝑚

2𝐾(𝛾1)𝐸(𝛾1)
] 
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where 

𝛾 =
𝜔𝐿√𝜇𝐸𝐺
𝑒𝛦0

 

is the Keldysh parameter.  

𝛾1 =
1

√1+𝛾2
, 𝛾2 =

𝛾

√1+𝛾2
, 𝜙 is a Dawson integral and K and E are complete elliptic integrals of the 

first and second kinds, respectively. 

𝐸̃𝐺 =
2𝐸𝐺

𝜋𝛾1
𝐸(𝛾1) ≈ 𝐸𝐺 (1 +

1

4𝛾2
) is the effective effective band gap, 

𝑥 =
𝐸̃𝐺
ℏ𝛺

 

and  𝑙𝑝𝑖 = [𝑥 + 1], where [ ] denotes the integer part. 

The transition of a valence band electron to the conduction band requires absorbing minimum 

number of photons 𝑙𝑝𝑖 necessary to cross the bandgap. However, the electron energy in the final 

state is limited, because the process occurs in the first Brillouin zone. 

𝜀𝑝𝑖,𝑙max ≤ 𝜀𝐵𝑍 

where 𝑙max = [
2𝜀𝐵𝑍+𝐸𝐺

ℏ𝜔𝐿
− 𝑙𝑝𝑖] 

if ℏ𝜔𝐿 ≪ 𝜀𝐵𝑍 then 𝑙max → ∞. 

In the spectral range used commonly the photon energy is several eV, which is comparable to the 

Brillouin edge energy and the limitations in 𝑙max have to be taken into account.  

6.3.2 Electron scattering 

Using the Hamiltonian from equation 6.2, the transition rate from the initial state to the final state 

is calculated by Fermi’s golden rule 

𝑊𝑖→𝑓 =
2𝜋

ℏ
|〈𝑓|𝐻̂|𝑖〉|

2
𝛿(𝜀𝑓 − 𝜀𝑖) 

The effect of an incident oscillating electric field is reflected in the impurity- and phonon-assisted 

photon absorption through modifying the scattering of electrons with impurities and phonons. 

The matrix elements in the transition rate are calculated using the dressed final and initial states 

or the so called Volkov phases obtained from the solution of the time dependent Schrodinger 

equation for the conduction electron wave function [45]. 

𝑖ℏ
𝜕𝜓(𝑟 , 𝑡)

𝜕𝑡
=

1

2𝑚∗ [−𝑖ℏ𝛻⃗
 
𝑟 +

𝑒

𝑐
𝐴 (𝑟 , 𝑡)]

2

𝜓(𝑟 , 𝑡) 

with the vector potential of the laser field 

𝐴 (𝑡) = (𝐸0𝑐 𝜔𝐿⁄ )sin(𝜔𝐿𝑡)𝑒 𝑥 

In the  Volkov state, the eigenstate of a free electron in electromagnetic field, absorbs the 

oscillatory time-dependence in a phase factor. In this case the electron (hole) operators 

introduced in section 6.2 are: 
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𝑐̂𝑘⃗ (𝑡) = 𝑎̂𝑘⃗ (𝑡)exp[𝑖𝜁0𝑘𝑥(1 − cos𝜔𝐿𝑡)]exp[𝑖𝜁1𝑡(sin(2𝜔𝐿𝑡)/𝜔𝐿𝑡 − 2)/ℏ] 

where  

𝜁0 = 𝑒𝐸0 𝑚
∗⁄ 𝜔𝐿

2 

is the mean distance travelled by an electron for one period of the laser pulse and 

𝜁1 = (𝑒𝐸0)
2 4𝑚∗⁄ 𝜔𝐿

2 

is the ponderomotive energy shift. 

6.3.2.1 Photon assisted electron phonon scattering 

When the incident electromagnetic field is spatially uniform, electrons in the conduction band of 

a bulk semiconducting (dielectric) material in the two-band model considered can not directly 

absorb  photons through an intraband transition since 𝐴 (𝑡). 〈𝑢𝐵
𝑐 (𝑟 )|𝑝̂|𝑢𝐵

𝑐 (𝑟 )〉 = 0 where 𝑢𝐵
𝑐 (𝑟 ) is 

the is the Bloch function for conduction electrons and p   is the momentum operator [31,37]. This 

is a direct result of the impossibility of conserving energy and momentum simultaneously during 

the absorption of a photon by an electron in a single conduction band. The quantum correction to 

the electron-phonon coupling which is  referred to as phonon-assisted free-carrier absorption 

from the laser field is included. This correction term becomes important when the laser field is 

strong and either the lattice temperature is very high or the electron initial kinetic energy is very 

large. 

The total scattering-in/scattering-out rates  for the final electron state |𝑘⃗ 〉 due to phonons, 

including phonon assisted photon absorption, are given by 

 

𝑊𝑘
(in)(𝑒−𝑝ℎ𝑛−𝑝ℎ𝑡)

=
2𝜋

ħ
∑|𝐶𝑞𝜆|

2
∑ J|𝑀|

2 (F𝑞)

+∞

𝑀=−∞𝑞⃗ 𝜆

× [𝑛
|𝑘⃗ −𝑞⃗ |
𝑒 𝑁𝑞𝜆

𝑝ℎ
𝛿 (𝜀𝑘

𝑒 − 𝜀
|𝑘⃗ −𝑞⃗ |
𝑒 − ħ𝜔𝑞𝜆 −𝑀ħ𝜔𝐿)

+ 𝑛
|𝑘⃗ +𝑞⃗ |
𝑒 (𝑁𝑞𝜆

𝑝ℎ
+ 1)𝛿 (𝜀𝑘

𝑒 − 𝜀
|𝑘⃗ +𝑞⃗ |
𝑒 + ħ𝜔𝑞𝜆 +𝑀ħ𝜔𝐿)] 

 

(6.9) 

 

𝑊𝑘
(out)(𝑒−𝑝ℎ𝑛−𝑝ℎ𝑡)

=
2𝜋

ħ
∑|𝐶𝑞𝜆|

2
∑ J|𝑀|

2 (F𝑞)

+∞

𝑀=−∞𝑞⃗ 𝜆

× [(1 − 𝑛
|𝑘⃗ +𝑞⃗ |
𝑒 )𝑁𝑞𝜆

𝑝ℎ
𝛿 (𝜀

|𝑘⃗ +𝑞⃗ |
𝑒 −𝜀𝑘

𝑒 − ħ𝜔𝑞𝜆 −𝑀ħ𝜔𝐿)

+ (1 − 𝑛
|𝑘⃗ −𝑞⃗ |
𝑒 ) (𝑁𝑞𝜆

𝑝ℎ
+ 1)𝛿 (𝜀

|𝑘⃗ −𝑞⃗ |
𝑒 − 𝜀𝑘

𝑒 + ħ𝜔𝑞𝜆 +𝑀ħ𝜔𝐿)] 

 

(6.10) 

where J|𝑀|
2 (𝑥) is the Mth order first-kind Bessel function, 𝑚∗ =

𝑚𝑒𝑚ℎ

𝑚𝑒+𝑚ℎ
  is the effective mass of 

electrons and 𝜔𝐿 = 2𝜋𝜈𝐿 is the incident photon energy. 
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F𝑞 =
𝑒𝑞E0

√2𝑚∗𝜔𝐿
2, where  ℏ𝜔𝑞𝜆 represents the phonon energy in different phonon branches.   

In Equations (6.9), (6.10) the effect of Pauli exclusion is included in the factors (1 − 𝑛
|𝑘⃗ ±𝑞⃗ |
𝑒 ) for 

the final electron states during the transitions. An additional equation may be included for the 

time evolution of the phonon distribution.  It can be solved self consistently with the Boltzmann 

kinetic equation for the conduction electron distribution. For this treatment, phonons are 

assumed to be in thermal equilibrium with an external heat bath at a fixed temperature T.  

The distribution of phonons is a Bose–Einstein function given by 

𝑁𝑞𝜆
𝑝ℎ
=

1

exp (
ℏ𝜔𝑞𝜆
𝑘𝐵𝑇

) − 1

 

If the lattice temperature is not too high,  only the scattering with longitudinal phonons can be  

considered by neglecting the umklapp process. For longitudinal optical (LO) phonons in polar 

semiconductors or dielectrics, Frohlich electron–phonon coupling [46] is used 

|𝐶𝑞𝜆=𝐿𝑂|
2
= (

ℏ𝜔𝐿𝑂

2V
) (

1

𝜀𝑟(∞)
−

1

𝜀𝑟(0)
)

𝑒2

𝜀0(𝑞
2+𝑄𝑠

2)
, where V is the volume of the simple, 𝜔𝐿𝑂 is the 

frequency of the dominant longitudinal-optical (LO) phonon modes at high temperatures, 

𝜀𝑟(∞)and 𝜀𝑟(0) are the relative optical and static dielectric constants and 

𝑄𝑠
2 =

𝑒2

𝜀0𝜀𝑟

𝑚𝑒
∗

𝜋2ℏ2
(3𝜋2𝑛3𝐷)

1
3⁄  

is the static Thomas–Fermi screening factor which depends on the conduction-electron density  

𝑛3𝐷 and effective electron mass. 

For acoustic phonon scattering, the deformation potential approximation is used [31,47]. 

|𝐶𝑞𝜆|
2
=

ℏ𝜔𝑞𝑙

2V𝜌𝑖𝑜𝑛𝑣𝑙
2 [𝐷

2 +
9

32𝑞2
(𝑒ℎ12)

2] (
𝑞2

𝑞2 + 𝑄𝑠
2)

2

 

|𝐶𝑞𝜆|
2
=

ℏ𝜔𝑞𝑡

2V𝜌𝑖𝑜𝑛𝑣𝑡
2

13

64𝑞2
(𝑒ℎ12)

2 (
𝑞2

𝑞2 + 𝑄𝑠
2)

2

 

where 𝜆 = 𝑙, 𝑡 corresponds to one longitudinal and two transverse acousticphonon modes, 𝑣𝑙  and 

𝑣𝑡 are the sound velocities for these modes, 𝜌𝑖𝑜𝑛 is the ion mass density, D is the deformation-

potential coefficient and 
12h  is the piezoelectric constant. Applying the Debye model to low-energy 

acoustic phonons, we get 𝜔𝑞⃗ 𝜆 = 𝑐𝜆𝑞 with 𝜆 = 𝑙, 𝑡. 

For longitudinal acoustic (LA) phonons in both polar and nonpolar semiconductors and dielectrics 

[48]:  

|𝐶𝑞𝐿𝐴|
2
=

𝑞𝑛𝑖𝑜𝑛
2𝑀𝑖𝑜𝑛𝑣𝐿𝐴V

[
𝑒2

𝜀0𝜀𝑟(0)(𝑞
2 + 𝑄𝑠

2)
]

2

 

where 𝑀𝑖𝑜𝑛 is the ion mass, 𝑛𝑖𝑜𝑛 is the ion density, and 𝑣𝐿𝐴 is the sound velocity of longitudinal 

acoustic phonons. 
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6.3.2.2 Photon assisted electron-impurity scattering 

The total scattering-in/scattering-out rates  for the final electron state |𝑘⃗ 〉 due to impurities are 

given by [37] 

𝑊𝑘
(in)(𝑖𝑚)

= 𝑁𝐼
2𝜋

ħ
∑|𝑈𝑖𝑚(q)|

2
∑ J|𝑀|

2 (F𝑞)

+∞

𝑀=−∞𝑞⃗ 

[𝑛|𝑘⃗ −𝑞⃗ |𝛿 (𝜀𝑘
𝑒 − 𝜀

|𝑘⃗ −𝑞⃗ |
𝑒 −𝑀ħ𝜔𝐿)

+ 𝑛|𝑘⃗ +𝑞⃗ |𝛿 (𝜀𝑘
𝑒 − 𝜀

|𝑘⃗ +𝑞⃗ |
𝑒 +𝑀ħ𝜔𝐿)] 

 

(6.11) 

𝑊𝑘
(in)(𝑖𝑚)

= 𝑁𝐼
2𝜋

ħ
∑|𝑈𝑖𝑚(q)|

2
∑ J|𝑀|

2 (F𝑞)

+∞

𝑀=−∞𝑞⃗ 

[(1 − 𝑛|𝑘⃗ +𝑞⃗ |)𝛿 (𝜀|𝑘⃗ +𝑞⃗ |
𝑒 −𝜀𝑘

𝑒 −𝑀ħ𝜔𝐿)

+ (1 − 𝑛
|𝑘⃗ −𝑞⃗ |
𝑒 ) 𝛿 (𝜀

|𝑘⃗ −𝑞⃗ |
𝑒 −𝜀𝑘

𝑒 +𝑀ħ𝜔𝐿)] 

 

(6.12) 

with |𝑈(𝑖𝑚)(𝑞)| =
𝑍𝑒2

𝜀0𝜀𝑟(𝑞
2+𝑄𝑠

2)V
 where 𝑍 is the charge number of an ionized impurity atom. 

6.3.2.3 Electron- electron binary scattering. Impact ionization. Auger 

recombination 

Coulomb scattering of electrons is a relative motion between electrons. As a result, the external 

optical field does not directly couple to it. This scattering contributes to the thermalization of the 

electrons while the optical field is still on . 

The total scattering-in/scattering-out rates  for the final electron state |𝑘⃗ 〉 due to the Coulomb 

interaction between electrons are given by [47,49,50] 
 

𝑊𝑘
(in)(𝑐) =

2𝜋

ħ
∑|𝑉(𝑐)(q)|

2

𝑘⃗ ′,𝑞⃗ 

(1 − 𝑛𝑘′
𝑒 )𝑛

|𝑘⃗ −𝑞⃗ |
𝑒 𝑛

|𝑘⃗ ′+𝑞⃗ |
𝑒 𝛿 (𝜀𝑘

𝑒 + 𝜀𝑘′
𝑒 − 𝜀

|𝑘⃗ −𝑞⃗ |
𝑒 −𝜀

|𝑘⃗ ′+𝑞⃗ |
𝑒 ) (6.13) 

 

𝑊𝑘
(out)(𝑐) =

2𝜋

ħ
∑|𝑉(𝑐)(q)|

2

𝑘⃗ ′,𝑞⃗ 

𝑛𝑘′
𝑒 (1 − 𝑛

|𝑘⃗ −𝑞⃗ |
𝑒 ) (1 − 𝑛

|𝑘⃗ ′+𝑞⃗ |
𝑒 )𝛿 (𝜀

|𝑘⃗ −𝑞⃗ |
𝑒 +𝜀

|𝑘⃗ ′+𝑞⃗ |
𝑒 − 𝜀𝑘

𝑒 − 𝜀𝑘′
𝑒 ) (6.14) 

 

where 

|𝑉(𝑐)(𝑞)| =
𝑒2

𝜀0𝜀𝑟(𝑞
2 + 𝑄𝑠

2)V
 

is the the Fourier transform of the Coulomb potential.  

The processes of impact ionization and auger recombination can contribute significantly to 

conduction-electron dynamics and the change of conduction electron density.   

Following the diagrams in Figure 6.1, the total scattering-in/scattering-out  rates for the final 

electron state |𝑘⃗ 〉  due to impact ionization as a second-order two-particle Coulomb scattering 

process, proportional to |𝑉(𝑐)(𝑞)|
2

 are [31]: 
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Γ𝑘
(in)(𝑖𝑚𝑝)

=
2𝜋

ħ
𝑁𝑒𝑓𝑓(1 − 𝑛𝑘

𝑒)2∑|𝑉(𝑐)(q)|
2

𝑞⃗ 

𝑔𝑣(𝑞) (1 − 𝑛|𝑘⃗ −𝑞⃗ |
ℎ ) 𝑛

|𝑘⃗ +𝑞⃗ |
𝑒 𝛿 (2𝜀𝑘

𝑒 − 𝜀
|𝑘⃗ +𝑞⃗ |
𝑒 +𝐸𝐺 + 𝜀|𝑘⃗ −𝑞⃗ |

ℎ ) (6.15) 

 

Γ𝑘
(out)(𝑖𝑚𝑝)

=
2𝜋

ħ
𝑁𝑒𝑓𝑓𝑛𝑘

𝑒∑|𝑉(𝑐)(q)|
2

𝑞⃗ 

𝑔𝑣(𝑞) (1 − 𝑛|𝑘⃗ −𝑞⃗ |
𝑒 )

2

(1 − 𝑛
|𝑘⃗ −2𝑞⃗ |
ℎ ) 𝛿 (2𝜀

|𝑘⃗ −𝑞⃗ |
𝑒 − 𝜀𝑘

𝑒 + 𝐸𝐺−𝜀|𝑘⃗ −2𝑞⃗ |
ℎ ) (6.16) 

 

 

 

Figure 6.1. Diagrams for impact ionization with electron scattering into state |𝑘⃗ 〉 in  a) and scattering out of state |𝑘⃗ 〉 in 

b). Here, the upward and downward solid arrows represent the electron and hole states with the wave vector indicated, 

respectively. The horizontal dashed arrows stand for the Coulomb interaction 𝑉(𝑐)(𝑞) between two electrons. Figure 

from Ref. [31]. 

Neff is the effective number of conduction electrons with energy close to 𝐸𝐺  and 𝑔𝑣(𝑞) is the 

interband-transition form factor. 

The Auger recombination process is also a second-order two particle Coulomb scattering process 

proportional to |𝑉(𝑐)(𝑞)|
2

 and it is the inverse process of impact ionization only in the case that 

the principle of detailed balance can be applied. Following the diagrams in Figure 6.2 (a-b) the 

total scattering-in/scattering-out  rates due to   Auger recombination are: 

Γ𝑘
(in)(𝑟𝑒𝑐) =

2𝜋

ħ
(1 − 𝑛𝑘

𝑒)∑|𝑉(𝑐)(q)|
2

𝑞⃗ 

𝑔𝑣(𝑞)𝑛|𝑘⃗ −2𝑞⃗ |
ℎ 𝛿 (𝜀𝑘

𝑒 − 2𝜀
|𝑘⃗ −𝑞⃗ |
𝑒 − 𝐸𝐺−𝜀|𝑘⃗ −2𝑞⃗⃗⃗⃗  ⃗|

ℎ ) (𝑛
|𝑘⃗ −𝑞⃗ |
𝑒 )

2
 (6.17) 

 

Γ𝑘
(out)(𝑟𝑒𝑐) =

2𝜋

ħ
(𝑛𝑘
𝑒)2∑|𝑉(𝑐)(q)|

2

𝑞⃗ 

𝑔𝑣(𝑞)𝛿 (𝜀|𝑘⃗ +𝑞⃗ |
𝑒 −2𝜀𝑘

𝑒 − 𝐸𝐺−𝜀|𝑘⃗ −𝑞⃗ |
ℎ )𝑛

|𝑘⃗ −𝑞⃗ |
ℎ (1 − 𝑛

|𝑘⃗ +𝑞⃗ |
𝑒 ) (6.18) 

 

 

Figure 6.2. Diagrams for Auger recombination with electron scattering into state |𝑘⃗ 〉 in  a) and scattering out of state |𝑘⃗ 〉 

in b). Here, the upward and downward solid arrows represent the electron and hole states with the wave vector 

indicated, respectively. The horizontal dashed arrows stand for the Coulomb interaction 𝑉(𝑐)(𝑞) between two electrons. 

Figure from Ref. [31]. 
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6.3.2.4 Electron phonon scattering in the absence of the laser field 

After the conclusion of the laser pulse the electron-phonon scattering is given by equation (6.7) 

when the laser electric field is 0.  Then electrons experience scattering with phonons transferring 

energy from the electronic system to the crystal lattice vibrations. Following the diagrams in 

Figure 6.3 (a-d) the total electron-phonon scattering-in/scattering-out rates  for the final electron 

state   |𝑘⃗ 〉 are: 

𝑊
𝑘⃗ 
(in)

=∑(𝑊
𝑘⃗ −𝑞⃗ →𝑘⃗ 
(𝑎𝑏)

+𝑊
𝑘⃗ +𝑞⃗ →𝑘⃗ 
(𝑒𝑚)

)

𝑞⃗ 

=
2𝜋

ħ
(1 − 𝑛𝑘

𝑒)∑|𝐶𝑞𝜆|
2

𝑞V𝜆

× [𝛿 (𝜀𝑘
𝑒 − 𝜀

|𝑘⃗ −𝑞⃗ |
𝑒 − ħ𝜔𝑞𝜆)𝑁𝑞𝜆

𝑝ℎ
𝑛
|𝑘⃗ −𝑞⃗ |
𝑒

+ 𝛿 (𝜀𝑘
𝑒 − 𝜀

|𝑘⃗ +𝑞⃗ |
𝑒 + ħ𝜔𝑞𝜆) (𝑁𝑞𝜆

𝑝ℎ
+ 1)𝑛

|𝑘⃗ +𝑞⃗ |
𝑒 ] 

 

(6.19) 

 

𝑊
𝑘⃗ 
(out) =∑(𝑊

𝑘⃗ →𝑘⃗ −𝑞⃗ 

(𝑎𝑏) +𝑊
𝑘⃗ →𝑘⃗ +𝑞⃗ 

(𝑒𝑚) )

𝑞⃗ 

=
2𝜋

ħ
𝑛𝑘
𝑒∑|𝐶𝑞𝜆|

2

𝑞⃗ 𝜆

× [𝛿 (𝜀𝑘
𝑒 − 𝜀

|𝑘⃗ +𝑞⃗ |
𝑒 + ħ𝜔𝑞𝜆)𝑁𝑞𝜆

𝑝ℎ
(1 − 𝑛

|𝑘⃗ +𝑞⃗ |
𝑒 )

− 𝛿 (𝜀𝑘
𝑒 − 𝜀

|𝑘⃗ −𝑞⃗ |
𝑒 − ħ𝜔𝑞𝜆) (𝑁𝑞𝜆

𝑝ℎ
+ 1) (1 − 𝑛

|𝑘⃗ −𝑞⃗ |
𝑒 )] 

 

(6.20) 

 

Figure 6.3. Diagrams for electron scattering into state in |𝑘⃗ 〉 with a) phonon absorption! and b) with phonon emission 

and for electron scattering out of state |𝑘⃗ 〉 in c) with phonon emission and d) with phonon absorption. Here, the upward 

solid arrows represent the electron states with the wave vector indicated. The horizontal dashed arrows indicate the 

phonon states with the phonon frequency q . Figure from Ref. [31]. 

As can be seen from Equation (6.19) and Equation (6.20), the effect of Pauli exclusion is included 

in the factors of (1 − 𝑛𝑘
𝑒) and (1 − 𝑛

|𝑘⃗ ±𝑞⃗ |
𝑒 ) for the final electron states during the transitions. 
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6.3.2.5 Exciton formation (XF) and non-radiative decay (NRXD) 

The strong Coulomb interaction between an electron and a hole forces the pair to form an exciton. 

The collision integral for self-trapped exciton (STE)-formation 𝑊𝑘
(𝑒𝑥𝑡)

𝑛𝑘
𝑒  in Boltzmann equation 

(6.7) is included semi-empirically [51]. The dimensionless cross section is an overlap integral of 

the STE-wavefunction, which is a Gaussian with a radius 𝑎𝐷, and the plane-wave conduction band 

electron function 

𝜎𝑒𝑙(𝜀) = exp [−
1

2𝜋

𝜀

𝜀𝑆𝑇𝐸
] 

where the exciton binding energy is: 

𝜀𝑆𝑇𝐸 =
ℏ2

2𝑚𝑒𝑎𝐷
2  

A rate equation for exciton formation is given by: 

(
𝑑𝑁𝑋
𝑑𝑡
)
𝑋𝐹
= −

𝑑𝑁𝐶
𝑑𝑡

= ∫ 𝑑𝐸𝑛𝑘𝑊𝑘
(𝑒𝑥𝑐)

 

where 𝑁𝑥  represents the exciton density and 𝑁𝑐  the electron densityin the conduction band 

calculated by the Boltzmann equation. Radiative exciton decay is not considered due to the 

characteristic lifetimes. Excited excitons can decay non-radiatively [52] when an energy barrier 

between the  ground and excited electronic states of a localized or self-trapped exciton can be 

overcome. The non-radiative decay can be accounted for with a term  that depends on lattice 

temperature T. 

6.3.2.6 Photoionization and scattering rates from first principles 

In chapter 5.3.3 a first-principles version of the Kadanoff-Baym equations [53, 54] employing  the 

collision approximation [55] to reduce the non-equilibrium Green’s function dynamics to a single 

time variable was used to reproduce the carrier dynamics in bulk silicon subjected to an external 

laser pulse.  The equation for the evolution of the non-equilibrium electron (hole) occupation 

𝑓𝑛𝑘⃗ (𝑡) (𝑓𝑛𝑘⃗ 
𝑒 (𝑡) = 𝑓𝑛𝑘⃗ (𝑡), 𝑓𝑛𝑘⃗ 

ℎ (𝑡) = 1 − 𝑓𝑛𝑘⃗ (𝑡)) contains a coherent generation term and ab initio 

carrier-carrier and carrier-phonon lifetimes 𝛾𝑒.ℎ(𝑡) whose  formal derivation  is performed  by 

using the NEGF theory  and that formally correspond to the carrier-carrier and carrier-phonon 

scattering in the semi classical Boltzmann equation obtained using Fermi Golden Rule. 𝛾𝑒.ℎ(𝑡) are 

time–dependent and non–linear functions of the occupations and are re–calculated at each time 

step to take into account the presence of the external field.   The generation term is derived from 

Green’s functions approach based on DFT Kohn-Sham Hamiltonian and includes Hartree and 

exchange correlation effects. The expressions for carrier-carrier and   carrier   phonon scattering 

include the statically screened Coulomb interaction and the screened ionic potential derivatives,  

calculated  within  the density-functional   perturbation theory [56]. 

6.4 Practical examples 

The pulsed laser field drives the distribution of electrons away from the thermal-equilibrium 

distribution to a non-thermal one. Figure 6.4 displays a comparison between calculated 
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nonequilibrium electron distributions 𝑛𝑘⃗  with and without including in the calculation  the effect 

of pair scattering and the thermal-equilibrium Fermi-Dirac distribution of electrons (dash-dotted 

curve) at T = 77 K. The value of the peak electric field is 𝐸𝐿0 = 100 𝑘𝑉/𝑐𝑚 and ℏ𝜔𝐿 = 25 𝑚𝑒𝑉 

[46].  The calculation is carried out for doped GaAs with initial number density of electrons 𝑛3𝐷
𝑒 =

1018𝑐𝑚−3. It can be seen that the impurity- and phonon-assisted photon absorption processes 

create multiple small peaks (dashed curve) on the high-energy tail (above 54 meV) of the Fermi-

Dirac distribution. The occurrence of these high-energy peaks are attributed to electrons that have 

predominantly been scattered-out of low-energy states below the Fermi energy (at 54 meV), 

which can be seen from terms with 𝑀 ≠ 0 in Eqs. (6.9), Eqs. (6.10) and (6.11), (6.12). At the same 

time, the combination of the electrons that have been scattered out from below the Fermi energy 

and the electrons that have been scattered out from the band edge leave an oscillation of the 

electron distribution there. From the conservation of electron number in the conduction band, we 

expect that the electron distribution below the Fermi energy will drop as the distribution spreads 

towards high-energy states.  

 

Figure 6.4. Calculated electron distribution 𝑛𝑘⃗  for a bulk GaAs as a function of the kinetic energy 𝜀𝑘 of electrons at T=77. 

The dash-dotted curve is for the thermal-equilibrium Fermi-Dirac function. The solid curve is for the calculated 

nonequilibrium electron distribution with the effect of pair scattering, while the dashed curve represents that without 

the effect of pair scattering. Figure from Ref. [47]. 

Figure 6.5. Calculated electron distribution 𝑛𝑘⃗  for a bulk SiO2 as a function of the kinetic energy 𝜀𝑘 of electrons for 

photon energy 5 eV and pulse duration 200 fs. Figure from Ref. [40]. 
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In Figure 6.5 we show the electron distribution function of SiO2 irradiated with a laser pulse of 

duration 200 fs. Three different processes are included in the calculation – photoionization, 

inverse bremsstrahlung and exciton formation. The electron distribution curve peaks at 500 meV, 

which is the calculated detuning of the photionization term from the bottom of the conduction 

band. In the other two curves the initial peak diminishes and electron distribution is transferred 

to higher energy states, where peaks are observed at 2.5 eV, 5 eV, 7.5 eV, etc., accompanied by 

small peaks as a result of the inverse bremsstrahlung. 

Figure 6.6. Calculated electron distribution 𝑛𝑘⃗  for a bulk SiO2 as a function of the kinetic energy 𝜀𝑘 of electrons for 

photon energy 5 eV and pulse duration 100 fs. Figure from Ref. [57].  

In Figure 6.6 we show the electron distribution function of SiO2 irradiated with a laser pulse of 

duration 100 fs and photon energy of 5 eV. Four different processes are included in the calculation 

– photoionization, inverse bremsstrahlung and impact ionization and electron-phonon scattering. 

The curve representing the effect of PI peaks at the same energy of 500 meV, which is the 

calculated detuning of the photionization term from the bottom of the conduction band. In the 

other three curves the initial peak diminishes and electron distribution is transferred to higher 

energy states, where peaks are observed at 5 eV, 10 eV, 15 eV, etc. as a result the free carrier 

absorption process. It is also evident that the impact ionization leads to an appreciable increase 

of number of electrons at lower energies in comparison with Figure 6.5, while the electron-

phonon interaction slightly lowers the magnitude of the distribution function uniformly. 

In the calculations we denote 𝑛𝑘
𝑒(𝑡) = 𝑛𝑒(𝜀𝑘

𝑒 , 𝑡) and define 𝑓𝑘
𝑒 = 𝜌𝑘

𝑒𝑛𝑘
𝑒  with the density of states 

per unit volume 𝜌𝑘
𝑒 = 𝐶0√𝜀𝑘

𝑒 in a parabolic dispersion model, where 

𝐶0 =
1

2𝜋2
(2𝑚∗)3 2⁄

ℏ3
 

Integrating 𝑓𝑘
𝑒 over all conduction band energy states the conduction band density                          

𝑛3𝐷
𝑒 = ∫ 𝑓𝑒(𝜀𝑘)𝑑𝜀

+∞

0
= ∫ 𝑛𝑒(𝜀𝑘)𝜌(𝜀𝑘)

+∞

0
𝑑𝜀 =

𝑘𝐹
3

𝜋2
∫ 𝑘̅2𝑛𝑒(𝑘̅)
+∞

0
𝑑𝑘̅ is obtained, where the 
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dimensionless wave vector is 𝑘̅ = 𝑘 𝑘𝐹⁄  where 𝑘𝐹 = (3𝜋
2𝑛3𝐷
𝑒 )1 3⁄  is the Fermi wave number.  The 

energy density is determined by the  

𝜀𝑒 = ∫ 𝜀𝑓𝑒(𝜀𝑘)
+∞

0
𝑑𝜀 = ∫ 𝜀𝑛𝑒(𝜀𝑘)𝜌(𝜀𝑘)

+∞

0
𝑑𝜀 =

𝜀𝐹𝑘𝐹
3

𝜋2
∫ 𝑘̅4𝑛𝑒(𝑘̅)
∞

0
𝑑𝑘̅ where 

 𝜀𝐹 =
ℏ2(3𝜋2𝑛3𝐷

𝑒 )
2
3

2𝑚𝑒
∗  

is the Fermi energy of conduction electrons at zero temperature. 

Figure 6.7 shows the evolution of conduction band electron density for photon energy 5 eV when 

contributions from the processes of photoionization, free carrier absorption, impact ionization 

and electron-phonon scattering are included. The density increase due to impact ionization as the 

pulse progresses is very pronounced for this photon energy and the effect of electron-phonon 

interaction is also appreciable. 

 

Figure 6.7. Electron density as a function of pulse duration for photon energy 5 eV. Figure from Ref. [57]. 

Figure 6.8. Conduction electron density (c), and scaled average electron kinetic energy (d) transients for irradiation of 

bulk GaAs with pulsed 100fs laser with photon energy 1.55 eV and intensity 0.1 TW∕cm2 .The Gaussian pulse is centered 

at 0. Band gap renormalization (BGR) effect is included (dashed curve) or excluded (solid curve), respectively. Figure 

from Ref. [58]. 
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Figure 6.9. The same transients, as in Figure 6.8 for laser intensity of 1 TW∕cm2. Figure from Ref. [58]. 

Finally optical damage criteria can be formulated using the definitions for the conduction band 

electron density and average energy. If the incident laser field is absorbed by an intrinsic undoped 

bulk semiconductor, the electrons in the completely filled valence band will cross the band gap to 

the conduction band. The free-electron density increases with the intensity of the incident laser 

field. The excited electrons in the conduction band can form an electron plasma when the density 

is high. and thus the Coulomb interaction is strong. The existence of this plasma increases the 

reflection of the incident light. 

When the condition 

𝜔𝐿 ≥
𝑒2𝑛3𝐷

𝑒

𝜀0𝜀𝑟𝑚𝑒
∗  

is satisfied, the incident light will be totally reflected from the surface of the semiconductor. At 

this point, the semiconductor becomes opaque, and the electron density reaches its maximum 

value 𝑛𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙
𝑒 . In this case, the opaque semiconductor is optically damaged by the laser field for 

optoelectronic uses since the incident light can no longer be coupled into it. The atoms in 

semiconductors, such as Si and GaAs, are chemically connected by covalent bonds with cohesive 

energy  𝑉𝑏 ∼ 𝐸𝑔 in a crystal since 𝐸𝑔 prohibits the creation of free electrons from bound electrons 

in the valence band. If the intrinsic semiconductors are exposed to an incident laser field, the 

statistically averaged kinetic energy per electron can be written as 

〈𝜀𝑘
𝑒〉 =

∫ 𝜀𝑘
𝑒𝑓𝑘

𝑒𝑑𝜀𝑘
𝑒+∞

0

∫ 𝑓𝑘
𝑒𝑑𝜀𝑘

𝑒+∞

0

 

which is related to the electron temperature 𝑇𝑒 by the expression  

𝛥𝜀̅ = 〈𝜀𝑘
𝑒〉 −

3

5
𝜀𝐹 =

3

2
𝑘𝐵𝑇𝑒 . 

When the electron distribution function peaks at higher and higher energies, 𝛥𝜀  ̅ increases 

although 𝑛3𝐷
𝑒  could be small at this time. If 〈𝜀𝑘

𝑒〉 = 𝐸𝑔 , there is an instability for chemical bonds in 

semiconductors. In this case the semiconductor structurally damaged by the laser field for 

semiconducting-material uses. 
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6.5 Summary 
Starting from a  quantum kinetic formalism based on the density matrix a Boltzmann scattering 

equation was established for modeling intense ultra-short pulse induced high electronic 

excitation in band gap materials. The processes of photo – ionization and laser energy absorption 

by including the impurity- and phonon-assisted photon absorption as well as and electron 

thermalization by Coulomb scattering of electron-electron pairs were considered. Impact 

ionization and Auger recombination were also considered. The transient conduction electron 

distribution functions were obtained. We have quantified multiple peaks in the energy 

distribution functions and analyzed the effect of  different microscopic mechanisms. Conduction 

electron densities and the average electron energies during the fs-laser pulse interaction with 

semicinductors and dielectrics were evaluated. Some possible types of damage in semiconductors 

and dielectrics were discussed. 
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7.  Semiclassical Monte Carlo methods  

Nikita Medvedev* and Vladimir Lipp 

Here we consider semiclassical Monte Carlo (MC) method applied to model particle transport in 

matter, focusing on photons, electrons and swift heavy ions. The basics of MC will be discussed in 

the context of the material irradiation scenario. The characteristic timescales of the problem, the 

dominant effects, and methods of their modelling are presented. As the most important parameter 

in a Monte Carlo model, the cross sections of various processes are discussed. The first Born 

approximation results in expression of the cross sections in terms of the complex dielectric 

function of the target. We discuss how such cross sections may be constructed and used in MC 

simulations. This chapter also contains comments on limits of applicability and approximations in 

MC models, which are rarely mentioned in Monte Carlo modelling textbooks. Throughout the text, 

references to useful resources (such as available databases, books and reviews on simulations and 

codes) for MC modelling are provided. It thus can serve as a brief guide to Monte Carlo methods 

in radiation transport in matter.  

                                                             
 Contact: nikita.medvedev@fzu.cz 
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7.1 Introduction 

7.1.1 Monte Carlo methods 

There is no “the” Monte Carlo (MC) method, only “a” Monte Carlo method [1]. There is a huge 

variety of them. Any model involving random numbers can, in principle, be classified as belonging 

to the Monte Carlo group. Just to name a few, there is Metropolis MC (tracing of ensemble 

evolution [2]), biological MC (modelling evolution of organisms and/or chemical reactions in them 

[3]), comparison of risk analysis (investment banking [4]), direct simulation MC (e.g. for tracing 

hydrodynamics in gas and fluid flow [5]), dynamic MC (used in chemistry [6]), kinetic MC 

(describing behaviour of defects in solids [7]), quantum MC (solving ab-initio problems with 

random sampling [8]), etc. We will consider here only the MC for particle transport, which 

includes subclasses of event-by-event (or analog) MC and condensed history MC [9]. 

7.1.2 Transport processes and their timescales 

Irradiation of matter with fast particles induces a number of observable effects, important in 

various field of research and applications [10]. 

We start here by discussing photons in the range from extreme ultraviolet (some ~50-100 eV 

energy) up to gamma rays (~MeV). A photon propagating in a solid target will experience the 

following processes: photoabsorption, inelastic (Compton) scattering, elastic (Rayleigh, or 

Thomson) scattering, and e-e+ pair production (for photon energies above 2mec2) [9]. For photon 

energies below some 100 keV, the dominant process is photoabsorption by the deepest possible 

atomic shell (with ionization potential just below the photon energy, Ip<ħω). During such a 

process, an electron from this shell is emitted and a core hole is created. 

An impact of an elementary charged particle, such as an electron, induces a sequence of processes. 

Typically, an electron will scatter inelastically (impact ionization) or elastically, or emit a photon 

via Bremsstrahlung mechanism. Inelastic scattering event is accompanied by ionization of a new 

electron from a core shell or valence/conduction band, or – via scattering on collective electron 

modes of the target – by excitation of plasmons. Elastic scattering means electron scattering on 

the atomic system without its ionization (sometimes called “quasi-elastic” because some energy 

is still exchanged with the target). In this event, energy is transferred to an atom increasing its 

kinetic energy, or to collective atomic modes, phonons. 

A swift heavy ion (SHI) penetrating through a target experiences almost the same processes as an 

incident electron. It loses most of its energy to inelastic scattering exciting bound or conduction 

band electrons. The difference is that an SHI may transfer so much energy to a target atom that it 

strips it of many electrons at once, leading to multiple ionization states [11]. For a review of SHI 

specific processes, we refer an interested reader to Refs. [12,13]. 

All these irradiation scenarios take place at atto- to femto-second timescales, as depicted in Figure 

7.1. 

Let us now discuss how the target responds to the introduced excess energy. Typically, noticeable 

target response occurs after the incident particle (e.g. photon, electron or SHI) is already long gone 

from a point of interaction: photon may be scattered or absorbed, while charged particles 
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continued their motion away from the scattering sight. Response of the target includes the 

following processes: Auger decays of core-shell holes (emitting an electron after another atomic 

electron fills the core hole) and radiative decays of core-shell holes (with emission of a photon) 

occurring at ~fs timescales [14]; transport of produced valence holes and excited electrons lasting 

typically from sub-fs to ps timescales, 10-15 s to 10-12 s [15]; atomic motion induced by energy 

transfer from the excited electrons and valence holes typically at ps timescales [15]; if sufficient 

energy was transferred, atomic disorder may take place at ~1-10 ps timescales [16]; partial or full 

recovery of the structure requires ~100 ps – 1 ns [16]; macroscopic relaxation of atomic defects 

and macroscopic strain relaxation may last nano- to micro-seconds; see schematics in Figure 7.1. 

 

 

Figure 7.1. Schematics of characteristic timescales in ultrafast irradiation problem. 

A sufficiently high-energy incident particle can be treated as a point-like projectile travestying 

through a solid. This makes it possible to model irradiation-induced processes via particles 

methods, such as transport Monte Carlo method. 

7.2 Core principles of Monte Carlo 

For a fast particle travelling through a solid, its trajectory may often be approximated as a 

sequence of straight lines suddenly changing its direction at points of scattering, see schematic 

Figure 7.2. If the distance between the interaction points is much larger than the characteristic 

size of a region of scattering, the scattering events may be considered as independent. In other 

words, the energy exchange in an interaction must be fast in comparison with other characteristic 

processes (the travel between scattering events, creation of emitted quasiparticles, etc. – note that 

it is fundamentally limited by the so-called quantum speed limit theorem [17]). In such as case, 

the particle transport may be described as Markovian process. 

In the other case, when scattering process takes so long that it overlaps with the subsequent event, 

the process is non-Markovian (as illustrated in the bottom panel of Figure 7.2). It is a typical 

situation for slow particles, or dense, degenerate and strongly interacting systems. In this case, 

simple Monte Carlo algorithms cannot be applied, and more advanced methods must be used (e.g., 

time-discretized simulations such as molecular dynamics, MD). 
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Figure 7.2. Schematics of particle transport in media. Top panel: an example when particle transport can be 

approximated as Markovian process. Bottom panel: a non-markovian process example. 

Within the Markovian approximation, particle transport can be traced as a sequence of 

independent events, each modelled with its own probability. A classical particle in an absence of 

external fields travels along a straight line until it meets a scattering centre (a target atom, 

electron, plasmon, phonon). In external fields, a particle trajectory must be traced including forces 

acting on them [9,18]. 

 

7.2.1 A Monte Carlo algorithm 

The basic model of particle transport within Monte Carlo framework can then be split into a 

sequence of repeating events, see Figure 7.3: (a) free flight until a scattering event, (b) scattering, 

exchanging energy and momentum (which may be accompanied by creation of secondary 

particles), (c) change of particle’s energy and momentum, defining the next free flight (see 

example of MC algorithm in Figure 7.4) [19]. This is a building block of an MC algorithm. We will 

consider particular details below. 

Looking deeper into it, in practice an MC algorithms vary significantly. One of the most important 

distinctions is an event-by-event simulation scheme vs. condensed history MC. An event-by-event 

(or analog) MC models every single collision, while condensed history simulations model distant 

collisions (with a small deflection angle and energy exchange)  using average energy loss along 

the path. Only close collisions (with large deflection angles) are typically sampled individually in 

condensed history simulations [18]. A schematic representation of these two approaches is shown 

in Figure 7.4.  

A condensed history MC scheme can significantly speed up the simulation, paying for it with 

accuracy. It provides incomplete information, which may be insufficient for certain purposes such 

as modeling response of the target, not only transport of the incident particle. Since it misses a 

portion of the secondary electrons created, it may not be accurate enough for tracing material 

damage and similar processes. 
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Figure 7.3. Schematics of a typical block in MC algorithm. Yellow blocks involve random numbers sampling. Reproduced 

from Ref. [20]. 

 
Figure 7.4. Schematics of event-by-event (or analog) MC simulation scheme vs. condensed history MC. 

In a transport MC simulation, many processes are described with the help of random numbers. 

First, the free flight distance – the path until a scattering event – is usually sampled assuming a 

random meeting of a target scattering center (section 7.2.2). Then, a nature of the scattering event 
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(elastic vs. inelastic scattering, Bremsstrahlung emission, etc.) is chosen randomly according to 

partial probabilities of different events considered. Third, scattering angle and/or transferred 

energy (section 7.2.2) are chosen randomly according to given probability distributions. 

To take into account and average over all possible microscopic trajectories, the entire Monte Carlo 

simulation has to be repeated many times with different sampled random numbers. The averaging 

provides statistically reliable data, such as distributions, mean numbers of excited particles, or 

average energies in different systems. As typical for such integral methods, there are fluctuations 

in the average values, which decrease as ~1 √𝑁⁄ , with N being the number of MC iterations. 

7.2.2 Probabilities and cross sections 

Monte Carlo simulations usually assume that the target is composed of random homogeneous 

arrangement of atoms. By neglecting atomic structure of the material, we gain the capability to 

simplify its description significantly. In a homogeneous media, the travelled distance of an 

incident particle between collisions can be defined according to the Poisson distribution [9]. The 

mean value of the distribution is defined as the mean free path, l0: 𝑃(𝑥) = 𝑒𝑥𝑝(−𝑥 𝑙0⁄ ). In the 

framework of MC, each probability is replaced with a uniformly sampled random number 𝛾 ∈: 

𝑃 → 𝛾. Then, the corresponding free flight distance can be obtained via the mean free path and a 

generated random number as:  

𝑥 = −𝑙0𝑙𝑛 (𝛾) (7.1) 

The mean free path in a homogeneous medium is connected with the cross section of scattering, 

𝜎: 𝑙0 = 1 (𝑛𝑎𝜎)⁄ , where na is the atomic density (assuming the cross section is normalized per 

atom). In evaluation of the total mean free path, the total cross section is a sum of cross sections 

of all possible scattering events. Note that the total mean free path (as well as total mean free time) 

can correspondingly be defined via Matthiessen rule considered partial mean free paths of all 

scattering channels i: 1 𝑙⁄ 0 = ∑ 1 𝑙⁄ 𝑖𝑖 . 

Next, during the scattering event, transferred energy or momentum (and scattering angle) is 

defined via the differential cross section. For example, the probability to transfer energy 𝛿𝐸 is: 

𝑃(𝛿𝐸) =
𝛿𝜎

𝜎
 (7.2) 

Thus, following the same procedure of replacing the probability with a (different) random 

number, the transferred energy can be defined by solving the equation: 

𝛾𝜎 = ∫ ∫
𝑑2𝜎

𝑑𝜀𝑑𝑞
𝑑𝜀𝑑𝑞

𝑞+

𝑞−

𝛿𝐸

𝐸𝑚𝑖𝑛

 (7.3) 

written for the double differential scattering cross section over the transferred energy and 

momentum [21]. The integration limits for momentum and energy are defined by the 

conservation laws [9,22]. In practice, for finding the transferred momentum and energy, some 

approximations for the double differential cross sections are used, such that allow for an analytical 

solution of Eq. (7.3), significantly simplifying and speeding up simulations [9]. However, exact 

numerical solutions may also be used [15,22]. 
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In an inelastic scattering event, the shell n to be ionized is found via a random number and partial 

scattering cross sections 𝜎𝑖 for each shell i as follows: 

𝛾𝜎 =∑𝜎𝑖

𝑛

𝑖

 (7.4) 

Thus, we see that cross sections are the key parameter in transport MC simulations. 

In solid targets, scattering on valence or conduction band electrons requires defining energy state, 

from which an electron will be excited. The choice is made according to the probability 

distribution defined by the material’s density of states [23]. 

 

7.2.3 Specifics of different particles 

Each kind of particle interacts with solids via its own processes, which were mentioned above in 

Section 7.1.1. Let us discuss a few of them.  

Photons entering the target interact mainly with electrons (except for wavelengths corresponding 

to optical phonons, which can be absorbed by atomic oscillations, typical energies of a fraction of 

eV). Photons can be absorbed by electrons, scatter elastically (Rayleigh or Thomson scattering) or 

inelastically (Compton scattering), and disappear in a particle-antiparticle pair creation (for 

energies above twice the rest energy of the corresponding particle). 

Photoabsorption produces a photoelectron and leaves a core hole in the shell the electron is 

emitted from. The cross sections of photoabsorption for each shell of each element for almost 

entire Periodic Table can be found, e.g., in EPICS-2017 database (which includes EPDL, EEDL, and 

EADL) [24]: https://www-nds.iaea.org/epics/. Total cross sections of photoabsorption (in term 

of attenuation length) can also be found in Henke’s tables [25]: 

http://henke.lbl.gov/optical_constants/atten2.html. EPICS-2017 database also contains the cross 

sections for other photon scattering processes. The data can be read and directly used in MC 

simulations. For a quick look, one can also use the X-ray Data Booklet [26]. 

However, for photons of low energies (below some 50-100 eV), the collective effects in solids 

become important. Atomic cross sections can no longer be used, and they have to be replaced with 

those accounting for the electronic structure of the material. This can be done via the connection 

between the optical absorption coefficients with the complex refractive index and the complex 

dielectric function of the material. Optical coefficients can be converted into the complex dielectric 

function, which in turn is connected with the photon attenuation length [15,22]. Optical 

coefficients for many materials may be found, e.g., in [27,28]. 

Electrons in solids can be modelled as free particles for electron energies above some 50 eV. They 

will experience inelastic scattering (impact ionization and scattering on plasmons of the target), 

elastic scattering (interaction with targets atoms without ionization), and Bremsstrahlung 

emission of photons. The cross sections of Bremsstrahlung photon emission can be found in 

EPICS-2017 database (EEDL) [24], or calculated according to PENELOPE model [9]. 

During inelastic scattering, an incident electron creates another free electron, a secondary 

electron. Secondary electrons will perform their own scattering and create even more secondary 

https://www-nds.iaea.org/epics/
http://henke.lbl.gov/optical_constants/atten2.html
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particles. This process has multiple names, depending on the field: in MC modelling it is usually 

called “electron cascades”, in laser physics it is referred to as “electron avalanche”, while in 

relativistic particle impacts (by cosmic rays or particle accelerators) it’s called “showers”. The 

cross sections of inelastic electron scattering will be discussed in the next section. Ionization 

potentials of atoms, which are used in cross sections of scattering, can be found in EPICS-2017 

database [24], or in experimental [29] and calculated works [30]. 

Elastic scattering of electrons transfers their kinetic energy to the target atoms without exciting 

secondary electrons. Depending on the electron energy, it interacts either with collective atomic 

modes (phonons), or with individual atoms in the target [31]. The energy defining the kind of 

interaction can be estimated from the characteristic time of electron travelling through the 

phonon wavelength (atomic correlation length), depending on electron velocity, in comparison 

with the phonon characteristic time (inverse phonon frequency). It corresponds to electron 

energies of a few tens of eV: slower electrons interact with the collective atomic modes, whereas 

for faster electrons the target atoms are too slow and thus essentially immobile. In the latter case, 

the incident electron interacts with each atom independently [31,32]. At such energies, the 

scattering cross sections may be approximated with the atomic ones, for instance with Mott’s 

cross sections with modified Molier screening parameter [18]. 

Core holes left after photo- or impact ionization will decay via multiple channels. They can decay 

with emitting an electron, i.e., Auger (and Koster-Kronig) decay, or with emitting a photon, i.e., 

radiative or fluorescent decay [14]. The new created hole(s) in an upper shell will also decay, until 

all created holes will reach the valence or conduction band of the material. Characteristic times of 

the Auger as well as radiative decays for each shell of each element can be found in (atomic) EPICS-

2017 database [24], and in many experimental works [14]. The database also includes 

probabilities for electrons from different shells to participate in the decay, which allows to sample 

the shells in an MC procedure. 

It is important to point out that apart from intra-atomic decays, in molecules and in solids, inter-

atomic decays are possible. In solids, they are known as Knotek-Feibelman processes [33], while 

in molecular physics and chemistry the corresponding processes are called ICD, ETI, and a class 

of related processes [34]. These processes may be of fundamental importance in certain cases. For 

example, in lithium atoms, K-shell hole can only decay via radiative process, whereas neighboring 

atoms can provide electrons to participate in (interatomic) Auger decay. These processes are 

rarely taken into account in MC codes, although they should be [35]. 

Also, in contrast to atoms (gases and plasma), in solids valence holes are mobile and can travel 

[19]. They behave essentially as slow electrons in the conduction band, but with its own effective 

mass [36]. They may scatter elastically and, in case of a narrow band gap material, inelastically. 

These effects can significantly affect the energy transport and distribution in insulators and 

semiconductors, and thus influence observable material damage [37]. 

In case of a swift heavy ion (SHI) penetrating through a solid, the same effects as in electron 

scattering can take place, with addition of a few specific effects. First, an ion can also capture or 

lose its own electrons [38]. These processes eventually lead to SHI charge equilibration [38,39]. 

Thus, in MC simulations, often an assumption of equilibrium charge is used (typically, assuming 

Barkas formulae [40], or a similar expression [15,41]). In some cases, it may also be important to 

consider a finite size of the ion, which is often done with the Brandt-Kitagawa model [42]. It seems, 
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the most prominent effect of the finite size is a slight increase of the energy losses around the 

Bragg peak – the maximum of SHI energy loss [43]. 

Another interesting peculiarity of an SHI is that its mean free path is significantly shorter than the 

interatomic distance in a target. It is not unphysical: in fact, it reflects the situation that an ion 

impact ionizes multiple electrons from the same atom [44], and may also ionized not only the 

closest atom but the next layer of atomic neighbors. There are multi-ionized atoms left in a trail of 

an SHI [11,44]. These stripped target atoms may not have enough electrons left to undergo a decay 

on their own, but again, the presence of surrounding atoms of the media will provide electrons to 

compensate for it and enable decay channels [45]. 

As we could see in every case discussed, most of the data available are for individual atoms, not 

for solids. Most of the standard MC codes are relying on the atomic approximation. The atomic 

approximation works well in many cases, especially when considering highly energetic particles. 

However, in certain cases it misses some effects qualitatively, which might have to be 

incorporated into the code manually [45]. 

7.2.4 Cross sections within linear response theory 

Cross sections of scattering of fast charged particles in solids can be calculated in the first Born 

approximation, known also as the linear response theory [31,32]. First order perturbation theory 

holds for electrons with energies above some ~50 eV (for heavier particles, with energy rescaled 

correspondingly by the mass ratio, which e.g. makes it ~0.1 MeV for protons). In the first Born 

approximation, which assumes first order perturbation theory and the plane waves for the wave 

function of the incident particle, the cross section of scattering on an ensemble of interacting 

particles (atoms or electrons of the target) can be factorized into the terms related to the 

scattering on an individual scattering center, A, and the dynamic structure factor, S(ω, k) [31]: 

𝑑2𝜎

𝑑𝛺𝑑𝜀
= 𝐴𝑆(𝜔, 𝑘) (7.5) 

where the double differential cross section over scattering angle Ω and energy depend on the 

transferred energy ε=ħω and momentum k=q.  

The presence of the dynamic structure factor essentially means that during the scattering event, 

while receiving energy from the incident particle, an atom (or an electron) of the target exchanges 

this energy with other atoms of the target. This changes the way that the atom receives energy 

and momentum from the projectile. 

Utilizing the fluctuation dissipation theorem [46], the dynamic structure factor can be recast in 

terms of the complex dielectric function (CDF) [32,47]. Then, the scattering cross section becomes 

[48]: 

𝑑2𝜎

𝑑(ħ𝑞)𝑑𝜀
=
2(𝑍𝑒𝑓𝑓𝑒)

2

𝑛𝑎𝜋ħ
2𝑣2

1

ħ𝑞
[1 − 𝑒𝑥𝑝 (

−ħ𝜔

𝑇
)]
−1

𝐼𝑚 (
−1

𝜖(𝜔, 𝑞)
) (7.6) 

Here 𝑍𝑒𝑓𝑓 is the effective charge of the incident particle (for discussion on the effective charge on 

an incident ion, see e.g. [15]); e is the electron charge; v is the speed of the incoming particle; T is 
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the temperature of the target (in the units of energy); and 𝜖(𝜔, 𝑞) is the complex dielectric 

function. The term 𝐼𝑚 (
−1

𝜖(𝜔,𝑞)
) is also called the loss function. Eq. (7.6) is nonrelativistic; for the 

relativistic version, see e.g. [9,47].  

Note that we used the fluctuation dissipation theorem in derivation of the cross section. It implies 

that the obtained cross sections are valid only in thermal equilibrium. If the system is perturbed 

out of equilibrium, Eq. (7.6) is no longer valid, but to the best of our knowledge, there is no 

nonequilibrium alternative known. It is still an open question in the field. 

The temperature term in the square brackets in Eq. (7.6) is often neglected due to the fact that 

solids are usually modelled at normal temperature (however, in some circumstances effects of the 

target temperature may be important [48]). It is necessary to include it in modeling of plasma. 

Eq. (7.6) can describe both, inelastic as well as elastic scattering, via setting the electronic (for 

inelastic) or atomic (for elastic) CDF [21]. 

Although 𝜖(𝜔, 𝑞) can be calculated exactly with ab-initio techniques [49], it is difficult to do that 

in practice, and hard to apply in MC simulations. The standard practice is to approximate the CDF 

with some analytical expressions. Some of the most common models are Ritchie-Howie (Drude-

like model) [50], Ashley model [51] and Penn algorithm [52] (both providing only total but not 

differential cross sections), Mermin-based approach [53], Liljequist approximation [54] 

(expressed in equivalent terms of the so-called generalized oscillator strengths), and recently 

proposed delta-functional approximation [47]. 

Most of the models rely on the optical coefficients to extract the complex dielectric function in the 

optical limit 𝜖(𝜔, 𝑞 = 0) [22]. Once the optical limit is known, it can be approximated with some 

analytical functions, which are then analytically extended into q>0 region [22,53]. This provides 

approximate analytical expressions for CDF in the entire (𝜔, 𝑞) plane, thereby allowing for a 

solution of Eq. (7.6) to obtain the scattering cross section. Coefficients for CDF within Ritchie-

Howie model for many materials can be found e.g. in [15]. 

Note that in case of very fast particles, or, more precisely, for large transferred energies, the DSF 

tends to the static structure factor (and CDF, correspondingly, to unity – unscreened potential), 

meaning the scattering cross section reduces to the scattering on an individual atom of the target. 

In this case, one can use atomic impact ionization cross sections, and atomic elastic scattering 

cross sections. For electrons, one may use e.g. so-called binary-encounter Bethe (BEB) cross 

sections for impact ionization of atoms [55] (or its relativistic version, RBEB [56]). A comparison 

of the inelastic mean free paths of electrons in solid silicon, calculated with Eq. (7.6) and 

coefficients from Ref. [15] vs. BEB-calculated cross sections (with the ionization potentials and 

kinetic energies of atomic energy levels from EPICS-2017 database) are shown in Figure 7.5 

obtained with TREKIS code [15]. We can see that above some 50-100 eV, the cross sections are 

reasonably close. 
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Figure 7.5. Inelastic mean free path of electrons in silicon, calculated within CDF formalism vs. atomic BEB 

approximation. 

In compound targets, the total cross sections of scattering can be calculated using Eq. (7.6) with a 

good precision, whereas it is a known problem to obtain it in the atomic approximation. The 

standard way is to combine the total cross sections from the atomic ones using the so-called Bragg 

additivity rule, which suggests to add the atomic cross sections of electrons with the weights 

defined by the stoichiometry of the chemical formula of the target [57]. This rule sometimes works 

very poorly, and can easily introduce an error of some 30% [57]. This is because in solids electrons 

from one element may be attracted to another one, especially in ionic materials, thus making the 

scattering cross section to differ from the atomic ones. Note that Liljequist approach from Ref. [54] 

and, similarly, delta-functional approximation [47] allow for an analytical solution for the 

differential and total cross section, and thus provide the speed of calculations in MC codes 

comparable to the atomic cross sections with noticeably better description of complex materials. 

7.2.5 Assessment of models quality 

Any Monte Carlo code should be thoroughly cross checked before application. It is usually done 

on several levels. First, the applied cross sections of each process modelled are checked against 

experimental data wherever available. Then, the integral values are checked. And finally, the 

experimentally observable output should be checked, which usually includes spectra of emitted 

electrons (or photons and other modelled particles). 

Scattering cross sections are usually compared to the experimental data on particle mean free 

paths. For example, for the electronic mean free path in many materials, one may use the NIST 

database [58]. It provides experimental data, as well as those calculated by standard models.  

It is a common practice to compare the energy loss, or the stopping power, Se(E), of a particle in 

the target, which defines the average energy deposition per unit of path travelled. The stopping 

power can be obtained as the first moment of the differential cross section: 
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𝑆𝑒(𝐸) = −
𝑑𝐸

𝑑𝑥
= 𝑛𝑎 ∫ ∫ 𝜀

 𝑑2𝜎

𝑑𝜀𝑑(ħ𝑞)
𝑑(ħ𝑞)𝑑𝜀

q+

q−

Emax

Emin

 (7.7) 

One can find experimental data on ion stopping in many materials e.g. here: https://www-

nds.iaea.org/stopping/. It is also considered a standard in the ion beam community to compare 

the stopping with the SRIM calculated database [59]: http://www.srim.org/. However, it is 

important to remember that SRIM data are only cross checked against experiments for H and He 

ions, whereas heavier ions are extrapolated from those via scaling rules. Comparisons with ab-

initio simulations demonstrated that one should use such extrapolations with caution as they are 

not always reliable [60]. There are also other ion stopping codes available, such as e.g. CasP [61], 

PASS [62], etc., see overview in [62]. 

Calculated stopping power allows one to extract another integral value, the transport range  (i.e. 

the distance between the initial position of the electron/ion and it’s final position, when its energy 

reaches Elow): 

𝑅0(𝐸) = ∫
𝑑𝜀

𝑆𝑒(𝜀)

𝐸

𝐸𝑙𝑜𝑤

 (7.8) 

Where the lower integration threshold is typically chosen (somewhat arbitrarily) as Elow=10 eV. 

For electrons, data on electron ranges in a few materials may be found e.g. in X-ray Data Booklet 

[26], and obtained from standard transport codes [63] (this reference also includes data for other 

particles). 

Having assessed the quality and correct implementation of cross sections, the MC model and code 

itself can be evaluated via direct comparisons with experimentally measurable values (and other 

standard codes, see Sec. 7.3.3. A typical value to compare with is spectra of emitted electrons. 

Often researchers calculate the spectra of emitted and backscattered electrons from a thin slab of 

material [64,65]. 

7.3 Practical implementation details 

7.3.1 Random number generators 

Random number generators are the problem that is discussed a lot in older MC textbooks. It is no 

longer an issue. There has been developed a theoretical framework describing generation of 

random numbers based on the Lyapunov exponent estimation of correlation between two 

successive numbers drawn [66]. Based on this formalism, a few random number generators were 

developed with theoretically proven randomness. Some examples include:  

– ranlux:  http://luscher.web.cern.ch/luscher/ranlux/; 

– mixmax:  https://mixmax.hepforge.org/. 

In practice, in the particle transport simulations, even standard random number generators often 

perform satisfactorily. This is due to the fact that in such a simulation, random numbers are used 

https://www-nds.iaea.org/stopping/
https://www-nds.iaea.org/stopping/
http://www.srim.org/
http://luscher.web.cern.ch/luscher/ranlux/
https://mixmax.hepforge.org/
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to sample many different processes of many different particles. Thus, artificial correlations 

introduced cancel out to some degree (in contrast to simulations where the same process is 

sampled repeatedly, such as e.g. spin-flips in the Ising model). 

7.3.2 Energy cut-off vs. time cut-off 

The standard way to build a Monte Carlo algorithm contains two points that need to be discussed 

in the context of this book: 

(a) Typically, a particle is traced until its energy falls below a certain cut off; 

(b) Typically, every MC iteration stops when all traced particles lose their energies below 

certain cut off. Reliably physical quantities are found by averaging over many iterations. 

The point (a) allows to define such physical quantities as deposited dose, which is the spatial 

distribution of the energy density (per volume or mass of the target), or all the energy in all 

“stopped” particles as well as energy lost to other channels along its path. It may be a sufficient 

integral quantity for designing experimental rooms, or even for tracing biological dose in 

organisms, but it is not sufficient for microscopic modelling of material modifications. For that, 

one needs the distribution of energy in space at the given time, taking into account that electrons 

(as well as other particles) do not actually stop at energies below any given cut-off. It has been 

shown that the total dose evaluated with an energy cut off does not resemble actual distribution 

at any given time [67]. 

For microscopic modelling of material damage, the appropriate way is to trace electrons of lower 

energies too. It may be done either with an alternative model, or by tracing all particles in MC 

(provided cross sections of scattering at such energies are known). The energy/particle 

distribution obtained with MC may then be transferred into another model (such as two-

temperature model, or another appropriate model) which could trace further dynamics of the 

target. More details on that will be given in Chapter 15 on combining MC methods with other 

models. 

The point (b) reflects the fact that independent sequential execution of MC iterations is the 

simplest implementation of the MC algorithm. However, if one needs to combine an MC code with 

other models with on-the-fly feedback, a different approach to programming is required. All MC 

iterations need to be propagated in time simultaneously, to allow for a construction of average 

quantities required in other models on the fly (see an example in [68]). This method consumes 

significantly more memory, but allows to build combinations of MC models with other models 

with feedback, tracing evolution of materials properties during the particles transport simulated 

via MC. More details on that will also be discussed in Chapter 15. 

7.3.3 A few examples of standard codes 

For many practical purposes, especially with respect to applications to experiments design and 

engineering, standard Monte Carlo codes are sufficient and very well suited, and there is no need 

to write your own MC code. Some freely available Monte Carlo codes for radiation transport 

simulations are listed in Table 7.2. The list is not exhaustive; new codes are regularly being 

developed and appearing for public use. 
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Table 7.2. Selected examples of Monte Carlo codes for radiation transport in matter. 

Type of particles Code Reference 

Ions, hadrons, etc. GEANT4 https://geant4.web.cern.ch/ 

Ions and hadrons FLUKA http://www.fluka.org/fluka.php 

Photons and electrons PENELOPE http://pypenelope.sourceforge.net 

Photons and electrons MCNP https://mcnp.lanl.gov/ 

Neutrons and photons TART http://redcullen1.net/homepage.new/tart2016.htm 

Photons and electrons XCASCADE https://xm.cfel.de/research/scientific_software/xcascade/  
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8.   Brief review of basics of molecular dynamics 

Samuel T. Murphy* , K. Nordlund, F. Fjurabekova,  and Dorothy M. Duffy 

In this article, we overview the general algorithms for simulation of equilibrium systems by 

molecular dynamics. We first briefly present the history of the method and how it can be 

understood as a general means to solve the N-body equations of motion. We then proceed to 

describe the basic steps in the molecular dynamics iteration loop, and emphasize that the 

interatomic potential or force field is the crucial physics input to the method. We finish by 

providing an overview of the main classes of interatomic potentials and force fields.  

                                                             
 Contact: samuel.murphy@lancaster.ac.uk 



200  Chapter 8 

   

 

8.1 Introduction and background 

The purpose of this article is to overview the simulation methodology of the key method for 

modern materials modelling: molecular dynamics (MD). In this article we focus at some depth on 

the molecular dynamics method when used in equilibrium modelling. Another article in this 

collection presents the MD method as applied to radiation effects. The paper presents the basic 

MD algorithms and a survey of advances in interatomic potential formalism, starting from pair 

potentials developed in the 1920s up to machine-learning approaches taken into use in the 2010s 

and up to 2021. 

In classical physics, it is well known that the equations of motion of 𝑁 objects can be solved 

analytically only when 𝑁 = 1 or 𝑁 = 2. It is of course of great interest to find methods to be able 

to predict the motion of a much larger number of objects than 2, whether this is for motion of 

planets, stars in galaxies, or atoms in molecules. Using computer simulations, one can devise an 

algorithm to solve iteratively the equations of motion of an arbitrarily large number of objects 𝑁, 

in other words, solve the 𝑁-body problem on a computer. When this is done for atoms as the basic 

object, the method is conventionally called “molecular dynamics” and usually abbreviated MD. 

The MD method was first developed in 1957 by Alder and Wainwright to simulate the motion of 

two atoms in a dimer molecule [1]. This was shortly followed by the simulation of systems of the 

order of 100 atoms [2-4], as illustrated in Figure 8.1, which on the computer of that day can be 

considered an impressive feat. 

 

Figure 8.1. Image showing the trajectories from an early molecular dynamics simulation. Image taken from Ref. [2]. 

These early pioneering simulations have evolved in line with increasing computational resources 

to enable the study of systems consisting of trillions of atoms [5]. Concomitant with the increase 

in the number of atoms that can be studied has been the development of complex empirical 

potentials and force fields [6] to represent the varied interactions present between atoms/ions. 

Taken together, this means that large, complex systems can be studied with atomic resolution 
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using readily available simulation packages. As a consequence, molecular dynamics has been 

adopted for simulation of a broad range of phenomena including phase transformations [7], 

mechanical deformation [8], self-assembly [9], radiation damage [10] and protein folding [11] to 

name a few and is now one of the dominant simulation methods in modern materials physics, 

biophysics, and chemistry. This statement is supported by a comparative search on Web of Science 

in Feb 2021 that showed that in 2020, there were 16,000 publications with “molecular dynamics” 

in the title, abstract or keywords of the paper. The corresponding result for “density functional 

theory” was 17,600, and for “finite element method” 9600. Any “Monte Carlo” method is less used, 

since the key word “Monte Carlo” in total gave 14,800 hits, even though there are many completely 

different Monte Carlo approaches. We note, however, that the searches result in some overlap, 

since MD can be run, for instance, with forces obtained from density functional theory 

calculations. 

Molecular dynamics simulations are attractive for a number of reasons, including their relative 

simplicity, flexibility and their connection with statistical mechanics, enabling comparison with 

experimental observations. There are, however, a number of limitations. These include the 

relatively short timescales of the simulations and the neglect of electronic information in classical 

molecular dynamics. Ab initio molecular dynamics maintains some electronic information but 

such simulations are restricted to very small system sizes and short timescales. There have been 

a number of approaches to overcome these limitations. Techniques like temperature accelerated 

dynamics (TAD) [12] and parallel replica dynamics [13] have been developed to extend the 

timescales that can be reached by classical simulations and some of the electronic information can 

be reincorporated through approaches like two temperature molecular dynamics. 

In this chapter we will explore the underlying principles behind molecular dynamics and describe 

some of the different potential models that are used for the calculation of forces. For more detailed 

introductory treatments, the reader is referred to one of the many textbooks on the method, e.g. 

Refs. 14-18. 

8.2 Basics of molecular dynamics simulations 

8.2.1 Equations of motion 

Our starting point for the discussion of the key foundational principles of molecular dynamics is 

the Hamiltonian for an 𝑁-particle system subject to inter-particle interactions only: 

𝐻(p,r) = 𝐻(p1, …p𝑁 , r1, … r𝑁) =∑
p𝑖
2

2𝑚𝑖

𝑁

𝑖=1

+ 𝑈(r1, … r𝑁) (8.1) 

where (r1, … r𝑁) and (p1, …p𝑁) are particles’ positions and momenta respectively, 𝑚𝑖 are the 

particles’ masses and 𝑈(r1, … r𝑁) is the potential energy due to inter-particle interactions. Within 

this framework the forces on each atom can be determined from: 
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𝐅𝑖 = −
∂𝑈

∂r𝑖
  (8.2) 

To determine the equation of motion we start from Hamilton’s equations: 

ṙ𝑖 = −
∂𝐻

∂p𝑖
  (8.3) 

and 

ṗ𝑖 = −
∂𝐻

∂r𝑖
= −

∂𝑈

∂r𝑖
= F𝑖(r1, … r𝑁). (8.4) 

and substitute the time derivative of equation (8.3) into equation (8.4) to give Newton’s second 

law: 

𝑚𝑖r𝑖̈ = F𝑖. (8.5) 

As a consequence, it is only necessary to specify the complete set of particle positions and 

momenta to determine the entire classical state of the system [19]. 

8.2.2 Integration algorithms 

Assuming the classical trajectory is continuous, the positions of the particles at a given time, 𝑡 +

𝛿𝑡, can be determined from a Taylor expansion, i.e.: 

𝐫𝑖(𝑡 + 𝛿𝑡) = 𝐫𝑖(𝑡) + 𝛿𝑡𝐫𝑖̇(𝑡) +
1

2
𝛿𝑡2𝐫𝑖̈(𝑡) +

1

6
𝛿𝑡3𝐫𝑖⃛(𝑡) +⋯ (8.6) 

From there it would appear that we could develop an algorithm to evolve our system of atoms in 

time. However, equation (8.6) does not take account of the equations of motions and, 

consequently, will not create realistic trajectories. To enable better approximations to the true 

positions the use of corrector steps were proposed, where the new positions r𝑖(𝑡 + 𝛿𝑡) were used 

to determine new forces and hence accelerations that could be used to correct the final position, 

i.e.:  

r𝑖(𝑡 + 𝛿𝑡) = r𝑖
𝑝(𝑡 + 𝛿𝑡) + 𝑐0Δa(𝑡 + 𝛿𝑡) (8.7) 

where the r𝑖
𝑝(𝑡 + 𝛿𝑡) corresponds to the positions predicted using equation (8.6) and 𝑐0 is a 

constant. Within this framework, the final positions can be obtained through iterative 

improvement. However, this iterative correction procedure requires multiple evaluations of the 

forces, and hence accelerations, for each step, which is computationally intensive. 

The task is then to develop an algorithm that can duplicate the classical trajectory while being 

computationally efficient and also satisfying laws of conservation of energy and momentum, as 

well as being time reversible. Perhaps the most successful series of methods for integrating the 

equations of motion are those adopting the approach outlined by Verlet [20]. We start by restating 

equation (8.7) in a modified form where the derivatives have been replaced, i.e:  

𝐫𝑖(𝑡 + 𝛿𝑡) = 𝐫𝑖(𝑡) + 𝛿𝑡𝐯𝑖(𝑡) +
1

2
𝛿𝑡2𝐚𝒊(𝑡) + ⋯ (8.8) 
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where, v𝑖  and a𝑖 are the velocity and acceleration of 𝑖 respectively. As the equations of motion 

should be time reversible it is equally valid to track backwards in time, such that:  

𝐫𝑖(𝑡 − 𝛿𝑡) = 𝐫𝑖(𝑡) − 𝛿𝑡𝐯𝑖(𝑡) +
1

2
𝛿𝑡2𝐚𝒊(𝑡) − ⋯ (8.9) 

Adding equations (8.8) and (8.9) and rearranging allows the elimination of the velocity such that 

the new positions can be determined from:  

r𝑖(𝑡 + 𝛿𝑡) = 2r𝒊(𝑡) − r𝑖(𝑡 − 𝛿𝑡) + 𝛿𝑡
2a𝑖(𝑡). (8.10) 

The positions predicted in equation (8.10) are correct except for errors of the order 𝛿𝑡4. While it 

is not necessary to calculate and store the velocities, these are useful for calculating the kinetic 

energy and can be determined from:  

v𝑖(𝑡) =
r𝑖(𝑡 + 𝛿𝑡) − r𝑖(𝑡 − 𝛿𝑡)

2𝛿𝑡
. (8.11) 

It is worth noting that the errors in the velocity are greater than for the positions at 𝛿𝑡2. While the 

Verlet algorithm is relatively simple and demonstrates excellent conservation of energy and 

momentum, the handling of the velocities is subject to some numerical imprecision. Modifying the 

Verlet scheme to address these shortcomings results in the ’leap-frog’ algorithm [21], where:  

r𝑖(𝑡 + 𝛿𝑡) = r𝑖(𝑡) + 𝛿𝑡v𝑖 (𝑡 +
1

2
𝛿𝑡) (8.12) 

and 

v𝑖 (𝑡 +
1

2
𝛿𝑡) = v𝑖 (𝑡 −

1

2
𝛿𝑡) + 𝛿𝑡a𝑖(𝑡). (8.13) 

In the leap-frog algorithm it is velocities at the mid-step, i.e. (t-1/2δt), that are calculated first 

according to equation (8.13) and subsequently used to update the positions according to equation 

(8.12). While the velocities are explicitly calculated as part of the integration procedure, they are 

not immediately available in the current time step. If required they can be determined from: 

v𝑖(𝑡) =
1

2
(v𝑖 (𝑡 +

1

2
𝛿𝑡) + v𝑖 (𝑡 −

1

2
𝛿𝑡)). (8.14) 

The leap-frog algorithm is an improvement of the initial Verlet scheme as it reduces the numerical 

imprecision associated with taking the difference between two large numbers to give a smaller 

one. However, the handling of the velocities is still somewhat awkward. 

Ultimately, what is desired is an algorithm that stores the current values of r𝑖 , v𝑖 and a𝑖 . One such 

approach is the ’Velocity Verlet’ of Swope et al. [22], that takes the form:  

r𝑖(𝑡 + 𝛿𝑡) = r𝑖(𝑡) + 𝛿𝑡v𝑖(𝑡) +
1

2
𝛿𝑡2a𝑖(𝑡) (8.15) 

v𝑖(𝑡 + 𝛿𝑡) = v𝒊(𝑡) +
1

2
𝛿𝑡[a𝑖(𝑡) + a𝑖(𝑡 + 𝛿𝑡)] (8.16) 

The velocity-Verlet algorithm is performed in stages. The first stage involves the calculation of 

updated positions using equation (8.15), followed by the velocities at the half time step using:  

v𝑖 (𝑡 +
1

2
𝛿𝑡) = v𝑖(𝑡) +

1

2
𝛿𝑡a𝑖. (𝑡) (8.17) 
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This is followed by a force evaluation and calculation of the acceleration at (𝑡 + 𝛿𝑡) before the the 

velocity is calculated via: 

v𝑖(𝑡 + 𝛿𝑡) = v𝑖 (𝑡 +
1

2
𝛿𝑡) +

1

2
𝛿𝑡a𝑖 (𝑡 +

1

2
𝛿𝑡). (8.18) 

As the velocities at the current time are available it is possible to determine the kinetic energy of 

the system. Further, the potential energy is calculated as part of the force evaluation, which means 

that all important quantities are available. This, combined with the numerical stability and 

convenience, means that this algorithm is the most widely adopted in molecular dynamics 

simulations. 

All of the time integration algorithms discussed above require the definition of a time step, 𝛿𝑡. 

These time steps should be as long as possible to sample phase space rapidly, although not so long 

that they introduce errors into the trajectory [23]. Time steps that are too large can make particle 

motion unstable leading to a very big truncation error in the integration process, so the total 

energy of the system may rapidly increase with time [24]. In general, this limits time steps to < 2 

fs [25], although there are circumstances, where smaller time steps may be required. For example, 

the high velocities of atoms during a radiation cascade can require very short time steps, 

therefore, variable time step algorithms have been developed [22,23]. 

8.2.3 Ensembles 

If the equations of motion are solved such that a system of 𝑁 atoms is confined in a fixed volume, 

𝑉 and the forces acting on the atoms are solely related to the potential energy of the system, then 

the simulation is in the microcanonical (NVE) ensemble. In this case the total energy of the system 

remains constant despite there being fluctuations in both the kinetic and potential energy as 

illustrated in Figure 8.2. 

 

Figure 8.2. Plot showing the kinetic, potential and total energies vary as a function of time during a molecular dynamics 

simulation within the microcanonical ensemble. 

As a consequence of the fluctuations in the kinetic energy the temperature cannot be controlled 

as:  
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𝑘𝐵𝑇(𝑡) =
1

𝑁
∑𝑣𝑖

2

𝑖

. (8.19) 

where 𝑘𝐵 is the Boltzmann constant. However, in many cases it is desirable to control the 

temperature to reproduce experimental conditions. One method of doing this is to simply rescale 

the velocities using:  

𝑣𝑖
′ = √

𝑇

𝑇(𝑡)
𝑣𝑖 . (8.20) 

While this rescaling approach does maintain the correct temperature it does not reproduce a 

canonical ensemble and so is rarely used outside of equilibration simulations. An alternative 

method is to weakly couple the system to a heat bath that adds or removes heat to maintain the 

desired temperature. The velocities are scaled such that:  

𝑑𝑇

𝑑𝑡
=
1

𝜏
(𝑇0 − 𝑇) (8.21) 

where 𝑇0 is the target temperature and 𝜏 is a coupling constant corresponding to the time interval 

between heat exchanges with the heat bath [28]. From here the velocities can be rescaled 

according to 𝑣𝑖
′ = 𝜆𝑣𝑖 , where:  

𝜆2 = 1 +
𝛿𝑡

𝜏
(
𝑇0
𝑇
− 1). (8.22) 

In the limit where 𝜏 >> 𝛿𝑡 the coupling is so weak that we have effectively recovered the 

microcanonical ensemble. At the other extreme, if 𝜏 = 𝛿𝑡 then this reduces to the standard velocity 

rescaling. It is not clear that this Berendsen thermostat reproduces a canonical distribution. 

Another method of controlling the temperature was proposed by Anderson [29]. In this approach 

the atoms have a small probability of colliding with the heat bath. If an atom does collide with the 

heat bath, its velocity is drawn from a Maxwell-Boltzmann distribution at the target temperature. 

While this thermostat does create a canonical (NVT) ensemble, the random changes in velocity 

disrupt the MD trajectories. 

The method proposed by Nose [30] and Hoover [31] introduces a fictitious degree of freedom, 𝑠, 

into the energy that represents a heat bath. The potential energy of 𝑠 is then (3𝑁 + 1)𝑘𝐵𝑇𝑙𝑛𝑠 

where 3𝑁 + 1 is the number of degrees of freedom. The kinetic energy is given by:  

𝐾𝐸(𝑠) =
𝑄(𝑑𝑠/𝑑𝑡)2

2
 (8.23) 

where 𝑄 represents a fictitious mass. If we then consider an extended system where the real 

system is connected to a heat bath 𝑠, assuming that the extended system is microcanonical, then 

the result is that the real system is maintained in a canonical state. The strength of the coupling 

between the real system and the heat bath is determined by the fictitious mass, 𝑄. 

The final approach to controlling the temperature we will discuss is the Langevin thermostat [32]. 

In the Langevin thermostat the equations of motion are modified such that:  

𝑚𝑖r𝑖̈ = F𝑖 − 𝛾𝑟̇ + 𝐅̃ (8.24) 

where 𝛾 is a frictional drag force and 𝐅̃ is a stochastic force. In order to satisfy the fluctation-
dissipation theorem the stochastic forces have a Gaussian distribution, i.e.:  
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⟨𝐅̃(𝑡)⟩ = 0, (8.25) 

⟨𝐅̃(𝑡)𝐅 ′̃(𝑡)⟩ = 2𝛾𝑘𝐵𝑇0𝛿(𝑡 − 𝑡
′). (8.26) 

8.2.4 Constructing a molecular dynamics simulation 

Implicit in all of the time integration procedures is the assumption that the initial positions of all 

atoms are known and, consequently, these must be provided by the user. As the system sizes 

available for simulations using classical molecular dynamics are significantly larger than can be 

studied using electronic structure methods, there is much more emphasis on the development of 

representative starting structures. 

Typically, the initial starting structure is constructed inside a box commonly referred to as a 

simulation supercell. This supercell can then be subjected to a range of boundary conditions 

including, free boundary conditions, fixed boundary conditions and periodic boundary conditions. 

The most common of these is the periodic boundary condition in which the simulation supercell 

is tessellated infinitely in all directions, as illustrated in Figure 8.3. Further, it is assumed that 

when an atom crosses the boundary and leaves the box another atom with the same velocity 

appears on the opposite boundary of the supercell. In many instances, such as when studying 

surfaces, it is advantageous to mix boundary conditions. For example, the boundary condition in 

the plane of the surface could be periodic while perpendicular to the surface may have an open 

boundary. 

 

Figure 8.3. Two dimensional representation of the periodic boundary conditions. The cell in black represents the 

simulation supercell the images in blue represent periodic images. Image taken from Ref. [33]. 

In addition to defining the positions of the atoms it is also necessary to define their velocities. This 

must be done such that the velocities represent the temperature of interest, while also ensuring 
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that the total linear momentum of the cell is zero. There are two main ways that the velocities can 

be assigned. The first is to apply a uniform distribution and the second, more popular, approach 

is to use a Maxwell-Boltzmann distribution, i.e.:  

𝑓(𝑣𝑖) = √
𝑚

2𝜋𝑘𝑏𝑇
exp [

−𝑚𝑣𝑖
2

2𝑘𝐵𝑇
]. (8.27) 

It should be noted that the system must be equilibrated after the velocities have been generated. 

With the atom positions and velocities established, the molecular dynamics simulation can 

proceed if the forces can be determined (methods for calculating forces will be discussed in the 

next section). Assuming the forces can be calculated, the MD simulation can proceed according to 

the flowchart illustrated in Figure 8.4. 

 

Figure 8.4. Flowchart showing the general outline of a molecular dynamics simulation. Note that in this case the index 

I stands for the iteration step. 

8.3 Force evaluation 

Evolving the atomic positions according to the equations of motion requires the ability to calculate 

the forces on the atoms or ions in the supercell. For the analytical potentials, the force 𝐹𝑖 on atom 

𝑖 is obtained as the gradient of the potential energy with respect to the position of atom 𝑖: 

𝑭𝑖 = ∇𝒓𝑖𝐸𝑡𝑜𝑡𝑎𝑙 (8.28) 

where 𝐸𝑡𝑜𝑡𝑎𝑙 is the total potential energy of the atomic system. For a pair potential that only 

depends on the interatomic separation between two atoms 𝑟𝑖𝑗, the gradient reduces to a simple 

one-dimensional derivative with respect to the separation. However, for many-body potentials 

that also depend on the environment or angle between atoms, the gradient becomes considerably 
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more complicated. For instance, in a potential that depends on the angles between chemical bonds 

𝜃𝑖𝑗𝑘, one has to consider all permutations of the indices 𝑖𝑗𝑘 when calculating the force on an atom 

𝑖. 

The versatility of molecular dynamics is such that these forces may be calculated using empirical 

potentials or force fields or, alternatively, from quantum mechanics. While ab initio molecular 

dynamics (AIMD) is now routinely applied on supercells containing several hundreds of atoms, it 

is not possible to explore the larger systems that are accessible using empirical techniques. The 

introduction of electronic degrees of freedom in AIMD enables the simulation of a wide range of 

bonding interactions without the user having to specifically dictate what they are. By contrast, in 

a classical MD simulation the user must define both the type of interactions present as well as the 

parameters that define the strength of the interaction. Furthermore, once the potential or force 

field has been defined, it remains fixed throughout the simulation. Therefore, selection of an 

appropriate potential and parameterisation is a key part of the classical MD researcher’s task. 

In order to represent the diverse range of interactions that can occur between atoms/ions in 

solids, a wide variety of potential forms have been derived. Therefore, we now explore some of 

the more common potential forms and discuss their applicability. 

8.3.1 Coulombic interactions 

The energy, 𝐸𝐶𝑜𝑢𝑙, associated with the interaction of two ions, 𝑖 and 𝑗, with charges 𝑞𝑖 and 𝑞𝑗 is 

given by Coulomb’s law:  

𝐸𝐶𝑜𝑢𝑙 =
𝑞𝑖𝑞𝑗

4𝜋𝜖0𝑟𝑖𝑗
 (8.29) 

where 𝜖0 is the permittivity of free space. As the magnitude of the Coulombic potential energy 

decreases as 1/𝑟𝑖𝑗, it acts over a relatively long range. The slow convergence implies that the 

calculation of forces on an atom, 𝑖, must consider a large number of the surrounding atoms, placing 

significant demands on computational resources. As a consequence, Ewald devised a method that 

partitions the sum into a short range, real space component and a long range, reciprocal space 

component. At long range the reciprocal component is used to mask the charges, thus simplifying 

the calculation significantly [37]. A number of improvements of this concept have been developed 

including the particle mesh ewald (PME) [38], the particle-particle particle-mesh (pppm) 

approach [39] and the Wolf summation [40]. 

The choice of the charges on the ions in a system is a fundamental part of the construction of a 

potential model. Many potentials adopt formal charges for the ions; however, the charges can be 

reduced to represent a degree of covalency (for example the charge on the Ti atom in the Matsui 

potential for TiO2 is 3.098 ∥e∥ [41]). Similarly, partial charges are widely used in the simulation 

of glasses [42] and ionic liquids [43]. The exact choice of charge for the ions in ionic crystals, 

glasses, or ionic liquids can be estimated from quantum mechanical simulations or they can be 

free parameters for fitting the potential model. 
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8.3.2 Lennard-Jones potential 

The Lennard-Jones potential [44-46] was one of the first potential models employed in molecular 

dynamics simulations when it was used by Rahman to study atomic motion in liquid Ar [47]. It is 

currently used extensively to model the interaction between atoms in oganic molecules, such as 

proteins and polymers, as discussed in section 8.3.4 below. 

The Lennard Jones potential can be written in a number of forms, including:  

𝐸𝐿𝐽 =∑ (4𝜖𝑖𝑗 [(
𝜎𝑖𝑗

𝑟𝑖𝑗
)

12

− (
𝜎𝑖𝑗

𝑟𝑖𝑗
)

6

])

𝑖≠𝑗

 (8.30) 

where 𝜖𝑖𝑗 and 𝜎𝑖𝑗 correspond to the minimum in the interaction energy and the separation at 

which the energy is zero, respectively. As is evident from equation (8.30), the energy depends only 

on the separation between the atoms 𝑖 and 𝑗. An equivalent representation is:  

𝐸𝐿𝐽 =∑ (
𝐴

𝑟𝑖𝑗
12 −

𝐶

𝑟𝑖𝑗
6)

𝑖≠𝑗

 (8.31) 

where 𝐴 = 4𝜖𝑖𝑗𝜎𝑖𝑗
12 and 𝐵 = 4𝜖𝑖𝑗𝜎𝑖𝑗

6 . In both cases, the first term represents a combination of the 

electrostatic repulsion between the atom’s nuclei and the Pauli exclusion principle. As the two 

atoms approach each other the electron clouds overlap and, as no two Fermions may occupy the 

same quantum state, this increases the electronic energy. The second term is called the London 

interaction and it represents the van der Waals interactions [48]. The exponent of 6 in this van 

der Waals term arises directly from dipole-dipole interactions between induced or permanent 

dipole moments of the atoms. 

8.3.3 Buckingham potential 

The Buckingham potential is generally used, in conjunction with the Coulomb interaction, to 

model ionic crystals. Its functional form is similar to the Lennard-Jones potential discussed above, 

however, the repulsive term is replaced with a Born-Mayer [49] like term to give:  

𝐸𝐵𝑢𝑐𝑘 = 𝐴𝑖𝑗exp(
𝑟𝑖𝑗

𝜌𝑖𝑗
) −

𝐶𝑖𝑗

𝑟𝑖𝑗
6  (8.32) 

where 𝐴𝑖𝑗 , 𝜌𝑖𝑗  and 𝐶𝑖𝑗 are potential parameters fitted to the specific ion types of 𝑖 and 𝑗. The 

Buckingham potential is frequently combined with the long-range Coulombic interaction to study 

ionic materials. A plot showing how these terms are combined in the case of the Mg2+-O2− 

interaction is presented in Figure 8.5. 
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Figure 8.5. Plot showing the potential energy as a function of the separation for the interaction between an Mg2+ and 

O2− ion as a function of separation. Figure taken from Ref. [50]. 

Care must be taken when using the Buckingham potential as at short ranges, (i.e. as 𝑟𝑖𝑗 → 0) the 

attractive London term dominates and 𝐸𝐵𝑢𝑐𝑘 → −∞ causing the atoms/ions to fall onto each 

other. This is sometimes referred to as the Buckingham catastrophe [51]. 

8.3.4 Class 1 forcefields 

In general, for inorganic systems such as metals and ionic crystals, empirical potentials are 

derived for specific materials, however, the flexibility offered by the Class 1 potential energy 

function means that a small number of force fields can be applied to a diverse range of different 

systems including proteins, surfactants, polymers and other aqueous or condensed phase 

systems. These force fields including, Amber, Chemistry at HARvard Macromolecular Mechanics 

(CHARMM) and the all-atom optimised potential for liquid simulations (OPLS-AA) adopt the 

functional form:  

𝐸 = ∑ 𝐾𝑏
𝑏𝑜𝑛𝑑𝑠

(𝑏 − 𝑏0)
2 + ∑ 𝐾𝛩

𝑎𝑛𝑔𝑙𝑒𝑠

(𝛩 − 𝛩0)
2 +

∑ 𝐾𝜙,𝑛
𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑠

[1 + 𝑐𝑜𝑠(𝑛𝜙 − 𝛿𝑛)] +

∑ 𝐾𝜙
𝑖𝑚𝑝𝑟𝑜𝑝𝑒𝑟𝑠

(𝜙 − 𝜙0)
2 + 𝐸𝐶𝑜𝑢𝑙 + 𝐸𝐿𝐽 .

 (8.33) 

We start by examining the harmonic terms in equation (8.33). The first term represents 

interactions between bonded atom pairs, where 𝑏 is the bond length, 𝑏0 is the equilibrium bond 

length and 𝐾𝑏 is the bond stiffness. Similarly, the second summation is over bonded triplets, where 

𝜃 represents the angles between two vectors 𝑖 − 𝑗 and 𝑗 − 𝑘 and 𝐾𝜃 is the angle stiffness. The 

fourth term is also harmonic and represents the improper dihedral angles. 𝜙 and 𝜙0 are the 

dihedral angle and the equilibrium dihedral angles respectively and 𝐾𝜙 is the force constant. The 

third term is sum over quartets of atoms with bonds between atoms, 𝑖 and 𝑗, 𝑗 and 𝑘 and 𝑘 and 𝑙, 

and models the dihedral corresponding to rotation of bonds 𝑖 − 𝑗 and 𝑘 − 𝑙 around 𝑗 − 𝑘. Then, 𝜙, 
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𝜙0 and 𝐾𝜙,𝑛 represent the dihedral angle, equilibrium dihedral and the force constant 

respectively. The Coulombic interactions,𝐸𝐶𝑜𝑢𝑙, are included using the standard form discussed in 

section 8.3.1. Finally, van der Waals interactions and the Pauli repulsion are included through the 

Lennard-Jones term, 𝐸𝐿𝐽. 

8.3.5 Embedded atom model 

First developed by Daws and Baskes [52], the embedded atom method is a many body potential 

that finds particular utility in the simulation of metals. In contrast to ionic crystals, in which the 

total cohesive energy can generally be written as the sum of the interaction energies between 

pairs of atoms, the nature of metallic bonding ensures that this is not the case with metals, as the 

strength of the interaction between any two atoms is a function of the positions of all the 

neighbouring atoms. In effect, the ions in a metal are embedded in a "sea" of delocalized electrons 

and it is the interaction between the ions and the delocalized electrons that is the source of the 

binding between atoms. In order to capture this effect in the EAM model, ions are assumed to be 

embedded in the charge density provided by the surrounding ions. The total energy is given as:  

𝐸𝑡𝑜𝑡 =
1

2
∑ 𝜙𝑖𝑗
𝑗,𝑗≠𝑖

(𝑟𝑖𝑗) +∑𝑓𝑖

𝑁

𝑖

(𝜌ℎ,𝑖) (8.34) 

where 𝜙𝑖𝑗(𝑟𝑖𝑗) represents the Coulombic repulsion between the ions and 𝑓𝑖(𝜌ℎ,𝑖) is the cohesive 

energy gained from embedding the ion in charge density represented by 𝜌ℎ,𝑖 . The local charge 

density is approximated as a function, 𝑓, of the distance between the central ion, 𝑖, and all the 

surrounding ions, 𝑗, within a defined cutoff (equation (8.35): 

𝜌𝑖 =∑𝑓

𝑗≠𝑖

(𝑟𝑖𝑗) (8.35) 

As a consequence, the calculation of the density is treated like a simple pair-wise interaction. This, 

coupled with the ability to use cubic splines, that can be readily fitted to first principles data [4], 

makes the EAM computationally efficient. 

An important development of the EAM occurred in 1984 when Finnis and Sinclair, suggested that 

the embedding energy should be related to the square route of the density, based on the second 

moment approximation to tight binding theory, i.e.:  

𝑓(𝜌𝑖) = √𝜌𝑖 (8.36) 

The original Finnis-Sinclair model used polynomial functions to define the contribution of an ion 

to the local density as well as the to describe the pairwise repulsion term. This initial strategy was 

extended by Dai et al. [53], such that the contribution to the density is now calculated from:  

𝜌𝑖 =∑𝐴2

𝑗≠𝑖

𝛽(𝑟𝑖𝑗) (8.37) 

where:  

𝛽(𝑟) = {(𝑟𝑖𝑗 − 𝑑)
2
+ 𝐵2(𝑟 − 𝑑)4

0

, 𝑟 ≤ 𝑑
, 𝑟 > 𝑑

 (8.38) 
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and 𝐴 and 𝐵 are constants and 𝑑 is a cutoff distance. For the repulsive interaction:  

𝜙(𝑟𝑖𝑗) = {
(𝑟𝑖𝑗 − 𝑐)

2
(𝑐0 + 𝑐1𝑟𝑖𝑗 + 𝑐2𝑟𝑖𝑗

2 + 𝑐3𝑟𝑖𝑗
3 + 𝑐4𝑟𝑖𝑗

4)

0

, 𝑟 ≤ 𝑐
, 𝑟 > 𝑐

 (8.39) 

where 𝑐0, 𝑐1, 𝑐3 and 𝑐4 are fitting constants and 𝑐 is the cutoff for the potential functional. 

The EAM-like potentials have proven to be very well suited to model a wide range of elemental 

metals and at least binary and ternary metal alloys. An example of results from an MD simulation 

of a RuAl bilayer system is shown in Figure 8.7. 

 

Figure 8.6. Example of a molecular dynamics simulation of spontaneous mixing in a RuAl bilayer metal system. In these 

simulations (and the corresponding experiments) an initially completely mixed Ru/Al bilayer system was subjected to 

a sudden heating ("heat spike") in one end. Since the RuAl system has a high negative heat of mixing, this induced energy 

release and melting of the system (gray atoms). However, when the system cools down, a new binary intermetallic B2 

RuAl (blue atoms) starts to form from the melt. For details see Ref. [60] , reprinted with open access permissions. 
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8.3.6 Bond order potentials 

The potentials discussed above have been widely used to successfully model ionic crystals, 

proteins, polymers and metals, however, none of the functional forms discussed so far is able to 

capture the properties of covalently bonded solids, such as diamond or silicon. As is the case with 

metals, the interaction between two atoms in a covalent solid is a function of the positions of the 

neighbouring atoms, however, it is not only a function of the relative distances, but also the angles 

between the neighbouring bonds. In other words, the strength of a bond is modified by the 

number and orientation of neighbouring bonds. Bond order potentials, such as the Tersoff 

potential [61], aim to capture these effects. 

Within the framework of the Tersoff potential, the total potential energy for a system of 𝑁 atoms 

if given by:  

𝐸𝑡𝑜𝑡 =∑𝐸𝑖

𝑁

𝑖=1

. (8.40) 

The site potential for an atom 𝑖 can then be written:  

𝐸𝑖 =
1

2
∑ =

𝑗≠𝑖

𝐸𝑖𝑗 (8.41) 

and the interaction energy between atoms 𝑖 and 𝑗 is then given by:  

𝐸𝑖𝑗 = 𝑓𝐶(𝑟𝑖𝑗)[𝑓𝑅(𝑟𝑖𝑗) − 𝑏𝑖𝑗𝑓𝐴(𝑟𝑖𝑗)]. (8.42) 

where 𝑓𝐶(𝑟𝑖𝑗) is the pairwise cutoff function, otherwise known as a screening function, which goes 

continuously from 1 to 0 in the neighborhood of the equilibrium bond length and it takes the form:  

𝑓𝐶(𝑟𝑖𝑗) =

{
 
 

 
 1, 𝑟𝑖𝑗 < 𝑅1
1

2
[1 + 𝑐𝑜𝑠 (𝜋

𝑟𝑖𝑗 − 𝑅1

𝑅2 − 𝑅1
)] , 𝑅1 < 𝑟𝑖𝑗 < 𝑅2

0, 𝑟𝑖𝑗 ≥ 𝑅2

 (8.43) 

where 𝑅1 and 𝑅2 are the inner and out cutoff distances. The screening function ensures that only 

nearest neighbour atoms are covalently bonded. 

The pairwise repulsive function, 𝑓𝑅(𝑟𝑖𝑗) has the functional form:  

𝑓𝑅(𝑟𝑖𝑗) = 𝐴𝑒
−𝜆𝑟𝑖𝑗  (8.44) 

and the pairwise attractive function can be given as:  

𝑓𝐴(𝑟𝑖𝑗) = 𝐵𝑒
−𝜇𝑟𝑖𝑗  (8.45) 

where, 𝐴, 𝐵, 𝜆 and 𝜇 are all fitting parameters that are greater than zero. 

The bond order term, 𝑏𝑖𝑗, in equation (8.42) is the term responsible for modifying the bond 

strength as a function of the number, length and orientations of neighbouring bonds. It takes the 

following form:  

𝑏𝑖𝑗 = (1 + 𝜁𝑖𝑗
𝑛)
1/2𝑛

 (8.46) 

where 



214  Chapter 8 

   

 

𝜁𝑖𝑗 = ∑ 𝑓𝐶

𝑁

𝑘≠𝑖,𝑗

(𝑟𝑖𝑘)𝑔(𝜃𝑖𝑗𝑘) (8.47) 

and 𝑛 is an empirically derived parameter. Increasing the value of 𝜁𝑖𝑗 leads to a decrease in 𝑏𝑖𝑗 and 

hence a weaker bond. By contrast, when 𝜁𝑖𝑗 = 0, 𝑏𝑖𝑗 reaches a maximum value of 1. The angular 

function takes the form:  

𝑔(𝜃𝑖𝑗𝑘) = 𝛾 (1 +
𝑐2

𝑑2
−

𝑐2

𝑑2 + (𝑐𝑜𝑠𝜃𝑖𝑗𝑘 − ℎ)
2) (8.48) 

where 𝜃𝑖𝑗𝑘 is the angle between the bonds between atoms 𝑖 and 𝑗 and 𝑖 and 𝑘 and 𝛾, 𝑐, 𝑑 and ℎ 

complete the list of potential parameters. The total number of fitting parameters in the Tersoff 

potential is nine, therefore fitting such bond order potentials is always challenging. Nevertheless, 

they have been applied very successfully to a number of covalently bonded solids. 

8.3.7 Dipole polarizatibiltiy 

The shell model of Dick and Overhauser [62] envisages an atom or ion as a massive, positively 

charged core connected to a massless negatively charged shell. The core and the shell are then 

connected together via a harmonic spring with a force constant, 𝐾𝑠𝑝𝑟𝑖𝑛𝑔, such that the energy is 

given as:  

𝐸 =
1

2
𝐾𝑆𝑝𝑟𝑖𝑛𝑔𝛿𝑟𝑖  (8.49) 

where 𝛿𝑟𝑖 is the separation between the core and the shell. An image showing how the 

introduction of an external charge polarises and ion based on the shell model is presented in 

Figure 8.7. 

 

Figure 8.7. Graphical representation of Dick and Overhauser’s shell model. (a) shows an unpolarised atom where the 

core and shell are centered on the same point in space, and (b) shows how the presence of an external electric field can 

polarise the core-shell arrangement. Image taken from Ref. [50] 

The introduction of shells into a molecular dynamics simulation poses significant problems. 

Whilst it is possible to calculate the force on the shells, as they have no mass, it is not possible to 

determine an acceleration. As a consequence, it is not possible to evolve their positions in time. 

There are two solutions to this problem. The first is the adiabatic shell method [63] where the 

shells are assigned a fraction of the atomic mass, 𝑥, such that it ensures the natural frequency of 

vibration of the harmonic spring, 𝑣𝑐𝑜𝑟𝑒−𝑠ℎ𝑒𝑙𝑙, i.e.:  
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𝑣𝑐𝑜𝑟𝑒−𝑠ℎ𝑒𝑙𝑙 =
1

2𝜋
[
𝐾𝑆𝑝𝑟𝑖𝑛𝑔

𝑥(1 − 𝑥)𝑚
]
1/2

. (8.50) 

From a dynamical perspective the core and shell resemble a diatomic molecule, however, there is 

no exchange of kinetic energy between the core-shell unit and the remainder of the system due to 

the high vibrational frequency of the bond. The second approach is the relaxed or massless shells 

model [64]. In this approach the shells have no mass and so their movement cannot be governed 

by the equations of motion. Therefore, in each timestep the positions of cores at 𝑡 + 𝛿𝑡 are 

determined and then the shells are relaxed such that the force on every shell is zero. This neatly 

mimics the Born-Oppenheimer approximation that states that the electrons can react 

instantaneously to any change in nuclear positions [65]. 

8.3.8 ZBL potential 

The empirical potential and force field models discussed thus far have all assumed that the system 

is close to equilibrium. However, under extreme conditions, most notably during irradiation 

where atoms have very high velocities, atoms can become very close to each other requiring a 

better description of the forces at these short-ranges. Zeigler et al. have shown that the repulsive 

interaction at short range can be described using a screened Coulomb potential, i.e.:  

𝐸𝑍𝐵𝐿 =
1

4𝜋𝜖0

𝑍𝑖𝑍𝑗𝑒
2

𝑟𝑖𝑗
𝜙(𝑟𝑖𝑗/𝑎) + 𝑆(𝑟𝑖𝑗). (8.51) 

where 𝑍𝑖  and 𝑍𝑗  are the charges on the atomic nuclei [56]. The screening length and function are 

given by equations (8.52) and (8.53), respectively.  

𝑎 =
0.46850

𝑍𝑖
0.23 + 𝑍𝑗

0.23 (8.52) 

𝜙(𝑥) = 0.18175𝑒−3.19980𝑥 + 0.50986𝑒−0.94229𝑥 + 

0.28022𝑒−0.40290𝑥 + 0.02817𝑒−0.20162𝑥 
(8.53) 

The ZBL potential is only designed to operate a very close ranges and, therefore, it must be 

connected the potential model used to describe the system of interest under equilibrium 

conditions. The final potential is thus described as:  

𝐸 =

{
 
 

 
 
𝐸𝑍𝐵𝐿 , 𝑟𝑖𝑗 ≤ 𝑟1

∑𝑎𝑛

7

𝑛=0

𝑟𝑛, 𝑟1 < 𝑟𝑖𝑗 < 𝑟2

𝐸𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙 , 𝑟𝑖𝑗 ≥ 𝑟2.

 (8.54) 

where ∑ 𝑎𝑛
7
𝑛=0 𝑟𝑛 is spline function that enables the transition from the ZBL to the original 

potential [67]. The spline function is fitted to ensure that the overall potential is continuous in 

both the first and second derivatives. Care should be taken with the selection of the cutoffs 

between the different functions. As the spline is not governed by any scientific rationale the region 

of its operation should be as small as possible, however, it is also important to ensure that there 

are no turning points in the splined region. 
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8.3.9 Reactive potentials 

As described above the lack of explicit electronic detail present within classical molecular 

dynamics implies that a different potential model is required for each different type of material, 

i.e. metal, semiconductor, protein etc. This inevitably raises the question of what to do when your 

target system consists of different types of materials and how should atoms that move between 

different classes of material be treated. From a fundamental perspective, the issue is that the 

potentials described so far are unable to model chemical reactivity. Addressing this issue is the 

motivation for the reactive force field model, typically referred to as ReaxFF [68] and the charge-

optimized many body potential (COMB) potentials [69]. To enable a description of reactivity these 

potential models adopt a bond order approach which is coupled with a variable ionic charge to 

produce a flexible interatomic description. As a consequence they are transferable across phases 

(solid, liquid, gas) and different chemistries, for example an oxygen atom is treated with the same 

formalism whether it is in O2 gas, liquid H2O or solid SiO2. 

For the ReaxFF potential the total energy of the system can be determined from: 

𝐸system = 𝐸bond + 𝐸over + 𝐸angle + 𝐸tors + 𝐸vdWaals + 𝐸Coul + 𝐸Specific (8.55) 

where 𝐸bond is the energy associated with forming bonds, 𝐸angle is the bond bending energy, 

𝐸torsion is the torsion energy, 𝐸vdWaals is the van der Waals energy and 𝐸Coul is Coulomb energy . 

In addition to these familiar terms, there is an energy penalty term 𝐸over for deviation from the 

ideal coordination and a term 𝐸spec to take account of effects not included in the other terms. The 

bond stretching, bending and torsion terms are all functions of the bond order, 𝐵𝑂, which is a 

function of the interatomic separations atoms, 𝑟𝑖𝑗 , in a similar way to the Tersoff potential 

(described above). This term modifies the strength and angle dependence of the bond, depending 

on the number and length of neighbouring bonds. For example, the bond order term for carbon is 

given by the sum of contributions from single, double and triple bonds (𝐵𝑂𝑖𝑗
𝜎 , 𝐵𝑂𝑖𝑗

𝜋  and 𝐵𝑂𝑖𝑗
𝜋𝜋 

respectively), as shown in equations (8.56) and (8.57). 

 

𝐵𝑂𝑖𝑗 = 𝐵𝑂𝑖𝑗
𝜎 + 𝐵𝑂𝑖𝑗

𝜋 + 𝐵𝑂𝑖𝑗
𝜋𝜋 (8.56) 

= 𝑒𝑥𝑝 [𝑝𝑏𝑜1 (
𝑟𝑖𝑗

𝑟𝑜
𝜎)
𝑝𝑏02

] + 𝑒𝑥𝑝 [𝑝𝑏𝑜3 (
𝑟𝑖𝑗

𝑟𝑜
𝜋)
𝑝𝑏04

] + 𝑒𝑥𝑝 [𝑝𝑏𝑜5 (
𝑟𝑖𝑗

𝑟𝑜
𝜋𝜋)

𝑝𝑏06

] 

 

(8.57) 

The parameters 𝑝𝑏𝑜1, 𝑝𝑏𝑜2, 𝑝𝑏𝑜3, 𝑝𝑏𝑜4, 𝑝𝑏𝑜5, 𝑝𝑏𝑜6 and 𝑟𝑜
𝜎 , 𝑟𝑜

𝜋, 𝑟𝑜
𝜋𝜋 are all fitting parameters. Non-

bonded interactions are present between all atom pairs and consequently there is no requirement 

for explicit switching functions. One caveat is that these terms become unphysically large at short 

separations requiring shielding functions for the Coulomb and van der Waals terms to 

compensate. 

Similarly, in the COMB approach the total energy is determined from: 

𝐸COMB = 𝐸self + 𝐸Coul + 𝐸polar + 𝐸vdWaals + 𝐸bonds + 𝐸other (8.58) 
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Where 𝐸self is the energy associated with the ionization of an atom, 𝐸polar represents the dipole 

and higher order elctrostatic interactions and 𝐸other describes specific bond angle configurations 

[70]. 

Key to modelling reactivity is the dynamic calculation of atomic charges during the simulation. 

ReaxFF and COMB both use charge equilbration procedures to distribute charges according to 

electronegativity differences. While the ability to assign charges dynamically is fundamental for 

describing reactivity, it is also computationally expensive limiting the system size. 

8.3.10 Machine-learned potentials 

In recent years, machine-learned (ML) interatomic potentials have emerged as an alternative to 

the analytical potential functionals [71-75]. In these, instead of an analytical functional form or 

tabulated function, the potential energy and forces are obtained from some machine-learning 

formalism. The advantage of the approach is that the description of the energy and forces is not 

limited to the flexibility of the mathematical function. Instead, one can at least in principle fit all 

the data points in an arbitrarily large database to a desired accuracy. 

The downside is that if the ML formalism has no physically motivated approach at all, interatomic 

configurations outside the fitting database may be arbitrarily badly described. This argument can 

be illustrated with a simple example. Assume one would make a large database of energies for just 

2 isolated atoms as positions of their coordinates in space 𝑟𝑖 and 𝑟𝑗, then train a neural network 

(NN) to reproduce exactly these energies. While with a large enough network all points could be 

definitely reproduced, this could lead to an effect where the neural network gives different 

energies to atom positions that have different orientation in space even when the interatomic 

separation 𝑟𝑖𝑗 is exactly the same. While the NN would do exactly what it is trained for, the result 

would be obviously chemically wrong (as a bond energy should not depend on orientation in 

space). 

To avoid such pitfalls, machine-learned approaches for interatomic potentials do utilize some 

basics physics insights in their implementations. For instance, to avoid the pitfall mentioned 

above, one can train the ML approach against the interatomic separation 𝑟𝑖𝑗 rather than 

coordinates in space 𝑟𝑖, 𝑟𝑗. This idea of "symmetry functions" can also be extended e.g., to bond 

angles [71,73]. Similarly, to avoid strong local jumps in the energy of very closeby atom positions 

(which could result from a "blind" ML training even though it is obviously not chemically 

reasonable) smoothing schemes can be used within the training scheme [73]. 

After such physical/chemical insight have been included in the ML formalism, the machine-

learned potentials have proven to in several materials be able to reach "quantum accuracy", i.e., 

an accuracy that is comparable to the density-functional theory database against which they are 

trained. This has been demonstrated to work very well at least in the Gaussian Approximation 

Potential (GAP) [76,77] approach. An example of the level of agreement that can be obtained is 

shown in Figure 8.8. Naturally, if the DFT database itself has inaccuracies (which is often the case 

e.g., for elastic constants), these are carried over to the ML potential. 

It is also important to realize that the ML approaches should not be used for extrapolation, as they 

do not have physically motivated functional forms. For instance, if all interatomic separations in 

a training database are for normal near-equilibrium chemical separations, interatomic 
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configurations with much larger or smaller separations may be arbitrarily poorly described. This 

was recently shown explicitly for Si and W, for which tests at very small separations were shown 

to give clearly unreasonable results [78,79]. The issue was resolved by addition of a ZBL-like 

repulsive potential to the GAP formalism for the short separations [79]. 

It is worth noting that there is no strict limit between ML and numerically tabulated interatomic 

potentials, since the ML training schemes can in some formalisms be reduced partly or fully to a 

final numerically tabulated potential [80]. As in analytical potentials, the implementation of the 

complexity of the training and final ML force calculation is in the end a trade-off between accuracy 

and speed: the more complex the formalism, the slower it is. Typical ML potentials are 1-4 orders 

of magnitude slower than analytical potentials for the same materials, yet at the same time many 

orders of magnitude faster than DFT. 

 

Figure 8.8. Example of the level of agreement that can be obtained between the DFT training data set and a machine-

learned interatomic potential. The dots are the DFT data points on the cohesive energy in variour high entropy alloy 

configurations, and the lines show results from the multielemental tabGAP formalism. From Ref. [80], reprinted with 

permission from the authors. Copyright the American Physical Scoiety (2021) 

8.3.11 Practical considerations 

The rapid growth in the use of molecular dynamics in scientific research has been accompanied 

by an increase in the number of potential models developed. For some of the more widely studied 

materials there have been a large number of potentials developed (see for example the evolution 

of potentials for UO2 in Figure 8.9). This leads to the inescapable question about which is the 

correct potential to use. 
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Figure 8.9. Timeline showing the evolution of the potential models for UO2 Image taken from Ref. [81] 

There is no simple answer to this question as it largely depends on the properties that the 

researcher is interested in. It is not the case that the newer potentials are necessarily better than 

some of the older ones. As discussed by Govers et al. for UO2 the potentials all do a good job of 

reproducing the properties they were fit to, however, when examining other properties, they 

perform less well [82,83]. Therefore, if a researcher is interested in structure of dislocations in 

UO2, they might choose to use a potential that reproduces the bulk modulus, even though the same 

potential does a less good job of the reproducing the thermal expansion. It is, therefore, very 

important to become familiar with a potential and be aware of its limitations helping to place any 

results generated in context. 

8.4 Codes available 

From a practical point of view, running molecular dynamics is nowadays rather easy. Historically, 

many MD codes were developed as pure research codes in one or a few research groups, with 

well-known shortcomings for both the quality and usability of the codes. During the last decade, 

a major fraction of MD users has diffused towards using professionally maintained open-source 

codes: including LAMMPS [91], GROMACS [92] and DL_POLY [93]. The LAMMPS package also 

supports the GAP ML potentials described in section 8.3.10. These codes have a wide user base, 

are extendable, and have good documentation. However, it be kept in mind that for reliable 

scientific research, it is very important that the users do not use the codes as “black boxes” but 

understand the physics and chemistry of the algorithms. 

In addition to the array of simulation packages available to run the MD simulations there are also 

a whole host of post processing packages to help with the analysis of the atomic trajectories, 

including OVITO [94,95], Visual Molecular Dynamics (vmd) [96] and pymol [97]. 
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9.  Molecular dynamics for radiation effects 

Kai Nordlund* , Flyura Djurabekova, Samuel T. Murphy, Dorothy M. Duffy  

In this article, we review the molecular dynamics (MD) methods for use in simulations of radiation 

effects across a broad energy range. We examine the physical limitations of the classical MD for 

simulation of radiation effects, and present the modifications required to improve MD’s 

description of high-kinetic energy events. In the high-energy regime, which is known as swift 

heavy ions, we overview the existing models of extending the classical molecular dynamic 

methods to include effects of electronic excitations. At the end, we also discuss the complications 

associated with modelling complex radiation effects and challenges, which remain to be resolved. 

  

                                                             
 Contact: kai.nordlund@helsinki.fi 



228  Chapter 9 

   

 

9.1 Introduction 
Computer simulation of radiation effects has an interesting history, as the very first computer 

simulation ever was about motion of neutrons in fissile uranium, in a project that for well-known 

reasons was well funded [1]. Since then, the development of several key computational methods 

was associated with developments in irradiation physics (for a thorough review, see Ref. [2]). 

The purpose of this article is to overview the simulation methodology of the key method for 

modern modelling of radiation effects: molecular dynamics (MD). While this approach is, of 

course, by far not the only relevant method [3-6], it has been the most used one for the last couple 

of decades [2]. Moreover, several recent articles have reviewed the overall framework of 

multiscale modelling of radiation effects [3,5,7-9]. Hence in this article, we choose to focus at some 

more depth on the molecular dynamics method. 

The basic MD algorithms are described in an early chapter in this book, therefore, in this chapter, 

we describe the special solutions that are crucial to describe radiation effects properly in 

molecular dynamics. We describe methods needed both for handling the nuclear collision regime 

(collision cascades, section 9.2) as well as the electronic collision regime when that produces 

materials modification (swift heavy ion track regime, section 9.4). 

9.2 Molecular dynamics for collision cascades 

9.2.1 Special considerations for radiation effects 

The approaches discussed in the previous chapter all related to MD simulation of equilibrium or 

non-equilibrium thermodynamic systems. Radiation effects are, of course, neither. In fact, when 

atoms or ions move with keV or higher energies, the initial stages of the collision cascade are not 

a thermodynamic system at all. This is because the definition of thermodynamic systems states 

that the processes occur slow compared to the relaxation time 𝜏 of the system [11]. 

A simple calculation shows that atoms with kinetic energies in the keV range do not fulfill the 

criterion for a thermodynamic system. For a hard solid, 𝜏 can be estimated to be of the order of 

the inverse of the lattice Debye vibration frequency 𝜈. Since 𝜈 ∼ 1013𝐻𝑧 [12], 𝜏 ∼ 100 fs. By 

comparison, for example a 1 keV Cu atom has the velocity 

𝑣 = √(2𝐸/𝑚_𝐶𝑢 ) = 55 𝑘𝑚/𝑠 =  0.55 Å/𝑓𝑠  
(9.1) 

Hence a 1 keV Cu atom moves about 55 Å in 100 fs, which is multiple times the interatomic 

distance of about 2.6 Å. Since thermodynamic equilibration involves collective lattice vibrations, 

it is clear there is not sufficient time for equilibration to occur when an atom traverses several 

interatomic distances during one lattice vibration. 
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Figure 9.1. Schematic of the energy dependence of stopping power and how this relates to ion movement and collisions 

in a material. The regime where nuclear collisions dominate is that where collision cascades occur. Swift heavy ion track 

production may occur at energies around the maximum in electronic stopping power. 

Indeed, decades of work with binary collision approximation (BCA) simulations [13-18] have 

shown that the high-energy part of radiation can be well treated based on a ballistic collision 

model. This is because at high energies (10’s of keV’s or more), the ions travel mostly in a straight 

line, and one can separate the collisions from each other, see Figure 9.1. However, at the end of 

this so-called ballistic phase, after about 200 fs, the maximum energy in the system has decreased 

to be comparable to the bond energies, of the order of 1-5 eV. In this regime, the collisions become 

dense and local. This is illustrated in a binary collision picture in Figure 9.2 and in a molecular 

dynamics picture in Figure 9.3). 
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Figure 9.2. Comparison of the ion movement and damage production regions in the nuclear (top) and electronic 

(bottom) collision regime. The atomic images (left) are from MD simulations of silica, and the trajectory and recoil image 

from a SRIM simulation [10]. Note also the very different scale in the images, in the top part the plotted width is 400 

nm, in the lower 14000 nm.  

At this stage, the binary collision approximation breaks down [19] and the atoms start to move 

initially by complex many-body interactions. After that, in about 1 ps, the atoms act as a very hot 

pressurized liquid [20,21]. At this stage, the system also becomes one, where thermodynamics 

does apply. The many-body interactions may be handled partly by the BCA, however, the 

transition to the thermodynamic behaviour of the system cannot be addressed using binary 

collisions only. However, since MD by definition handles all atomic interactions at once, it can at 

least in principle handle this. However, the regular MD algorithms cannot handle the ballistic 

phase. 
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Figure 9.3. Illustration of the thermalization of a low-energy cascade, one induced by a 1 keV Cu recoil in Cu. The figure 

shows snapshots of atom positions in a 4-atom layer thick segment of Cu, with the cell size given in the bottom in units 

of Å. The colors indicate the kinetic energy of each atom. For each snapshot, the maximum kinetic energy of any atom 

in the system is shown on the top left corner. As the numbers show, at 0.2 ps the maximum kinetic energy (13.5 eV) is 

still above the cohesive energy of about 4 eV. However, already at 0.3 ps the maximum kinetic energy is clearly below 

the cohesive energy.  

In the following subsection, we describe the extensions to the MD method to enable description 

of both the high-energy effect and the transition to the thermodynamic regime in a single, unified 

simulation formalism with no discontinuities. The modifications needed in the core algorithm are 

illustrated in Figure 9.4. 
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Figure 9.4. The molecular dynamics algorithm for studying radiation effects. The boxes with dashed lines indicate the 

additional steps needed for radiation effects modelling. It is also very important to have a realistic repulsive potential 

(see text), however, this is embedded in the interatomic potential 𝑉(𝑟) and hence does not affect the main algorithm. 

𝑆𝑒 stands for the electronic stopping power and the index 𝑖 for the iteration step. In a 2T-MD approach, the solution of 

the electronic temperature is done separately from this algorithm, and then coupled to the atomic motion e.g. in 

connection to the temperature control stage. 

9.2.2 Special solutions in MD for nuclear collision effects 

9.2.2.1 Necessity of not using thermostats or barostats 

From the discussion above, it is clear that for simulating radiation effects in the collisional phase 

one should not use any thermostat or barostat. The reason is simply that since the initial ballistic 

phase is not a thermodynamic system, using any control algorithm that strives to conserve a 

thermodynamic quantity is by definition not appropriate. Fortunately, the core MD solution of the 

equations of motion describe atom motion by Newton’s laws inherently. Thus, the classical MD 

algorithm can be used to describe radiation effects as well. In thermodynamic terminology, this 

corresponds to simulating the 𝑁𝑉𝐸 ensemble. 

However, after the collision phase is over and the extra temperature introduced by the radiation 
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has cooled down completely, it may be desirable to use a thermostat or a barostat (to enable 

modelling e.g. radiation-induced plastic flow). This can be naturally achieved by turning on the 

thermostat or barostat after the initial recoil event was completed. 

9.2.2.2 Adaptative time step 

As noted in the chapter describing equilibrium molecular dynamics, the time step used in 

equilibrium MD is typically a few fs. Even for a relatively short equilibrium time step of 2 fs, this 

poses a big problem for radiation effects. E.g., in the example of 1 keV Cu atom, which was given 

above, this would mean that the atom moves 1.1 Å in a single time step, about half of the 

interatomic distance. It is clear that this would lead to a huge difference in potential energy and 

force over a single MD integration step, leading to a major inaccuracy in the solution of the 

equations of motion. This qualitative deduction can easily be checked by energy conservation 

tests in an actual MD simulation, and is illustrated in Figure 9.5. 

For numerically stable solution of the MD algorithms of motion, it is thus important that the 

potential and force do not change too much over a single time step. In practical terms, this can be 

translated to a requirement that the displacement of an atom over a single time step is not too 

large. Tests like the one shown in Figure 9.5 show that when the maximum displacement of an 

atom is about 1/20 of the interatomic distance, one can achieve stable solution of the equations 

of motion. Hence, one could always make MD conserve energy by shortening the time step to 

match this criterion. However, since in an irradiation event, the atoms initially move very fast, but 

after the about 200 fs have slowed down to thermal energies, there is no reason to continue using 

the very short time step over the long simulation times. The very short time step over a long 

iterative run would make the simulations extremely slow. 

An obvious solution to this issue is to use an adaptive time step that is inversely proportional to 

the maximum velocity of any atom in the system 𝑣max: 

𝛥𝑡 =
𝑘𝑡
𝑣𝑚𝑎𝑥

 (9.2) 

Here 𝑘𝑡 is a constant that gives the maximum displacement of any atom in the system. This 

approach alone is, however, sufficient, because in a strong collision between two atoms, the atoms 

actually slow down when they go up in potential energy. Equation (9.2) alone would then lead to 

a shorter rather than longer time step in a strong collision, which is contrary to the purpose of 

stable solution of the equations of motion. This issue can be solved by making the time step also 

proportional to the maximum potential energy or force in the system, and then picking the shorter 

of the two alternatives. Moreover, it is also desirable to prevent too large increases of the time 

step over a single iteration. All of these requirements can be achieved by using a time step 

𝛥𝑡 = 𝑚𝑖𝑛 (
𝑘𝑡
𝑣𝑚𝑎𝑥

,
𝑘𝑡

𝐹𝑚𝑎𝑥𝑣𝑚𝑎𝑥
, 1.1 𝛥𝑡𝑝𝑟𝑒𝑣 , 𝛥𝑡𝑒𝑞𝑢𝑖𝑙𝑖𝑏𝑟𝑖𝑢𝑚) (9.3) 

Here the constants 𝑘𝑡 and 𝐸𝑡 are then set using energy conservation tests for a given system and 

energetic atom species. Typically 𝑘𝑡 ∼ 0.1 Å and 𝐸𝑡 ∼ 30 eV give stable integration even in very 

high-energy collisions. 
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Figure 9.5. Illustration of how the time step selection affects energy conservation in a molecular dynamics simulation 

of a 1 keV Cu self-recoil in a 16,384 atom Cu cell with all periodic boundary conditions. The case of "Adaptive time step" 

is implemented with the equation described in the main text, with the constants 𝑘𝑡 = 0.1 Å and 𝐸𝑡 = 30 eV and the 

equilibrium time step 𝛥𝑡equilibrium = 4.06 fs. In the other cases, the simulation was run with a constant time step with 

the value of the legend. The integrator used was the 5th order Gear predictor-corrector [22]. The inset shows how many 

MD iterations (time steps) were needed to simulate the cascade until 20 ps. For the constant time step of 2 fs, the system 

was completely unstable and hence it was not even possible to simulate until 20 ps. Note that even if a change in total 

energy of -0.01 eV/atom may sound small, in terms of temperature this corresponds to an about 100 K artificial loss of 

heat from the system. 

9.2.2.3 High-energy repulsive potential 

In most conventional equilibrium potentials, the functional form of the short-distance parts, when 

the interatomic distance 𝑟 → 0, is completely unsuitable for simulating radiation effects. For 

instance, in the Lennard-Jones potential the short-distance part ∝ 1/𝑟12 and in the Morse 

potential ∝ exp(−𝐴/𝑟 − 𝑟0). However, consider that all atoms have a positively charged nucleus, 

the physically reasonable form of the interatomic potential 𝑉 at small separations must be 

𝑉 =
1

4𝜋𝜀0

𝑍1𝑍2
𝑟
𝜙(𝑟) (9.4) 

where the term with 𝑍1 and 𝑍2 is of course the Coulomb potential between the nuclei. For two 

bare nuclei without any electrons, this term alone would be the exactly correct interatomic 

potential at all distances except for the nuclei overlap. The 𝜙(𝑟) is the screening function that 

describes how the electrons of the atoms in any real solid screen the Coulomb potential of the bare 

nuclei. 

The form of 𝜙(𝑟) has been the subject of ion beam theory and experiments for decades, for a 

historical review see Ref. [23]. By far the most commonly used repulsive potential is the universal 

Ziegler-Biersack-Littmark (ZBL) potential. This potential is essentially an averaging fit to a set of 



Molecular dynamics for radiation effects  235 

   

 

Thomas-Fermi electronic structure calculations [24]. It has the major advantage that it is only a 

function of 𝑍1 and 𝑍2 and hence can be easily implemented for any atom pair. However, due to its 

nature as an averaging fit, it can be easily off 5-10 % for a given pair. An alternative, newer 

universal screening function fit has been recently developed by Zinoviev [25]. 

Atom pair-specific quantum mechanical calculations of a dimer can be used to obtain more 

accurate potentials for small interatomic separations [26-28]. Recent comparisons with 

experiments indicate that these are quite accurate, at least when obtained from all-electron DFT 

calculations [29]. 

9.2.2.4 Electronic stopping power and electron-phonon coupling 

The electronic stopping power 𝑆𝑒 (cf. Figure 9.1), i.e., loss of energy of a high-energy ion to 

electronic excitations, can for kinetic energies >> the cohesive energy of the material be readily 

implemented in molecular dynamics as a frictional force affecting the motion of all high-energy 

atoms. Since the electronic stopping power 𝑆𝑒(𝑣) [23, 30, 31] has units of force, the energy loss 

can be implemented simply by subtracting 𝛥𝑡𝑆𝑒(𝑣)/𝑣 from the velocity of an energetic atom over 

every time step of length 𝛥𝑡. This approach is consistent with the one used in BCA simulations 

[14], and has been implemented in molecular dynamics by several groups since the 1990’s [32-

38]. It can be validated against experiments by direct comparison of simulated and experimental 

ion range profiles [35, 38-41]. 

This simple approach to electronic stopping power thus works well for high energies. However, 

when the atom energies approach thermal, it is no longer so clear how the electronic stopping 

power should be treated. The traditional electronic stopping theory predicts that at low energies 

𝑆(𝑣) ∝ 𝑣 down to 𝑣 = 0. However, if this kind of electronic stopping would be implemented 

directly in MD, it would also "eat away" all thermal kinetic energy, i.e., quench down any system 

to 0 K, which obviously is not consistent with the everyday experience of us living in an 

environment with a reasonable stable temperature around 270 - 300 K (mostly even in Finland). 

Hence at the lowest kinetic energies, similar to thermal, the electronic stopping must behave 

differently. What happens is that when the atoms are in the many-body collisional regime where 

thermodynamics start to apply, one can assign a local temperature to the hot regions. When this 

occurs, the atomic system starts to couple with the electronic one via electron-phonon coupling 

(EPC) [42]. In this context, the name is somewhat misleading since for radiation collision cascades, 

it is the atomic system that is initially hot, and due to the high kinetic energies, one cannot talk 

about equilibrium phonons. Hence a more descriptive term would actually be atomic-electronic 

temperature coupling. 

Regardless of the term used, in this regime, the system can be considered as an atomic lattice 

subsystem with temperature 𝑇𝑙(𝑟 ) and an electronic one with temperature 𝑇𝑒(𝑟 ), and these strive 

towards thermodynamic equilibrium when 𝑇𝑙 = 𝑇𝑒 . When this condition is met everywhere in the 

system, the radiation event is over and the concept of electronic stopping power no longer has 

meaning. 

The existence of electron-phonon coupling for radiation effects has been recognized for a long 

time on a qualitative level of understanding [42-47], only recently has it started to become clearer 

how the electronic stopping transits into an electron-phonon coupling regime and how the low-
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energy coupling works [48-50]. In section 9.3 a systematic approach for including electron-

phonon coupling and linking it directly to the local lattice temperature 𝑇𝑙 is described in detail. 

9.2.2.5 Boundary conditions and system size 

As emphasized in the beginning, the collisional phase of the cascade can only be simulated within 

the NVE ensemble. However, modelling of an entire simulation cell only in the NVE ensemble is 

usually not desirable for at least two reasons. First, since the recoiling atom carries momentum, 

and momentum is conserved in the MD algorithm, the entire cell starts moving from a recoil if no 

control is done. 

Second, the typical physical situation modelled is irradiation of a small piece of a macroscopic 

system. In such a system, there is of course in reality a very large thermal bath available, and the 

extra kinetic energy from a recoil would be dissipated by heat waves and heat conduction into the 

macroscopic system. Moreover, especially in dense materials the recoil event gives rise to a 

pressure and heat wave, which can be transmitted over the periodic boundaries back to the 

collisional zone. To prevent the temperature increase and damp the pressure wave, the 

conventional solution is to use the NVE ensemble in the center, but then either velocity scaling or 

a thermostat at the boundary zones of the simulation cell, far from the ballistic cascade [51, 52]. 

A barostat should never be used during the same time as energetic collisions are active, since the 

collisions give rise to high virials which translate to high pressure spikes that a barostat would try 

to scale out, even though the transient strong virials are physically correct. Moreover, if a system 

has a free surface, using a conventional MD barostat can lead to weird artefacts, as it would try to 

scale away the surface tension, even though a real surface of course should have a surface tension. 

In systems with no free surfaces, one may be able to use a barostat after the system has cooled 

down to the ambient temperature. 

The minimal system size needed can be estimated from a simple heating consideration, using the 

connection between kinetic energy and temperature 

𝐸 =
3

2
𝑘𝐵𝑇 (9.5) 

In a finite simulation cell the energy introduced by a recoil would remain, and would lead to an 

artificial heating of the system. For instance, if a 𝐸𝑟 = 5 keV recoil is simulated in a 100,000-atom 

system, then the temperature would rise by about 𝑇 = 𝐸𝑟/2/(2/3𝑁𝑘𝐵) = 193 K. Here 𝐸 is divided 

by two because of the equipartition theorem, and the equation is not exact because a small fraction 

of the energy is stored as potential energy of the defects introduced [53]. 

This simple heating calculation can also be used to estimate the minimum number of atoms 

needed in a cell. Considering that hard solids have melting points around 1000 - 3000 K [54], it is 

rather clear the energy introduced by the recoil must not heated the supercell to close to the 

melting point. If one sets e.g., 200 K as the maximal allowed heating, then using the same equation 

as above, one can calculate a simple rule of thumb for number of atoms 𝑁 a simulation cell needs 

to have per eV of introduced kinetic energy: 

𝛥𝐸

2
=
3

2
𝑁𝑘𝐵Δ𝑇 ⇒

𝑁

𝐸𝑟
=

1/2

3
2𝑘𝐵𝛥𝑇

= 19.3 
𝑎𝑡𝑜𝑚𝑠

𝑒𝑉
 (9.6) 
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In short, this calculation give rise to the simple rule of thumb that one should have at least 20 

atoms per eV of recoil energy in the simulation cell. This argument considers only the lattice 

heating. In a high-energy cascade with a fractal distributed structure, one may need a much larger 

simulation cell size to prevent any recoil atoms from entering the simulation cell border, where 

temperature control is performed. 

Finally, we note that even though the boundary control issue may seem complicated, this is one 

case where simple size scaling tests can always be used to determine what is a “large enough” size. 

By simply increasing the system size from small to larger and calculate for each size the physical 

quantities of interest (remembering the need for averaging over several independent events to 

get statistically significant results), one can always figure out which size is sufficiently large to 

give converged results. 

9.3 The two-temperature model 

One notable limitation of classical molecular dynamics for the study of radiation effects is the 

neglect of explicit electronic effects. As noted in section 9.2.2.4, electronic effects acting on the ion 

can be implemented as a high-energy electronic stopping power. This can be readily implemented 

in molecular dynamics as a frictional force. However, this approach does not indicate what the 

possible materials modification due to electronic stopping is, nor whether a hot atomic system 

can feed energy back to the electronic system. To address these issues, a two-temperature model 

description is needed. 

9.3.1 The analytical two temperature model (TTM) 

The approach pioneered by Toulemonde and coworkers for modelling swift heavy ions (SHIs) 

[55], the inelastic spike model, is based on the two-temperature model (TTM) [56], [57] . The TTM 

is used extensively for non-equilibrium systems in which the electrons are out of equilibrium with 

the lattice, such as laser irradiation of solids [58], [59]. An implicit assumption of the model is that 

the electrons and atoms are in quasi-equilibrium, that is the electrons have a Fermi Dirac energy 

distribution with an electronic temperature 𝑇𝑒 and the phonons have a Bose Einstein distribution, 

with a lattice temperature 𝑇𝑙. However, the temperatures associated with these two distributions 

are not necessarily equal, with a temperature difference signalling that the system is out of 

equilibrium. The temperatures of the electrons and the lattice evolve via two coupled thermal 

diffusion equations (9.7) and (9.8). 

𝐶𝑒(𝑇𝑒)
∂𝑇𝑒
∂𝑡

= ∇𝜅𝑒∇𝑇𝑒 − 𝐺(𝑇𝑒)(𝑇𝑒 − 𝑇𝑙) + 𝐴(𝑟, 𝑡), (9.7) 

𝐶𝑙
∂𝑇𝑙
∂𝑡
= ∇𝜅𝑙∇𝑇𝑙 + 𝐺(𝑇𝑒)(𝑇𝑒 − 𝑇𝑙), 

(9.8) 

Here 𝐴(𝑟, 𝑡) is a source term representing energy deposition to the electrons as a function of 

position, 𝑟, and time, 𝑡, as discussed in section 9.4.1. Energy exchange between the lattice and 

electrons occurs via electron-phonon coupling, which is quantified by the electron-phonon 

coupling constant 𝐺. 𝐶𝑒 and 𝐶𝑙 are the electronic and lattice heat capacities, respectively. 𝜅𝑒 and 

𝜅𝑙 are the electronic and lattice thermal conductivities. Each of these parameters may vary as a 



238  Chapter 9 

   

 

function of the electronic temperature and/or the lattice temperature. 

The TTM is used to calculate the evolution of the lattice temperature following a radiation event 

which deposits energy into the electronic system. Although the model is analytical, in practise 

solution of the equations is typically done numerically. Typical scenarios are swift heavy ion 

irradiation, where equations (9.7) and (9.8) are solved with cylindrical coordinates, and laser 

irradiation of planar surfaces, where 1-dimensional equations are generally appropriate. The TTM 

is widely used to estimate the electron-phonon coupling constant by fitting to experimental 

measurements of the time evolution of 𝑇𝑒 and 𝑇𝑙 following laser irradiation to the equations (9.7) 

and (9.8). There is one significant limitation, however. The model only considers the spatial and 

temporal evolution of 𝑇𝑒 and 𝑇𝑙, therefore, there is no information about the details of the atomic 

dynamics. Effects such as superheating and recrystallisation are, consequently, neglected and the 

defect or amorphous structure created by a radiation event is not accessible from TTM 

simulations. This limitation can be overcome by coupling 2TM with MD, as described in the next 

subsection. 

9.3.2 Two-temperature molecular dynamics 

Two temperature molecular dynamics (2T-MD) is the name given to the modelling method which 

couples the two-temperature model with molecular dynamics, with the aim of introducing the 

effects of excited electrons into classical molecular dynamics. As outlined in section 9.3, the two-

temperature model (TTM) describes a system using two temperatures, which evolves via two 

coupled thermal diffusion equations (9.7) and (9.8). 

In the 2T-MD model, the lattice thermal diffusion equation (9.8) is replaced by the MD equation 

of motion for a particle of mass 𝑚, subjected to a force 𝐅 [60], [61]. 

𝑚
∂𝐯

∂𝑡
= 𝐅 − 𝛾𝐯 + 𝐅̃, (9.9) 

The friction term -𝛾𝐯 is introduced to represent energy loss by interaction with electrons, by 

electronic stopping for example, and the stochastic force 𝐅̃ serves to deposit energy to the lattice 

from the electrons via electron-phonon coupling. The stochastic force must have the following 

properties to satisfy the fluctuation dissipation theorem: 

⟨𝐅̃(𝑡)⟩ = 0 

 
(9.10) 

⟨𝐅̃𝛼(𝑡)𝐅̃𝛽(𝑡′)⟩ = 2𝑘𝐵(𝑇𝑒)𝛾𝛿
𝛼𝛽𝛿(𝑡 − 𝑡′). (9.11) 

Here, 𝑘𝐵 is Boltzmann’s constant and 𝛼 and 𝛽 are Cartesian components of the force 𝐅. The 

temperature for the Langevin thermostat in equation (9.9) is the local electronic temperature, 𝑇𝑒 , 

which evolves according to the electronic thermal diffusion equation (9.7). Coupling between the 

atoms and the electrons is achieved, in practice, by dividing the MD simulation cell into voxels 

with tens or hundreds of atoms in each voxel. This defines the grid for the numerical solution of 

the electronic thermal diffusion (9.7). Thus, an electronic temperature, 𝑇𝑒 , is associated with each 

voxel of the MD simulation cell. The thermal diffusion equation is solved numerically by iterating 
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concurrently with the MD simulation, however, to ensure numerical stability, the time step 

generally needs to be smaller than the MD time step, therefore several electronic time steps may 

be taken during each MD time step. Energy is transferred between the lattice and electrons at 

every MD time step and energy conservation is ensured by relating the energy lost by the electrons 

to energy gained by the lattice and vice versa [60]. Thus, for energy conservation the friction 

coefficient 𝛾 is related to the electron-phonon coupling constant 𝐺 by: 

𝛾 = (
𝑉

𝑁
)(

𝑚

3𝑘𝐵
)𝐺 (9.12) 

Here 𝑉 is the volume of the voxel and 𝑁 is the number of atoms in the voxel. Note that the lattice 

is effectively thermostatted to the local, time dependent electronic temperature 𝑇𝑒 and the 

strength of the thermostat is related to the electron-phonon coupling constant. Thus a high value 

of 𝐺 will result in a high rate of energy transfer between the electrons and the lattice which, in 

practice, means that energy deposited in the electrons will results in rapid heating of the lattice. 

9.3.3 Parameters for 2T-MD 

It is clear from equations (9.7) and (9.9) that the 2T-MD model requires the input of a number of 

material parameters for successful implementation. Not all parameters are accurately known and 

the challenges are enhanced by the fact that several are dependent on the electronic temperature. 

We discuss each in turn. 

9.3.3.1 Electronic heat capacity 

One of the most important parameters of the 2T-MD model is the electronic heat capacity as it 

determines how much energy is stored in the electrons and, therefore, the temperature rise for a 

given heat input. The electronic heat capacity (𝐶𝑒) is accurately known for most metals and its 

temperature dependence, at least for low 𝑇𝑒 , varies linearly with 𝑇𝑒 , as determined by the 

Sommerfeld model. In the electronic temperature regimes relevant to 2T-MD, however, the 

Sommerfeld model fails and the 𝑇𝑒 dependence depends on the details of the density of states near 

the Fermi level. The 𝑇𝑒 dependence of heat capacities can be calculated by density functional 

theory (DFT) and it has been tabulated for a wide range of metals by the Zhiglei group [62] and 

freely available on their website http://www.faculty.virginia.edu/CompMat/electron-phonon-

coupling/. The 𝑇𝑒 variation of 𝐶𝑒 for band gap materials (semiconductors and insulators) can be 

calculated by the same method. For such materials 𝐶𝑒 is effectively zero at low 𝑇𝑒 , as the number 

of electrons in the conduction band is infinitesimally small, and it becomes finite only at electronic 

temperatures close to the band gap, when the conduction band becomes populated with free 

electrons. An accurate evaluation of the 𝑇𝑒 variation of 𝐶𝑒 is necessary to capture band gap effects 

in 2T-MD, as has been demonstrated for swift heavy ion simulations of Si [63] (for additional 

discussion, see section 9.4). 

9.3.3.2 Electron-phonon coupling strength 

The strength of the electron phonon coupling determines the rate of energy exchange between 

the electrons and the atoms and, therefore, the rate of lattice heating. This property is not as well 

characterized as the heat capacity but it has been measured for a limited number of metals by 
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fitting the measured time evolutions of the electronic and lattice temperatures, following laser 

irradiation, to two temperature models. The electron phonon coupling constant 𝐺 of metals can 

also be calculated using DFT and good agreement has been found between the calculated and 

measured values for W [64]. As with 𝐶𝑒, 𝐺 also varies with 𝑇𝑒 , as it depends on the density of states 

close to the Fermi level. 

𝐺(𝑇𝑒) =
𝐺0

𝑔2(𝜖𝑓)
∫ 𝑔2
+∞

−∞

(𝜖) (−
∂𝑓

∂𝜖
)𝑑𝜖 (9.13) 

Here 𝑔(𝜖) is the electronic density of states and 𝑓 is the Fermi-Dirac distribution. 𝐺(𝑇𝑒) has been 

calculated for a number of metals by Lin et al.  and the values are tabulated on the website: 

http://www.faculty.virginia.edu/CompMat/electron-phonon-coupling/. 

9.3.3.3 Electronic thermal conductivity 

The thermal conductivity of metals is generally dominated by electronic heat transport and 

accurate measurements are available for most metals. Simple models exist for the 𝑇𝑒 variation of 

𝜅𝑒 but the applicability of such models may be limited. One such model is the Drude model: 

𝜅𝑒 = 1/3 𝑣𝑓
2𝐶𝑒𝜏𝑒 (9.14) 

where 𝑣𝑓 is the Fermi velocity and 𝜏𝑒 is the electron scattering time. This has two contributions, 

one from the electron-electron scattering (𝜏𝑒𝑒) and one from electron-phonon scattering (𝜏𝑒𝑝). 

The total scattering time is given by: 

1

𝜏𝑒
=
1

𝜏𝑒𝑒
+
1

𝜏𝑒𝑝
 (9.15) 

A more detailed discussion of the various approximations and how the results are affected by 

these approximations are presented in [65] and also chapter 5.2 of [66]. For band gap materials 

the thermal conductivity is related to the electronic diffusivity, 𝐷𝑒, by 𝜅𝑒 = 𝐷𝑒𝐶𝑒. 

9.3.4 Examples of use of 2T-MD 

The 2T-MD model is applicable to radiation scenarios which drive electrons out of equilibrium 

with the lattice, however, the practical implementation depends on the details of the energy 

deposition. Some types of radiation interaction, lasers and very energetic ions for example, 

interact primarily with electrons and for these scenarios the initial energy deposition goes into 

the electronic system. For ions the regime of strong electronic interaction is the one around the 

electronic stopping 𝑆𝑒 maximum. Low or moderate energy ion interact primarily with the atoms 

in a solid, therefore, these simulations are initiated by giving one atom in the MD cell a high 

velocity, as in a cascade simulation. In this subsection, we discuss the implementation of 2T-MD 

briefly for moderate energy ions and laser irradiation, which represent a wide variation of types 

of energy deposition. The relevance and use of both the 2T-MD model to examine swift heavy ions 

is discussed in detail in section 9.3.4.3. 

http://www.faculty.virginia.edu/CompMat/electron-phonon-coupling/
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9.3.4.1 Cascades 

Ion irradiation has traditionally been modelled using molecular dynamics in the form of cascade 

simulations, as described in section 9.2. The effects of electronic stopping are often included in 

cascades by adding a friction term to the MD equation of motion, cf. section 9.2.2.4. The magnitude 

of the friction coefficient can be determined e.g., using the SRIM code, as described in [60]. Note, 

however, that energy is not conserved by this method. The friction term gradually removes energy 

from the atoms and, as the electronic system is not included in this model, this energy is lost. 

Indeed, the velocity of the atoms will tend to zero and the simulation will eventually freeze. This 

undesirable situation is generally avoided by introducing a cut off velocity, below which the 

electronic stopping is considered to be zero. This removes the problem of freezing dynamics but 

there is little physical justification for the cut off and results (residual defect distributions) are 

found to be sensitive to the value chosen for the velocity cut off [66]. The 2T-MD model resolves 

this issue in cascades in a physically motivated way, because the energy lost in electronic stopping 

is transferred to the electronic system and subsequently redeposited in the lattice via electron-

phonon coupling. The lattice is effectively thermostatted to the local electronic temperature which 

increases above the ambient value and then gradually decreases to ambient as the excess energy 

diffuses from the impact site. 

The practical implementation of 2T-MD for cascades involves superimposing a 3-dimensional grid 

on the atomistic supercell for the numerical solution of the electronic heat diffusion equation and 

the grid is extended well beyond the supercell in all 3 directions (Figure 9.6). The function of the 

extended grid is to transport the energy that has been deposited in the electrons via electronic 

stopping away from the initial radiation event, via electronic thermal diffusion. The atomistic cell 

has periodic boundary conditions in all 3 dimensions, which effectively traps the radiation energy 

in the relatively small cell. In standard cascade simulations a boundary thermostat is generally 

introduced to dissipate the excess energy by simulating transport to the bulk solid. In this case, 

one can optimize the time constants of the thermostat by tests of whether it affects the final 

results. For instance, for the Berendsen thermostat a time constant around 200 fs was found to 

provide good boundary dissipation for Au cascades [67]. The 2T-MD model presents an 

alternative approach to energy dissipation. The energy is transferred to the electrons by both 

electronic stopping and electron-phonon coupling and this electronic energy diffuses away from 

the central cell via electronic thermal diffusion. This energy must be dissipated at the boundaries 

of the extended electronic cell to simulate heat diffusion into the bulk, which can be done by 

implementing Dirichlet (infinite flux) or Robin boundary conditions. Robin boundary condition is 

a mixture between Dirichlet boundary conditions and Neumann (zero flux) boundary conditions 

and it is an effective method for the gradual dissipation of the electronic energy. 
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Figure 9.6. Schematic illustration of a 2T-MD simulation of a cascade simulation. The square grid represents the voxels 

for the numerical solution of the electronic heat diffusion equation. The cascade is initiated by giving a finite velocity to 

one atom (the PKA) of the simulation. 

One potential pitfall to be aware of when implementing the 2T-MD model for cascades relates to 

the very high velocity of the primary knock-on atom (PKA) during the initial simulation period. 

The atomistic velocity distribution is far from equilibrium and it is not, therefore, possible to 

define a realistic lattice temperature. The average velocity in the voxel containing the PKA atom 

will result in an unphysically high 𝑇𝑙 and, consequently, too much energy being lost to the 

electronic system. For this reason, the electron-phonon coupling should not be switched on until 

the atomic velocity distribution approaches equilibrium. In the initial simulation period only, 

electronic stopping is active as one atom, or a few atoms, have velocities well in excess of the 

average. After thermalization of the atomistic velocities the electron phonon coupling is switched 

on and the lattice and electronic temperatures gradually return to equilibrium. In metals, the 

thermalization (in the sense that the atoms reach a Maxwell-Boltzmann velocity distribution) 

occurs after about 3 lattice vibrations [21]. 

9.3.4.2 Laser irradiation 

Modelling laser irradiation by 2T-MD has been pioneered by Zhigilei in a series of seminal papers 

[62], [68], [69], [70]. The details of the methodology vary slightly from that outlined above but the 

methods are essentially equivalent. As with SHI, the laser deposits energy to the electrons and this 

energy is transferred to the atoms via electrn-phonon coupling. A schematic illustration of a 2T-

MD simulation of an SHI simulation is shown in  Figure 9.7. In this case the laser energy impinges 

on a 2-dimensional solid surface so the atomistic simulation cell is a slab with periodic boundary 

conditions in the 𝑥 and 𝑦 directions. The electronic cell is also periodic in 2 dimensions and there 

is overlap between the atomistic and the electronic simulation cells in all dimensions (Figure 9.7). 
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Figure 9.7. Schematic illustration of a 2T-MD simulation of laser irradiation. In this case periodic boundary conditions 

are imposed in the x-y directions of both the MD and the electronic simulation cells. 

The justification for this configuration is that the laser irradiates a large surface area, therefore, 

from an atomistic perspective, it is considered infinite and heat transport in the lateral direction 

can be neglected. Thin films can be modelled directly by this method but thick films should be 

coupled to a continuum model in the 𝑧 direction to model heat transport through both the lattice 

and the electrons into the bulk material.  

The initial energy A(z,t) is deposited homogeneously in the x-y plane with a spatial and temporal 

distribution given by: 

𝐴(𝑧, 𝑡) =
2𝐹

𝐿𝜏𝑝
√
𝑙𝑛2

𝜋
𝑒𝑥𝑝 − [

4𝑙𝑛(2(𝑡 − 𝑡0)
2

𝜏𝑝
2 ] 𝑒𝑥𝑝 − [

𝑧

𝐿
] (9.16) 

Here 𝐹 is the absorbed fluence, 𝐿 is the optical penetration depth, 𝜏𝑝 the duration of the pulse 

taken at the full width half maximum, and 𝑡0 is the time zero, which is defined as the time when 

the laser pulse maximum arrives on the sample surface. As with the SHI simulations, the electronic 

energy diffuses through the system and transfers to the atoms via electron phonon coupling. If the 

thickness of the sample is similar to the optical penetration depth, then the z dependence can be 

neglected as the energy diffuses through the thickness of the film within a few femtoseconds. The 

electronic temperature distribution is homogeneous for such simulations. The lattice heats up in 

a timescale that is determined by the strength of the electron phonon coupling and, for sufficiently 

high fluence, melting and/or ablation occurs. 2T-MD has been highly successful for modelling 

laser irradiation under a range of scenarios, with excellent agreement between the simulations 

and ultrafast experimental measurements [71]. 

9.3.4.3 2T-MD Codes 

Two widely used, freely available MD codes, DL_POLY_4.09 and LAMMPS, have 2T-MD 

functionality. Both codes are very efficient and suitable for multimillion atom simulations on high 

performance computing platforms. Instructions for registering and down loading DL_POLY can be 

found on: 
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https://www.scd.stfc.ac.uk/Pages/DL_POLY.aspx 

A comprehensive user manual and a range of examples are available, including examples of each 

of the radiation scenarios discussed above. LAMMPS is distributed as an open-source code under 

GPL: https://lammps.sandia.gov/. The 2T-MD (ttm/mod) functionality is only enabled if LAMMPS 

was built with the USER-MISC package. See https://lammps.sandia.gov/doc/Build_package.html 

for more information on building LAMMPS. 

9.4 Molecular dynamics for swift heavy ion effects 

The collision cascades described previously in this article are typically initiated by ions or recoils 

at energies up to hundreds of keV, as shown in Figure 9.1. The upper part of Figure 9.1 shows that 

the increase of ion energy leads to a decrease in nuclear stopping power (energy deposited via 

collision cascades) and gradual increase in electronic stopping power, which starts dominating at 

energies ∼ 1 MeV/a.m.u. and ion masses about ≳ 40 a.m.u. At these high energies, the probability 

of an ion colliding with atoms of the material is small. This means that the ion may pass hundreds 

of nanometers along a straight line before its trajectory starts diverting due to collisions with 

target atoms as shown in the lower part of Figure 9.1. Instead, the strong electronic stopping 

power for ions with energy ≳ 10 keV/nm may also produce damage in materials. The swift heavy 

ion damage has been observed experimentally numerous times, and typically takes the shape of 

elongated roughly cylindrical regions of amorphous material surrounded by pristine crystal, 

known as “ion tracks” [72-76], although many other forms of swift heavy ion damage also exist 

[77-80]. The materials with track damage typically do not exhibit signs of cascade-like localized 

damage. This feature allows to approach the problem of simulating high energy impacts 

considering only electronic effects in the lattice. 

The trick to include electronic stopping power via a simple friction force as described in Sec. 

9.2.2.4 or by applying Langevin thermostat as done in [60] only allows representation of the effect 

of thermal conduction in irradiated material, leaking the energy from the hot region, however, this 

energy is not returned back into the lattice. To emulate the effect of thermal heating, which can be 

associated with excitations of electronic subsystem, additional modification of the MD algorithm 

is required. 

The models to include swift heavy ion effects can, however, start from the electronic stopping 

power 𝑆𝑒 = −(
𝑑𝐸

𝑑𝑥
)
𝑒𝑙

 [10, 23]. Since this quantity is measured in units of force, 𝑆𝑒 = 𝛥𝐸/𝛥𝑧 and 

hence [𝑆𝑒] =keV/nm, one can calculate the maximum electronic energy that may be deposited to 

the lattice simply from the length of the cell along the track direction 𝑆𝑧: 𝛥𝐸 = 𝑆𝑒𝑆𝑧, estimating 

the total amount of energy that was deposited by ions to the electronic subsystem. Deep inside 

the solid the electronic stopping power must eventually somehow all result in lattice heating 

(close to the surface, electrons may also escape to the vacuum). However, there is still an 

uncertainty of the lateral distribution of deposited energy, since the damage created by these ions 

is known to appear in the shape of elongated but laterally highly localized disordered regions 

along the ion tracks. 
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9.4.1 Track energy deposition models 

9.4.1.1 Instantaneous cyclindrical deposition 

In the simplest energy deposition models, the energy can be simply deposited uniformly in a 

cylindrical region around the center of the cell [81, 82], assuming some radius for the energy 

deposition, which is a free parameter of the model. 

9.4.1.2 Instantaneous deposition from TTM calculations 

The two-temperature model (TTM) described above in section 9.3.1 [72, 75, 83] can be solved 

numerically in one dimension (the radial one), and has proven to give good agreement with 

experiments on many relevant quantities such as track radii [75] and electronic sputtering [84]. 

Hence, using radial energy deposition profiles from the TTM model as an input into MD is likely a 

better motivated approach than the homogeneous cylindrical models. Using MD is necessary if 

one wishes to model how swift heavy ions cause structural changes such as amorphization, 

density change, or defect profiles in the material. 

The two-temperature energy deposition can in fact be implemented in MD in two ways. The 

simplest is instantaneous deposition, where an energy deposition profile to atoms is obtained 

soon after the ion has passed, e.g., 50 fs, and all this energy is deposited to the lattice. Since MD 

does simulate lattice heat conductivity, this approach should be reasonable at least for insulators. 

Indeed, this approach has given good agreement with experimental track radii and even density 

profiles in many cases [77, 85, 86]. 

9.4.1.3 2T-MD modelling 

An approach logically following from the TTM is to use the 2T-MD model described in detail in 

section 9.3.2. In this model, the energy deposition for swift heavy ions, can be modelled by 

considering an electronic simulation cell that is extended beyond the MD cell in perpendicular to 

the ion’s direction of travel. An atomistic simulation cell, with 3-dimensional periodic boundary 

conditions, is superimposed on the electron cell simulations cell (Figure 9.8). As with the cascade 

simulations, the electronic simulation cell is divided into a grid for the solution of the electronic 

thermal diffusion equation. Robin boundary conditions are generally imposed on the electronic 

cell in the 𝑥 and 𝑦 directions Neumann boundary conditions are imposed in the 𝑧 direction. 

 

Figure 9.8. Schematic illustration of a 2T-MD simulation of an SHI simulation. The square grid represents the voxels for 

the numerical solution of the electronic heat diffusion equation. The electronic energy is initially deposited in a 

cylindrical region through the centre of the simulation cell. 
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Energy is deposited in the electronic system during the initial stages of the simulation. The energy 

deposited by the SHI is quite well represented by a Gaussian spatial distribution 𝐷(𝑟) and an 

exponentially decaying temporal distribution. 

𝐴(𝑟, 𝑡) = 𝐴𝐷(𝑟)𝛼𝑒−𝛼𝑡 (9.17) 

Here 𝑟 is the lateral distance from the ion path and 𝛼 = 1/𝜏𝑑, the inverse of characteristic 

temporal deposition time 𝜏𝑑 , which is generally of the order of a few femtoseconds. The Gaussian 

spatial distribution is given by: 

𝐷(𝑟) =
𝑆𝑒

√2𝜋𝜎2
𝑒𝑥𝑝 − [

(𝑟 − 𝑟0)
2

2𝜎2
] (9.18) 

where 𝜎 is the standard deviation of the Gaussian spatial distribution and 𝑆𝑒 is the electronic 

stopping power. 𝐴 is a normalization constant that ensures that the total energy deposited equals 

the stopping power. 

𝑆𝑒 = ∫ 𝑑
5𝜏𝐷

0

𝑡 ∫ 2
𝑟𝑚𝑎𝑥

0

𝜋𝐴(𝑟, 𝑡)𝑑𝑟 (9.19) 

The electronic energy diffuses radially from the ion path and, simultaneously, transfers energy to 

the lattice via electron-phonon coupling. The electronic temperature decays with time near the 

track, however the lattice temperature increases. For sufficiently high energy deposition the 

lattice temperature exceeds the melting temperature in a finite region around the ion path and 

incomplete crystallization on solidification can, in some materials, create a disordered or defective 

region commonly known as an ion track. 2T-MD has been successfully employed to model ion 

tracks in metals [87], semiconductors [63], insulators [88] and graphene [89]. 

9.4.1.4 Monte Carlo simulations of electrons and holes motion 

A completely different starting point is to do a Monte Carlo simulation of the explicit motion of 

single electrons and holes in a material [90-93]. While this approach has the advantage of a more 

explicit description of electron and hole dynamics, the model does not include electron-hole 

recombination which may affect the energy deposition. 

9.4.1.5 Coulomb explosion models 

The fourth model used to model swift heavy ions is that based on the idea of Coulomb explosions, 

i.e., that the passing swift heavy ion excites multiple electrons from lattice atoms, which then due 

to the high positive charge state undergo a Coulomb explosion [81, 94, 95]. Although simulating 

charged atoms with a fixed charge is easy in molecular dynamics, this original idea has the obvious 

weakness from the point of view of MD simulations that the electrons do not leave permanently, 

but are attracted back to the nucleus. One possibility to handle this is provided by considering the 

system as a plasma, and use the “Particle-in-cell” (PIC) plasma simulation model to deal with also 

the attraction [96]. 

9.4.1.6 Comparative discussion on track models 

Taken together, it might seem strange that five different approaches can be used to simulate the 

same physical phenomenon. All of them are physically motivated, and it is clear that the key 

physics motivations are at least qualitatively relevant to the phenomenon. This is because it is 

clear from electronic stopping theory that heavy ions do ionize core electrons [97], so some aspect 

of (screened) Coulomb explosion must initially be present. It is also clear that some excited 
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electrons do move far from the track core as delta electrons [98], so following electrons explicitly 

is reasonable. Also, at least after the electron collisions have led to a heating of the electron cloud, 

there must be electron-phonon coupling going on, as this effect is well established to be active 

from laser irradiation studies [99-102]. However, none of the models include all physical effects 

relevant, i.e., in other words, none of the models is wrong, and none is completely right. What does 

remain unclear is the relative contribution of each effect to atomic motion and hence materials 

damage, and to what extent the models can be combined for a comprehensive description of swift 

heavy ion effects. 

9.4.2 Practical method considerations for track simulations 

While the energy of the swift heavy ion is very high, and the delta electrons can easily have keV 

energies, the energy that the atoms receive is comparably low. Although the models described in 

the previous subsection have considerable variation, they do agree that the kinetic energy the 

atoms receive is at most of the order of ∼ 10 eV. Hence not all out of the special solutions described 

for modelling collision cascades may be needed to model swift heavy ions. 

Most equilibrium interatomic potentials are still reasonable about 10 eV above the ground state 

(with the likely exception of Lennard-Jones potentials, whose 1/𝑟12 repulsion is completely 

unrealistic at short distances). Hence using a high-energy repulsive potential (section 9.2.2.3) is 

not necessary. For the same reason, it is not necessary to use an electronic stopping power 

(section 9.2.2.4). On the other hand, the velocities associated with even 10 eV energy are high 

enough that it is useful to use an adaptive time step (section 9.2.2.2). Likewise, the reasoning on 

why one must not use temperature or pressure control for cascades apply equally to track 

modelling (section 9.2.2.1), i.e., the track core and its vicinity should be modelled in the NVE 

ensemble. Hence also the boundary condition reasoning from section 9.2.2.5 applies well. In the 

most common case of wishing to model a segment of a track deep in the material, it is natural to 

use periodic boundaries in all three dimensions, model the track energy deposition parallel to the 

𝑧 axis, and then apply temperature control at the 𝑥 and 𝑦 boundaries. This also has the advantage 

that the cell size in the 𝑧 direction may be relatively small. The size in the 𝑥 and 𝑦 needs to be large 

enough to absorb the pressure and heat wave from the track. 

To select the system size, one also has to consider the heating of the entire cell due to the swift 

heavy ion. As a simple estimate, if the electronic stopping power is 10 keV/nm, and one chooses a 

system thickness of 5 nm, the energy deposition may be as high as 50 keV. The system size needed 

can then be estimated using the same consideration as in section 9.2.2.5, i.e, for 50 keV at least 

50000 × 20 = 1 million atoms are needed. For a typical atomic density of 50 atoms/nm3, this 

requires a cell volume of 𝑉 = 20,000 nm3, i.e., a lateral size 𝑆𝑥 = 𝑆𝑦 of about 60 nm. However, as 

noted earlier, one can and should always do a size scaling test to ensure that the system size is 

sufficient. 

9.4.3 Electronic temperature-dependent interatomic potentials 

We still consider a special molecular dynamics feature that may be relevant in particular to ion 

tracks and other cases where the electronic excitation level is particularly high. For moderate 

fluence laser irradiation, the agreement between ultrafast electron diffraction experiments and 
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2T-MD models demonstrates the validity of the model, however, at high fluence there are 

significant discrepancies between modelling and experiment, with experiment detecting melting 

on a faster timescale than that predicted by simulation [103]. The implication of these results is 

that the interactions between the atoms are modified under extreme electronic excitation. This 

result is not unexpected since interatomic interactions are dominated by the electrons, therefore 

exciting these electrons to higher energy orbitals will affect interatomic interactions. The basic 

interatomic potentials used in MD rely on the Born-Oppenheimer approximation, i.e., that the 

electron state has time to finds its equilibrium before the nuclei move appreciably [104]. However, 

for fs laser pulses, or swift heavy ions which pass an atom on as timescales, and atoms also get 

into motion at above thermal energies, there may not be sufficient time for the electrons to 

equilibrate while nuclei move, and a conventional interatomic potential may not be valid. The 

modified interactions can be investigated theoretically using finite temperature density functional 

theory (FTDFT). The electronic temperature at which the interatomic interactions are 

significantly modified is signalled by two effects. The first is a change in the phonon dispersion 

and the second is a noticeable change in the equilibrium lattice parameter. In the case of W, an 

investigation of the phonon dispersion signalled the presence of a bcc to fcc phase transformation 

at high electronic temperature [105]. This transformation was later confirmed using ab initio MD 

[106]. The variation in lattice parameter can be investigated by relaxing a unit cell of the element 

or compound at a range of temperatures using FTDFT.  

 

Figure 9.9. Plot of the equilibrium lattice parameter of W against electronic temperature, calculated by FTDFT. 

A plot of the equilibrium lattice parameter versus temperature generally shows a significant 

deviation from zero gradient at a finite temperature. In the example shown for W in Figure 9.9 

this temperature is around 104 K. 

The implications of this plot are that if electronic temperatures exceed 104𝐾, it is necessary to 

modify the interatomic potentials for accurate simulations and, indeed, these potentials should 

depend on the local electronic temperature, which is generally time dependent. Such 𝑇𝑒 dependent 

potentials can be developed from data obtained from FTDFT calculations, either by force fitting to 

ab initio molecular dynamics simulations [107] or by fitting to the energy versus lattice 

parameters curves for a range of 𝑇𝑒 [106], [108]. There has been some discussion about whether 
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free energy of enthalpy should be used for the fitting but a convincing argument for the enthalpy 

has been presented in [108] and this should be employed for future 𝑇𝑒 dependent potentials 

development. Employing 𝑇𝑒 dependent potentials for radiation scenarios that result in highly 

excited electrons can capture important effects, such as non-thermal melting and ultrafast phase 

transformations, that are inaccessible to standard 2T-MD simulations. The rapid change in 

interatomic interactions causes large forces on the atoms. For example, consider an atom in an 

equilibrium configuration at ambient temperature. A radiation event may rapidly increase the 

electronic temperature, which results in a sudden change in the interatomic interactions (Figure 

9.10). The atom is no longer close to the minimum of the potential energy curve and, consequently, 

it is subjected to a finite force. Such non-thermal forces, as they are known, can rapidly destabilize 

an ordered crystal structure and lead to rapid (non-thermal) melting. 

 

Figure 9.10. Schematic illustration of the effect of high electronic temperature on the potential energy surface. 

The implementation of 𝑇𝑒 dependent potentials to 2T-MD must be performed in such a way that 

energy is conserved. The 𝑇𝑒 can change continuously following a radiation event which implies 

that the potential energy of the atoms also changes continuously, even in the scenario where the 

atomic configuration is fixed. This is apparent in Figure 9.6. The energy lost, or gained, by this 

potential energy shift must be compensated for elsewhere in the simulation. In practice this is 

achieved by rederiving the 2T-MD equations, (9.7) and (9.9), with an extra term in the 

Hamiltonian that states explicitly that the potentials energy (𝑈) is a function of 𝑇𝑒 . The result is a 

modified electronic heat capacity that adds an additional term to account for the potential energy 

variation [108]: 

𝐶𝑒 =
𝑑𝐸𝑒
𝑑𝑇𝑒

+
∂𝑈

∂𝑇𝑒
 (9.20) 
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This modification ensures energy conservation, but there is a potential pitfall that needs to be 

avoided. Consider the case where 
∂𝑈

∂𝑇𝑒
<
𝑑𝐸𝑒

𝑑𝑇𝑒
 then 𝐶𝑒 < 0. The implication of this is that adding heat 

decreases the temperature, which is clearly unphysical. The solution is to design 𝑇𝑒 dependent 

potentials or simulations that avoid such scenarios [108]. 

𝑇𝑒 dependent potentials are not currently implemented in the common MD codes that include 2T-

MD (LAMMPS and DL_POLY), however a locally modified version of LAMMPS is available by 

contacting the corresponding author of [108]. 

9.5 Challenges remaining 

In the previous sections, we described in brief terms the state-of-the-art approaches in radiation 

effects modelling. As it is evident from the discussion, some aspects of the physical understanding 

and modelling are very well under control, such as how to solve the equations of motion, select 

the time step, or include the high-energy electronic stopping. However, several challenges do 

remain. 

In general terms, the major challenge for radiation – and also equilibrium – MD modelling is the 

reliability of interatomic potentials. Even though for the most commonly studied materials like Si, 

there are literally dozens of potentials [109], none of them model all aspects of radiation damage 

reliably. A promising avenue for improvement of this are the Machine-Learning (ML) interatomic 

potentials that can be systematically trained to be reproduce a very wide range of reference data 

points from more reliable DFT calculations [110-113]. The downside with machine learning is 

that it is inherently an interpolation method, and hence attempting to simulate configurations 

outside the fitting database can lead to significant artefacts. Analytical potentials may actually be 

better for extrapolation if their functional forms are based on sound physical principles, like e.g., 

the Tersoff-like [114-117] tight-binding [118, 119] and effective-medium theory [120, 121] 

potentials. Indeed, for radiation effects the lack of a fit of very short interatomic separations in a 

machine-learning potential database can lead to major artefacts in the simulations [122]. Very 

recently, Byggmastar et al. developed a way to train machine-learning potentials in a way that 

includes a realistic repulsive potential [122-124]. 

Another possible way of improving the reliability of MD is to obtain the forces directly from DFT 

calculations. Due to the very high computational cost of DFT, this approach has been limited to 

small system sizes and low recoil energies [125-127]. This may soon change when exascale 

computing with new kinds of accelerators may allow running density functional theory 

simulations on unprecedented scales. However, one always has to keep in mind that also the 

quantum mechanical density-functional theory approach is approximative, and has known 

shortcomings [128]. Hence the final test of any simulation model should be against experiments. 

Considering challenges related to electronic effects, as became evident from section 9.4, it is not 

known how to model swift heavy ion effects on materials fully, and related to this, it is also not 

known how to handle the low-energy limit of electronic stopping power. While the 2TMD 

approaches have brought considerable advances on the treatment of these, there are still 

uncertainties related to how the parameters should be chosen. Moreover, as discussed in section 

9.4.1.6, there are several physical effects occurring in tracks and currently no model includes them 
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all. Both issues clearly need further model development and verification against experiments. 

Another class of radiation effects that cannot be modelled very reliably are those involving bond 

breaking due to electronic excitations. Here the qualitative picture is fairly clear: high-energy 

electrons, photons or ions can excite electrons in bonds to an antibonding state, which then make 

the interaction repulsive [129]. It is relatively easy to make an antibonding interatomic potential 

to model such effects qualitatively [130]. However, due to the complex nature of excited states in 

solids, describing this quantitatively is very challenging. Time-dependent DFT (TDDFT) methods 

can in principle model this, and may provide advances on the topic in the future. 

In summary, in this article we have reviewed the key aspects of molecular dynamics modelling of 

radiation effects in materials, both for the nuclear and electronic collision regime. We showed that 

some parts of the effects are well understood both from a physics and computational methods 

point of view, but that major unresolved questions still remain for other aspects. Hence there is 

still room for plenty of interesting and important basic research in the field. 
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10. Radiative hydrodynamics 

Elisa Vázquez, Manuel Cotelo and Eduardo Oliva*  

In many naturally occurring systems and laboratory experiments, radiative energy transfer and 

hydrodynamics are closely intertwined. These systems span from astrophysical structures to 

laboratory astrophysics experiments, inertial confinement fusion and plasma based soft X-ray 

lasers, to name some of them. In this chapter we will briefly justify the need of radiative 

hydrodynamics models to study these systems and explain the physics and numerical methods 

used to implement these models. 
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10.1 Introduction 

Radiative hydrodynamics phenomena are characterized by the fact that radiation and 

hydrodynamics are intertwined, so the dynamics of the system is governed by both processes. On 

a day-to-day basis, we do not experience these phenomena, since radiation becomes important in 

hydrodynamic processes when the system attains temperatures of millions of degrees. However, 

we can think of many naturally occurring systems and experimental conditions in which matter 

is driven to such extreme conditions that radiative hydrodynamics plays a fundamental work. 

Many astrophysical systems, as the interior of stars and supernovae, and their laboratory 

counterparts require the use of radiative hydrodynamics to model their evolution.  Laboratory 

plasmas created and heated with powerful (terawatt class) lasers attain temperatures of 

hundreds of electronvolts, attaining the radiative hydrodynamics regime. These plasmas appear 

in a broad range of experiments and applications. In this section, we will highlight three: 

laboratory astrophysics, inertial confinement fusion and plasma based soft X-ray lasers. 

10.1.1 Laboratory astrophysics 

Laboratory experiments are a very attractive way to understand the dynamical processes that 

take place in such astrophysical phenomena as supernovae, the so-called elephant trunks 

(photoevaporated clouds, like the pillars of creation on the Eagle nebula), planetary interiors, etc... 

Ideally, an experiment can be repeated, its initial and boundary conditions are controlled and 

varied, and the number of diagnosed variables is higher than in astronomical observations. 

However, since there is a difference of 10-20 orders of magnitude between laboratory 

experiments and their astrophysical counterparts, this task could be thought as impossible. 

Fortunately, the mathematical structure of the equations of ideal hydrodynamics makes possible 

to establish the so-called Euler similarity. These equations, also called the Euler equations, take 

the following form for a polytropic gas: 

𝜌 (
𝜕𝑣

𝜕𝑡
+ 𝑣 ⋅ 𝛻𝑣) = −𝛻𝑝 (10.1) 

𝜕𝜌

𝜕𝑡
+ 𝛻 ⋅ (𝜌𝑣) = 0 (10.2) 

𝜕𝑝

𝜕𝑡
− 𝛾

𝑝

𝜌

𝜕𝜌

𝜕𝑡
+ 𝑣 ⋅ 𝛻𝑝 − 𝛾

𝑝

𝜌
𝑣 ⋅ 𝛻𝜌 = 0 (10.3) 

In these equations, 𝜌is the density, 𝑣the fluid velocity, 𝑝the pressure and 𝛾the adiabatic index.  The 

Euler equations for a polytropic gas cover most of the important features of different systems of 

astrophysical importance like supernovae remnants and photoevaporation clouds. The Euler 

similarity [1] states that two systems, lets denote them by subindices as (astrophysical) and lab 

(laboratory) will behave similarly if their initial conditions can be written as 

𝑣𝑡=0 = 𝑣̃𝐹(𝑟 ℎ⁄ ), 𝑝𝑡=0 = 𝑝̃𝐺(𝑟 ℎ⁄ ), 𝜌𝑡=0 = 𝜌̃𝐻(𝑟 ℎ⁄ ) (10.4) 
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where F, G and H are dimensionless functions and 𝑣̃, 𝑝̃, 𝜌̃, ℎare scaling factors that differ between 

the astrophysical and laboratory frames. Thanks to the invariance of Euler equations under some 

scale transformations, the two systems will evolve similarly if the so-called Euler number is the 

same in both systems, i.e. 

𝐸𝑢 ≡ 𝑣̃𝑎𝑠√
𝜌̃𝑎𝑠
𝑝̃𝑎𝑠

= 𝑣̃𝑙𝑎𝑏√
𝜌̃𝑙𝑎𝑏
𝑝̃𝑙𝑎𝑏

 (10.5) 

In addition to this constraint, to ensure the validity of Euler's equations describing the dynamics 

of the system we must enforce the validity of a fluid treatment (i.e., the system needs to be 

“collisional”), energy flows due to heat conduction and radiation must be negligible (i.e., the 

corresponding Peclet number must be large enough) and the viscous dissipation must also be 

negligible (i.e., the Reynolds number must be large enough). When magnetic fields play a 

fundamental role, ideal magnetohydrodynamics (MHD) equations control the dynamics of the 

system. A similar analysis states that two different scaled systems will evolve similarly if, in 

addition to the previous conditions, the adimensional quantity 𝐵 √𝑝⁄  is invariant and the ohmic 

dissipation is negligible (i.e., the magnetic Reynolds number must be large enough). These 

conditions define the Euler-Alfvén similarity [2]. In some cases, it is possible to weaken some of 

these assumptions. Indeed, similarity can be extended to systems where radiative mechanisms 

(radiation cooling/heating, trapping, ionization) are of importance, thus driven by radiation-

hydrodynamics equations [3,4]. 

Although the conditions for Euler similarity to hold may seem highly restrictive, many different 

astrophysical systems can be studied in laboratory experiments [5], like the hydrodynamics of 

core-collapse supernovae and photoevaporated clouds, dynamics of supernova remnants, 

accretion disks and columns. 

Several examples of astrophysical systems described by these equations are radiative shock 

waves [6], collision of supernovae remnants [7], hydrodynamics of core-collapse supernovae [8], 

astrophysical jets [9], photoevaporated molecular clouds (like the pillars of creation) [10] and 

even systems were magnetic fields play a restricted role, like supersonic accretion columns in 

binary star systems [11]. 

10.1.2 Inertial confinement fusion (ICF) 

The aim of inertial confinement fusion is to produce energy from the nuclear fusion of two light 

nuclei (usually, deuterium and tritium).  In order to generate a net energy gain, the fuel must be 

heated to extreme (tens of kiloelectronvolts) temperatures and confine it in a volume so enough 

fusion reactions take place to obtain energy. In ICF, the fuel is imploded so its own inertia 

compresses and confines it during a short time. 

At these conditions, radiative transfer plays an important role in the compression dynamics of the 

fuel. Moreover, one of the methods of compression, the so-called indirect drive, relies in the 

production of an X-ray thermal bath inside a hohlraum that will drive the ablation of the external 

layer of the target and subsequent compression of the fuel. It is clear that a full treatment of 

radiation and hydrodynamics is required to model these experiments. 
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10.1.3 Plasma-based soft X-ray lasers 

A laser can be briefly described as a light amplifier, via stimulated emission. The simplest 

theoretical requirement for a laser is to have a system with two energy levels, whose difference 

in energy equals the photon energy. A population inversion, i.e. there must be more components 

of the system in the excited (upper level) state than in the lower, must be created by means of a 

pumping system, i.e. the injection of enough energy in a short time to drive the system out of 

equilibrium, creating the population inversion. Practically, to reach this population inversion, it is 

necessary to have a system with at least three energy levels. 

In order to amplify soft X-ray lasers, we need to have a system with the required energy difference 

between levels. One possibility is to use highly charged ions and create a population inversion 

between two of its optical levels. For example, Ne-like Zinc (Zn20+) amplifies λ = 21.2 nm radiation, 

while Ni-like Silver (Ag19+) and Ni-like Molibdenum (Mo14+) amplify λ = 13.7 nm and λ = 18.9 nm 

respectively. Thus, in this case, the system in which we will amplify soft X-rays is a plasma, created 

by an intense infrared pulse that interacts with a target of the required material.  

As aforementioned, the pumping system must be powerful enough to drive the level populations 

out of equilibrium. In the case of plasma-based soft X-ray lasers, terawatt-class lasers can be used. 

At this power level, the plasma reaches temperatures of the orders of hundreds of electronvolts, 

and radiative transfer of energy between hot and cold regions of the plasma plays a fundamental 

role in both the dynamics of the population inversion and the hydrodynamic evolution of the 

plasma. 

For example, in Figure 10.1, temperature maps in false colors of Molybdenum (a), Titanium (b), 

Silver (c) and Zinc (d) plasmas are shown. There are striking differences in the maximum 

temperatures attained and its gradients. Radiative cooling of hot regions (where the laser energy 

is absorbed) is more efficient in high Z elements (Molybdenum and Silver) than in low Z elements 

(Titanium and Zinc). Thus, the latter show a higher temperature region and strong gradients 

surrounding it. Further evolution of atomic processes inside the plasma is strongly affected by 

these differences since collisional rates depend strongly on the temperature. Thus, in order to 

model these systems, radiative hydrodynamics must be taken into account.  
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Figure 10.1. Temperature maps of Mo, Ti, Ag and Zinc plasmas that will serve as amplifiers of soft X-rays. 

10.2 Radiative hydrodynamics 

10.2.1 Model 

The number of interactions and processes taking place in a plasma is huge and the modelling of 

the system must identify the most significant processes and select the correct physics models able 

to reproduce the phenomena under study. The processes that occur in a plasma range from 

microscopic scales such as atomic calculations to compute the optical properties of the plasma to 

macroscopic scales responsible for reproducing the general movement of the plasma based on 

conservation equations. 
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10.2.2 Two-temperature plasma 

The kind of systems we are going to focus on are based on targets that will be shot by a high 

intensity and high energy laser that will cause a sudden heating of the matter and will take it to 

the plasma state. In such conditions, plasma could deviate from equilibrium, and we must adopt a 

model for the plasma that can include these effects to some extent. In this text we are going to 

adopt the two-temperature plasma model, where we consider the plasma as a mixture of two 

species, an electronic fluid and a ionic fluid, each with different thermodynamic properties as 

temperature, pressure or internal energy. Each specie is in equilibrium within itself but not 

necessary with the other species. The ionic fluid and the electronic fluid will be related through 

an exchange of energy due to electron-ion collisions in the plasma that will make the plasma 

evolve to full equilibrium and eventually reach the same temperature. 

This model can be extended to a three-temperature model that includes photons as the third 

species, but the time scales for the radiation transport enables us to decouple photon transport 

from the fluidynamics as we will show in next sections. 

10.2.3 Fluid dynamics 

Fluid dynamics has been the paradigm of systems of conservation laws since the pioneer work of 

Riemann in 1860, rising some of the key ideas in the analysis of quasilineal of hiperbolic partial 

differential equations. Some of these ideas are [12]: 

 The need to consider discontinuous solutions. Even in the case of smooth initial 

conditions, the solution can develop discontinuities at a finite time. 

 The need to impose entropic conditions. Without these conditions, the initial value 

problem has multiple discontinuous solutons. 

 The advantege of the interpretation of the solutions of conservation laws based on 

patterns of elemental waves. 

The dynamic evolution of a fluid is determined by the principles of conservation of mass, 

momentum, and energy. To obtain a complete mathematical description, the conservation 

equations must be complemented with constitutive relations of the system that characterizes the 

properties of the fluid. The properties of the material strongly influence the structure and 

dynamics of the waves that arise in any continuous mechanical system. Constitutive relationships 

are studied at the most fundamental level of the fluid and condensed into the equilibrium equation 

of state (EOS) because the physical principles of thermodynamics impose very restrictive 

conditions on EOS. It is therefore of great importance to explore the maximum possible range of 

physical phenomena that occur in fluid dynamics and to recognize their implications for general 

systems of conservation laws. 

The physical model that governs the movement of plasma is based on the conservation of mass, 

momentum and energy within our system that will form our fluid control volume. These 

conservation laws take the mathematical form of hyperbolic partial derivative equations of the 

general form, provided that the properties do not present discontinuities [13,14]. 
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∂𝐮

∂𝑡
+∑

∂𝐅 ⋅ 𝑒𝑖
∂𝐱𝑖

𝑘

𝑖=1

= 𝐛(𝑥, 𝑡) (10.6) 

where 𝑢 is the conserved variable, in this case 𝑢 ≡ (𝜌, 𝜌𝐯, 𝜌𝑒). The function 𝐹 = 𝐹(𝑢(𝐱, 𝑡) if the 

flux function for each conserved variable and represents the rate of exchange of mass, momentum 

and energy through the border of the control volume. The right-hand side 𝑏 = 𝑏(𝐱, 𝑡) is the 

volumetric source term for the conserved variables. The integral form of equation (10.6) is more 

convenient for numerical applications and also accepts more general discontinuous solutions. 

𝑑

𝑑𝑡
∫ 𝐮
𝛺(𝑡)

(𝐱, 𝑡)𝑑𝐱 + ∫ 𝐅
∂𝛺(𝑡)

(𝐮(𝐱, 𝑡)) ⋅ 𝐧𝑑𝑆 = ∫ 𝐛
𝛺(𝑡)

(𝐱, 𝑡)𝑑𝐱 (10.7) 

To resume, the conserved variables 𝑢, flux function 𝐅 and source term 𝑏 are: 

𝐮 = [

𝜌
𝑣𝜌

(𝑒 +
1

2
𝑣𝑣)𝜌

] 𝐅(𝐮(𝐱, 𝑡)) =

[
 
 
 
 

𝜌𝑣𝑡

𝑣𝜌𝑣𝑡 + 𝐼‾‾𝑝

[𝜌 (𝑒 +
1

2
𝑣𝑣) + 𝑝] 𝑣𝑡]

 
 
 
 

 𝑏 = [
0
𝑔𝜌
𝑔𝑣𝜌

] (10.8) 

These are the well-known Euler equations for fluid dynamics where all viscous effect in the 

plasma are neglected [15]. We have also included the gravity as a mass force that acts on the 

plasma and affects the conservation of momentum (plasma weight) and the conservation of 

energy (potential energy). Finally, these contributions will also be neglected as they are several 

orders of magnitude lower than the main processes in the plasma. 

The plasma has other properties in addition to the conserved magnitudes such as the degree of 

ionization of the material, electronic fluid internal energy or others. These properties are 

transported with the general motion of the plasma, also called advection. 

The most common systems encountered in this field include multiple materials with well-defined 

interfaces, which we call multimaterial fluids. Each material has differerent EOS and opacities and 

we need to include variables to fully define the state of the fluid in the control volume. These extra 

variables added to the conserved magnitudes are the partial density 𝜌𝑖, the partial internal energy 

𝑒𝑖 and the fraction of volume 𝑓𝑖 occupied by each material. Finally, a control volume containing 

more than one material will produce interfaces between the different materials present. The 

variables for each material are related to the conserved variables through these relations: 

1 =∑𝑓𝑖

𝑛

𝑖=1

𝜌 =∑𝑓𝑖

𝑛

𝑖=1

𝜌𝑖

𝜌𝑒 =∑𝑓𝑖

𝑛

𝑖=1

𝜌𝑖𝑒𝑖

 (10.9) 
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In addition to these relations, we must assure the mechanical equilibrium between interfaces of 

different materials within the control volume [16,17,18]. Therefore, the materials that form an 

interface need to have the same pressure. This equilibrium condition imposes additional 

restrictions involving the EOS of each material because the pressure is a thermodynamic function 

that depends on the density and the internal energy of each material. 

10.2.4 Radiation transport 

The particles that compose the plasma (electrons, ions and possibly neutrals) interact with 

electromagnetic radiation, absorbing and emitting photons through a variety of different 

processes. Depending on the characteristics of the plasma, the radiation emitted in one region of 

the plasma might be absorbed in another one, effectively transferring energy from hotter regions 

to colder regions. Thus, sources and sinks appear in the energy equation of hydrodynamics [19] 

due to radiation transport.  In addition to this, we have to supply our hydrodynamics equations 

with another one that takes into account the dynamics of these photons. 

The transport of neutral particles in a medium is modelled by the so-called Boltzmann equation. 

In its time-dependent, lineal form, it can be written as: 

1

𝑣(𝐸)

𝜕

𝜕𝑡
Ψ(𝑥, Ω, 𝐸, 𝑡) + Ω ⋅ ∇Ψ(𝑥, Ω, 𝐸, 𝑡) + Σ𝑡(𝑥, 𝐸, 𝑡)Ψ(𝑥, Ω, 𝐸, 𝑡) = 𝑆(𝑥, Ω, 𝐸, 𝑡) (10.10) 

where the angular photon flux Ψ(𝑥, Ω, 𝐸, 𝑡) depends in the energy 𝐸, the position 𝑥 ≡ (𝑥, 𝑦, 𝑧), the 

direction Ω ≡ (ϕ, 𝜃) and time 𝑡. A photon propagates through the medium with a speed given by 

𝑣(𝐸). Σ𝑡(𝑥, 𝐸, 𝑡) is the collision total cross section for photons and the last term, 𝑆(𝑥, Ω, 𝐸, 𝑡), takes 

into account all the processes that act as a source or sink of, in this case, photons with some energy 

and direction. We can develop further this term: 

𝑆(𝑥, Ω, 𝐸, 𝑡) = 𝑗(𝑥, 𝐸, 𝑡) + ∫ 𝑑Ω′

4𝜋

∫ 𝑑𝐸′
∞

0

Ψ(𝑥, Ω′, 𝐸′, 𝑡)Σ(𝑥, Ω′ → Ω, 𝐸′ → 𝐸, 𝑡) (10.11) 

where 𝑗(𝑥, 𝐸, 𝑡) is the emissivity of the medium. It´s temporal dependence is embedded in the 

evolution of other parameters, as the temperature of the medium.  

For many applications in radiation hydrodynamics, it is possible to simplify the Boltzmann 

equation by only taking into account its stationary solutions. This approximation is valid when 

the characteristic velocity of the medium is much smaller than that of photons. When this 

condition holds, we can assume that the photon distribution adjusts instantaneously to the 

changes of the medium. 

10.2.5 Heat conduction 

In addition to the energy that is carried away by the movement of the fluid and by electromagnetic 

radiation, free electrons can transfer energy from higher to lower temperature regions. As done 

with radiation, we can write and solve a transport equation for electrons and add the 

corresponding sources and sinks to the energy equation [20]. 
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The transport of electrons in a plasma can be modelled by a Fokker-Planck equation. The fact that 

electrons are charged particles makes necessary to introduce long-range electromagnetic 

interactions with other charged particles. The resulting equation is very complex so in many cases 

of interest it is worth to solve an approximation to the transport equation: a diffusion equation.  

Since the plasma is composed of electrons and ions, we can assume a two-temperature model and 

write two diffusion equations, one of each species: 

𝜌𝑐𝑣𝑒
𝜕𝑇𝑒
𝜕𝑡

= ∇(𝜅𝑒∇𝑇𝑒) + 𝑆𝑒 (10.12) 

𝜌𝑐𝑣𝑖
𝜕𝑇𝑖
𝜕𝑡
= ∇(𝜅𝑖∇𝑇𝑖) + 𝑆𝑖  (10.13) 

where 𝑐𝑣𝑒 ,  𝑐𝑣𝑖 are the corresponding specific heat at constant volume, 𝜅𝑒 , 𝜅𝑖 the thermal 

conductivity and 𝑆𝑒, 𝑆𝑖 the corresponding sources and sinks. 

As aforementioned, collisions allow the flow of energy among electrons and ions, thermalizing 

both fluids. This flow of energy can be written as 

𝑊𝑒𝑖 = 𝑤𝑒𝑖(𝑇𝑒 − 𝑇𝑖) (10.14) 

where 𝑤𝑒𝑖 is a coefficient related to the electron-ion collision frequency. This term appears as a 

source for one fluid and as a sink (i.e. the sign of the term is changed) for the other. Indeed, as 

written, this term will appear as a sink 𝑆𝑒 = −𝑊𝑒𝑖 + 𝑆𝑜𝑡ℎ𝑒𝑟 in the electron conduction equation 

(it will be negative when 𝑇𝑒 > 𝑇𝑖) and as a source in the ion conduction equation  𝑆𝑖 = 𝑊𝑒𝑖 +

𝑆𝑜𝑡ℎ𝑒𝑟 

It is worth mentioning that in several applications, the plasma is heated by laser light. The laser 

electromagnetic field interacts mainly with electrons, which will absorb its energy. Thus, this 

energy source can be embedded in the source term of equation (10.12). The next subsection will 

be devoted to the treatment of the laser energy source. 

10.2.6 Propagation and absorption of laser energy 

As aforementioned, several applications of interest that can be modelled with radiation-

hydrodynamics imply the propagation of a laser through a plasma. The density gradients will bend 

the trajectory of the laser, being reflected at the so-called critical density 𝜌𝑐 =
𝜖0𝑚𝑒

𝑒2
𝑤𝑙 (i.e. where 

the plasma frequency equals de laser frequency 𝑤𝑙). Part of the energy carried by the laser beam 

is transferred to the electron fluid. This energy must be taken into account in the corresponding 

source terms and thus it is required to compute the trajectory of the laser beam and the energy 

deposited within the plasma. 

The propagation of the laser beam can be modelled with the so-called ray-tracing method. The 

laser beam is divided in “rays” that carry a fraction of the total energy. The trajectory of each ray 

follows the following equation: 
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𝑑2𝑟

𝑑𝑠2
=
𝑑𝑟

𝑑𝑠
× (
∇𝑛

𝑛
×
𝑑𝑟

𝑑𝑠
) (10.15) 

where 𝑟 = (𝑥, 𝑦, 𝑧) is the position, 𝑠 is the arc length of the curve and 𝑛 the refractive index. The 

trajectory mainly depends in the gradient of the refractive index which in a plasma corresponds 

to the electron density gradient. Solving this equation (or a simplification of it) allows to compute 

the trajectory of each ray in the plasma and thus that of the laser beam. 

Once the trajectory is known, it is possible to compute the energy absorbed by the electron fluid. 

In the majority of the plasma, the main absorption mechanism is inverse brehmsstrahlung. The 

energy absorbed is given by 𝐸𝑎𝑏𝑠 = 𝐸0(1 − 𝑒
−𝜅𝑖𝑏𝑙), where 𝐸0 is the initial energy, 𝑙 is the length 

of the trajectory and 𝜅𝑖𝑏 is the inverse brehmsstrahlung absorption coefficient, given by: 

𝜅𝑖𝑏(𝑐𝑚
−1) ≈ 3.4

𝑍 ln Λ

𝜆𝜇𝑚
2 (𝑘𝑇𝑒)𝑘𝑒𝑉

3/2
√1− 𝑛𝑒/𝑛𝑐

(
𝑛𝑒
𝑛𝑐
)
2

 (10.16) 

where 𝑍 is the mean ionization, ln Λ is the Coulomb logarithm, 𝑛𝑒 , 𝑛𝑐 are respectively the electron 

density and critical density, 𝜆𝜇𝑚 is the laser wavelength (in micrometers) and (𝑘𝑇𝑒)𝑘𝑒𝑉 is the 

electron temperature in energy units (kiloelectronvolt). 

10.2.7 Equation of state 

The physical model described previously requires a relationship between state variables (i.e. 

ρ,P,e) in order to be closed. This relationship, which varies from systems and materials, is the so-

called equation of state (EOS). The EOS is a thermodynamic relationship between three state 

variables of the system. To solve the hydrodynamic equations, an EOS in the form 𝑃 = 𝑃(𝜌, 𝑒) is 

required. In addition to this, the transport/diffusion equations require the temperature, which 

can be obtained from the full EOS 𝑒 = (𝜌, 𝑠), where 𝑠 is the specific entropy, via the relationship 

𝑇 = 
𝜕𝑒

𝜕𝑠
|
𝜌

 There are several methods to compute the EOS of a material, whether deducing it from 

first principles (statistical quantum mechanics), time-dependent density functional theory 

(TDDFT), molecular dynamics (MD) and from interpolation of experimental data, among others. 

Usually, the EOS is tabulated so the code that solves the radiation-hydrodynamic equations reads 

the data in the table and interpolates it to obtain the required value. It is worth mentioning that 

this interpolation must be done carefully, in order to preserve the properties of the EOS (i.e. 

monotonicity, convexity…) [21].  

10.3 Interaction of radiation with matter: absorption 

spectrum 

Our knowledge about plasmas is mostly based on the study of the radiation emitted and absorbed 

from them. Emitted spectrum tell us about the local temperature and density conditions, giving 

information about the atomic evolution of the plasma. Absorption spectrum allow us to compute 
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opacities and hence radiation transport, needed to study the plasma from an hydrodynamic point 

of view. 

To study plasma properties such as opacity, internal energy, ionization…, etc it is necessary to 

know the atomic processes (collisionals and radiatives) that take place in it as they determine the 

atomic population distributions and thereby plasma thermodynamic state. The local 

thermodynamic equilibrium (LTE) is the simplest scenario, but a non-LTE description is 

sometimes necessary. LTE can be assumed when collisional processes are dominant over the 

radiative ones. That happens in plasmas with smaller dimensions than the mean free path, 𝜆𝑚𝑓𝑝, 

of the photons emitted from the plasma, i.e., in optically thick plasmas, and the emitted photons 

are easily reabsorbed, as it will be explained later. 

In this section, we will focus on the absorption spectrum, paying attention only to the processes 

by which plasma particles absorb photons from the radiation field. We consider optically thick 

plasmas under LTE conditions, close to thermal equilibrium, so that the radiation field can be 

described by the Planck black-body distribution. For further details see [22,23,24,25].  

10.3.1 Absorption of photons by a material 

Photons emitted from a plasma may be absorbed within the same plasma, what it is called 

reabsorption, or by other material between the plasma and the detector. 

When studying the absorption of photons we mainly find two independent problems. One of them 

is the absorption of photons by the individual plasma constituents, electrons and ions, what we 

could call the basic absorption mechanisms. The other is related to the radiation transport of a 

photon beam inside the plasma. This is a collective effect of the plasma particles, being 

successively emitted and reabsorbed and it is very important when absorption plays an important 

role in the energy balance. Here we focus on the basic absorption mechanisms. 

Suppose that we want to study the interaction of a beam of photons with a material of thickness 

𝐷. Some of the of the photons (and hence part of the intensity), are absorbed and some are 

transmitted. 

The intensity transmitted in an infinitesimal slice of thickness dx is proportional to the intensity 

in the beam, to the slice thickness and to the 𝜅(𝑥; ℏ) absorption coefficient of the material: 

𝑑𝐼(𝑥, 𝑡; ℏ𝑤) = −𝜅(𝑥; ℏ)𝐼(𝑥, 𝑡; ℏ𝑤)𝑑𝑥. (10.17) 

In an homogeneous material, where the absorption coefficient is independent of the position, the 

integration of the previous equation yields a decreasing intensity emerging from the material: 

𝐼(𝑥 = 𝐷, ℏ𝑤) = 𝐼0(𝑥 = 0, 𝑡; ℏ𝑤)
−𝜅(ℏ𝑤)𝐷. (10.18) 

From this equation it follows that plasmas can be divided into two categories, according to their 

absorption properties: 

If 𝜅(ℏ𝑤)𝐷 ≪ 1 (optically thin plasmas), most of the beam intensity is transmitted so only a small 

part of the photons is absorbed. In this case, the mean free path of the photons emitted from the 
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plasma (the distance along the way of the photon, in which, on average, one reaction occurs) is of 

the order of the plasma dimensions. 

If 𝜅(ℏ𝑤)𝐷 ≥ 1 (optically thick plasmas), most of the beam intensity is absorbed so a significant 

part of the photons is absorbed. In this case, the mean free path is shorter than the plasma 

dimensions, so the probability of reabsorption of photons is reasonably large and LTE can be 

attained. 

The absorption coefficient, 𝜅(𝑟 , ℏ𝑤), describes the attenuation of the intensity of the radiation 

passing through a material. It is given by the product of the density of absorbing particles, 𝑛(𝑟 ) 

and the total absorption cross section, 𝜎(ℏ𝑤): 

𝜅(𝑟 , ℏ𝑤) = 𝑛(𝑟 )𝜎(ℏ𝑤), (10.19) 

where 𝜎(ℏ𝑤) is the sum of the cross sections of all the processes that can absorb radiation: 

photoionization, resonant photoabsorption and inverse bremsstrahlung, and also some scattering 

processes. 

10.3.2 Absorption mechanisms 

If we are interested in the absorption spectrum we need to know how the different absorption 

processes contribute to it. But first of all, we need to understand how the plasma constituents 

interact to give rise to these processes. A plasma consists of three kinds of particles: electrons, 

ions and photons. Electrons can be divided into bound electrons, when occupying negative-energy 

states or bound states, and free electrons, which are positive-energy electrons that move freely in 

the plasma. 

There are different ways to classify ionic processes. According to the kind of interacting particles 

(photon-ion, electron-ion, ion-ion, photon-electron), or to the number of interacting particles 

(single-particle processes, two-particle processes...), or according to the initial and final state of 

the absorbing electron (bound-bound transitions, bound free and free-free). Using this latter 

option, the classification of the absorption processes is: 

 Bound-bound (BB) absorption: resonant photoabsorption 

 Bound-free (BF) absorption: photoionization 

 Free-free (FF) absorption: inverse bremsstrahlung 

The absorption spectrum has two parts: the continuous spectrum and the line spectrum. 

10.3.2.1 Continuous spectrum 

Various processes contribute to the continuous spectrum. The first is the photoionization. In 

photoionization a photon is absorbed by a bound electron that is ejected into the continuum, 

ionizing the ion. It is an important process in plasmas if the photon density is high enough to 

induce large rate of photoionization relative to other processes. This happens in optically thick 

plasmas while in optically thin plasmas photoionization has a negligibly influence. 

This absorption process occurs only above the “edges", that correspond to the binding energies of 

the bound electrons. The simplest way to define photoionization cross section is: 
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{𝜎0 (
ℏ𝑤0
ℏ𝑤

)
𝛼

  ℏ𝜔 ≥ ℏ𝜔0

0                    ℏ𝜔 < ℏ𝜔0

 

where ℏ𝑤0 is the energy of the edge, 𝛼 a constant close to three, and 𝜎0 the cross section at the 

endpoint of the edge. 

The bound-free absorption spectrum has edge structure. The different edges correspond to the 

binding energy of the bound electrons, which implies that photons with energies lower than this 

threshold cannot ionize the ion. Looking at this spectrum it is easy to note that just below the 

absorption edges there is a region where the absorption coefficient is low. That implies that 

transmission is higher in this spectral region. 

 

Figure 10.2. Absorption cross sections of an aluminium sample, for various electron temperatures 

The second absorption process that contributes to the continuous spectrum is the inverse 

bremsstrahlung. In this case an electron moving near an ion absorbs a photon from the radiation 

field. It has influence at very low energies, below the lowest absorption edge. This process does 

not impinge to the population distribution of bound states but its effect is crucial to determine the 

energy balance in a dense radiating plasma. 

The inverse bremsstrahlung absorption coefficient, 𝜅𝑖𝑏, decreases as the third power of the 

photon energy (ℏ𝑤) and can be written as [26]: 
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𝜅𝑖𝑏 =
32𝜋3

3√3

𝑒6(ℏ𝑐)2

𝑚𝑐2
(ℏ𝑤)−3

√2𝜋𝑚𝑐2𝑇𝑒
𝑍‾2𝑛𝑖𝑛𝑒𝑔𝑖𝑏(ℏ𝑤), (10.20) 

where 𝑛𝑒 and 𝑛𝑖 are de electron and ion densities respectively, 𝑍‾  is the average charge state and 

𝑔𝑖𝑏 is the Gaunt factor, that takes into account the quantum mechanical effects and is close to one 

in most cases. 

Since at low energies the wavelength is long, collective absorption by free electrons should be 

taken into account. 

There is a third absorption process that contributes to the continuous spectrum only at very high 

photon energies, of the order of keV, that is the Compton scattering. Such high energy photons can 

be found just in femtosecond laser-produced plasmas and in some astrophysical plasmas, and only 

during highly non-equilibrium state, before thermalizing. Cross section can be calculated as: 

𝜎𝑠(𝑤) =
8𝜋

3
𝛼4𝑎0

2𝑍‾2𝑓(𝐸, 𝑇), (10.21) 

where 𝛼 is the finite-structure constant, 𝑎0 is the Bohr radius and 𝑍‾ is the average charge state (so 

the average number of free electrons). The distribution function, 𝑓(𝐸, 𝑇), (where E is the photon 

energy and T the temperature of the plasma, both expressed in keV), is an analytical function 

obtained from an interpolation formula that can be found in [22,27]. 

10.3.2.2 Line spectrum 

Resonant photoabsorption, also called resonant absorption or spectral line absorption, is the most 

important process in high-Z plasmas, relative to which photoionization and inverse 

bremsstrahlung provide a continuous background radiation. In the case of high-Z plasmas, most 

of the radiative energy is concentrated in the line spectrum. In resonant photoabsorption, a 

photon with an energy equal to the energy difference between two ionic states is absorbed from 

the radiation field and it induces an upward transition of the ion. This process occurs, mainly, just 

below the absorption edges, being the main absorption mechanism in that area where the 

transmission is higher. 

In order to account for these transitions between bound states, it is necessary to describe in detail 

all the possible states of the ions in the plasma and find the probability of realization of such 

transitions. The cross section for resonant photoabsorption, for the transition from an initial state 

𝑖 to a final state 𝑗 can be written as: 

𝜎𝑖𝑗
𝑟𝑝
=
𝜋𝑒2

𝑚𝑐
𝑓𝑖𝑗𝛹𝑖(𝑤), (10.22) 

where 𝑓𝑖𝑗 is the oscillator strength, required to determine the intensity of the transition and for 

that, we have to compute the wave functions, 𝛹𝑖, of all the possible ionic states in the plasma. 
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10.3.3 Opacity 

Plasma opacity calculations play an important role in laboratory and astrophysical applications, 

being necessary in radiation transport codes to better understand the evolution of the produced 

plasmas. 

Dividing the absorption coefficient by the mass density of the plasma, in 𝑔/𝑐𝑚3, one obtains the 

opacity, 𝑘(𝑟 , ℏ𝑤) in units of 𝑐𝑚2/𝑔: 

𝑘(𝑟 , ℏ𝑤) =
𝜅(𝑟 , ℏ𝑤)

𝜌(𝑟 )
 (10.23) 

Opacity describes the ability of a medium to absorb radiation and so it determines the radiative 

heat conductivity of matter at high temperatures. Total plasma opacities are due to the absorption 

of electromagnetic radiation by BB, BF and FF electronic transitions and also electron scattering 

processes, as Compton effect: 

𝜅𝑇𝑜𝑡𝑎𝑙(𝑤) = 𝜅𝑎𝑏𝑠(𝑤) + 𝜅𝑠𝑐𝑎𝑡(𝑤) = 𝜅𝐵𝐵(𝑤) + 𝜅𝐵𝐹(𝑤) + 𝜅𝐹𝐹(𝑤) + 𝜅𝑠𝑐𝑎𝑡(𝑤) (10.24) 

Therefore to compute opacity it is necessary detailed information about ion energy levels and 

wave functions and, for that, we have to consider all the microscopic absorbing processes that 

take place in the plasma (photoionization, resonant photoabsorption and inverse 

bremsstrahlung) [28]. Because of the resonant nature of resonant photoabsorption, BB 

transitions have the largest absorption cross sections. However, for wavelengths far from 

resonance, they are not important and BF absorption may become dominant. 

Because of the large possibility of reabsorption, opacity and radiation transport are significant at 

high densities or in large plasmas (i.e., in optically thick plasmas) but they can be neglected in 

optically thin plasmas. 

10.3.3.1 Planck and Rosseland mean free opacities 

In optically thick plasmas, when radiation is not close to LTE with the plasma, some radiation 

transport problems arise as it was explained in previous section. But if the plasma is in LTE, it will 

be possible to make use of important averaged absorption parameters that measure the tendency 

of a material to absorb radiation of all frequencies: 

 Rosseland mean opacity, yields the correct value for the integrated energy flux in an optically 

thick plasma, i.e., when the system approaches to equilibrium. The largest contributions to this 

opacity comes from the regions with small 𝜅(ℏ𝑤), that is, the more transparent regions. It is 

calculated from 𝜅𝜈
𝑡𝑜𝑡𝑎𝑙 in the following way: 

1

𝜅‾𝑅
=

∫
∂𝐵𝑤(𝑇)
∂𝑇

∞

0

1

𝜅𝑤
𝑇𝑜𝑡𝑎𝑙(𝜌, 𝑇)

 𝑑𝑤

∫
∂𝐵𝑤(𝑇)
∂𝑇

∞

0
 𝑑𝑤

 (10.25) 

where 𝐵𝑣(𝑇) is the normalised Planck function. 
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Planck mean opacity, also called “emision mean” opacity. It yields the correct value of the 

integrated thermal emission in an optically thin plasma. Unlike Rosseland m.o., it emphasizes the 

regions of large 𝜅(ℏ𝑤), that is, the more opaque spectral regions. It is obtained from the total 

absorption opacity: 

𝜅‾𝑃 =
∫ 𝐵𝑤
∞

0
(𝑇)𝜅𝑤

𝑎𝑏𝑠(𝜌, 𝑇) 𝑑𝑤

∫ 𝐵𝑤
∞

0
(𝑇) 𝑑𝑤

 (10.26) 

where 𝜅𝜈
𝑎𝑏𝑠 is the spectral absorption coefficient and 𝐵𝑣(𝑇) is the normalised Planck function. 

10.4 Conclusions 

Many physical systems of interest in science and engineering (astrophysical systems and 

laboratory astrophysics, Inertial Confinement Fusion, plasma based soft X-ray lasers, etc) are 

described by the so-called radiative hydrodynamics equations. The dynamics described by this 

set of equations involve a fluid description of the plasma, using Euler equations. This description 

is enhanced with energy sources and sinks and their corresponding transfer equations: electron 

heat conduction, radiation transport and laser energy propagation and deposition. The set of 

equations is closed by adding the equation of state (EOS) of matter.  

All these processes are solved sequentially, updating the matter properties and transport 

coefficients so the accuracy is high enough. Indeed, not only an excellent agreement with 

experiments is usually found but also radiative hydrodynamics models have predictive 

capabilities. 
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11. FEM Modeling and Simulations in Laser 

Matter Interactions and Plasma MHD problems 

Vasilis Dimitriou*  

The dynamic response of matter irradiated by a laser pulse source or loaded by an electric current, 

depends on its thermomechanical properties, as well as on the characteristics of the loading 

forces. The numerical modelling and simulations can describe these interactions in detail. A 

method able to compute time-dependent displacements, stresses, and temperature gradients at 

all the points of the computational domain is the Finite Element Method (FEM). FEM has no 

limitations by the geometrical characteristics of the computational domain compared to other 

analytical or numerical methods [1,2]. Because of these numerical advantages FEM will be here 

introduced and briefly presented. Furthermore, the FEM modelling strategy discussed in section 

11.1 is extended in section 11.2 to the computational study on the plasma generation, on its 

features and properties. 
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11.1 The finite element method 

The finite element method is a numerical method that had initially been developed for the branch 

of solid mechanics. Today, the finite elements are commonly used to solve multiphysics problems. 

The advantages of the method can be summarized to the handling of complex shape of model 

geometries and various loading and boundary conditions, the unrestricted type of multiphase 

materials, the easily refinement and improvement of the analysis accuracy using various element 

types and approximation schemes and the ability of introducing static or time dependent dynamic 

effects. In general, the types of problems that scientists aim to solve may be hardly categorized, 

since a short list would include the: i. structural analysis problems: a cantilever beam, a building, 

a bridge, etc.; ii. solid mechanics problems: a gear, an air wing, etc.; iii. dynamic problems: 

vibration of a membrane, of a tower, an earthquake, etc.; iv. thermal analysis problems: heat 

conduction, radiation of a surface, etc.; v. electrical analysis problems: electrical signal 

propagation, piezoelectric actuators, etc.; vi. biomechanical problems: human organs, bones, 

tissues, etc.; vii. fluid mechanical problems; viii. electromagnetic analysis problems... and these are 

only some of the basic fields that FEM numerical simulations are applied. The multiphysics 

problems may include some or even all these categories of problems, that may be mathematically 

described by the help of differential equations. 

The computational scheme of the FEM is commonly used to solve field problems. The basic 

numerical idea of FEM is the division of the computational domain into a finite number of finite 

elements. In the elements, interpolation functions are used with assumptions on the variation of 

the unknown dependent variables. This approximated variation is quantified in terms of solution 

values at the nodes of the finite elements. This process is called discretization or mesh generation 

and leads to the setup of an algebraic system of equations for certain unknown nodal values that 

approximate the continuous solution. Figure 11.1 shows a two dimensional (2D) discretized 

domain. Triangular finite elements are used having three nodes on their vertices. 

 

Figure 11.1. A 2D discretized domain by triangular finite elements. The details of the elements and nodes numbering, 

in circles at the center of the elements and next to the nodes respectively, are highlighted. 
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11.1.1 A classic problem for FEM 

To demonstrate the mathematical modelling philosophy of the finite element method, we assume 

a solid having known material properties and a well-defined continuous geometry, as presented 

in Figure 11.2. For this axisymmetric solid, the known data that define it can be summarised in 

four categories:  

i. The boundaries, that are schematically described by a blue line (2D), or the light grey 

surface enclosed by the blue lines (3D) 

ii. The interior of the solid, a dark gray surface (2D) or a dark gray volume (3D)  

iii. The boundary conditions, that are prescribed quantities (e.g. prescribed displacements, 

velocities, stresses, strains etc.) 

iv. The loading conditions, that may be a force, pressure, thermal source, electro, magnetic 

loads etc. 

 

Figure 11.2. A force acting on a solid. 

FEM can describe what will happen to the well-defined solid of Figure 11.2 if the known red force 

is applied and compute the values of the displacements, the stresses, the strains at every point of 

the solid body [1,2]. The method demands the input data of the categories i-iv given as a 

mathematical input to the numerical method that may compute the numerical output and 

schematically represent it for the whole solid body as shown in Figure 11.3.  

 

Figure 11.3. The deformed solid. 
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11.1.2 The FEM modeling and simulation process   

 

Figure 11.4. The basic modeling steps of FEM. 

The basic modeling and simulation steps of FEM are presented in Figure 11.4. The solid domain is 

geometrically represented, usually by the help of a Computer Aided Design (CAD) system and is 

further discretized, as shown in Figure 11.4. The finite elements are generated by the help of the 

nodes that have known Degrees Of Freedom (DOF’s) and interpolation order values. A simple 

function is used to approximate the displacements in every element and a set of linear equations 

with displacements at each node as unknowns is formulated and finally the algebraic system of 

equations is solved. The flowchart presented in Figure 11.5 describes these basic steps. It must be 

noticed that the blue arrows denote that the flow direction of the process is never in one way. 

After the completion of each step, even if the solution is achieved, cross checks and comparisons 

to analytical or experimental established results are needed for corrections, updates, refinements 

etc to take place and lead the FEM simulation to accurate results.  

 

Figure 11.5. Flowchart of the FEM modeling and processing (pre- and post- processing). 
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To conclude, a FEM analysis demands the type of analysis, the geometry of the domain that is given 

by mesh nodes, the type of the finite elements, the material properties, the boundary conditions 

and if needed for transient simulations, the time functions. 

11.1.3 Understanding and describing the physical problem 

The numerical simulations are performed to describe the real physical problems. The physical 

models represent the real problems to FEM problems. During the development of a physical 

model the real problem must be understood, and the computational cost of the model simulation 

must be considered. A very detailed mathematical description in a FEM model may introduce a 

huge computational cost in the FEM simulation and even make its solution impossible. This 

computational cost depends on the number of nodes generated, their numbering and on their 

degrees of freedom that influence the decompositions of the matrices and the number of the 

algebraic operations that will be done, on the number of interpolation and integration points used 

in the elements and the type of the analysis. The type of analysis that will be performed can be 

static steady state, dynamic transient, linear or nonlinear, modal, harmonic, 2D, 3D, implicit, 

explicit etc. and must be defined during the development of the physical model [1-3]. 

The basic mathematical concept of the FEM is based on the physical assumption that any 

continuous solution field such as displacement, stress, temperature, pressure, etc. can be 

approximated by a discrete model composed of a set of piecewise continuous functions defined 

over a finite number of subdomains (therefore FEM is a finite method). An example of such an 

approximation is shown in Figure 11.6, for an 1D thermal problem with a known analytical 

solution [1-3]. The exact solution T(x) is plotted in Figure 11.6 left, and the approximation 

piecewise linear solution in Figure 11.6 right.  

 

Figure 11.6. Approximation of an exact solution. 

In order to model this 1D heat transfer problem using FEM, various approximations can be 

applied, following the FEM simulation process described in 11.1.2 aiming to numerically describe 

the physical model. Some representative discretization schemes that can be applied are shown in 

Figure 11.7. The 1D domain is on the X axis and is divided in four and two segments in order to be 

interpolated by four (linear) or two (quadratic) elements. As it can be noticed, the C0 or C1 

continuity on the common nodes of the elements, will further affect the continuity of the solution 

approximation. The chosen order of interpolation in the k element corresponds to the shape 
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function that will be further used to approximate the solution. Every finite element is 

characterized by the number of nodes that define it and the correspondent degree of interpolation 

in relation to the shape functions. Typical types of elements for 1D, 2D and 3D computational 

domains and the linear and quadratic shape functions are presented. When a pth order of 

approximation is used, there are Np +1 global nodes.   

 

Figure 11.7. Discretization, element types and shape functions. 

 



FEM Modeling and Simulations in Laser Matter Interactions and Plasma MHD problems 283 

   

 

Following the modeling steps of the FEM and after the domain discretization and the element type 

selection, the finite element equations (Variational and Energy methods) are derived. The element 

equations are then assembled to form a global system of equations, that for time independent 

problems results in a matrix form to: 

    K U F  (11.1) 

Where [K] is the stiffness (properties) matrix, {U} is the unknown nodal displacements vector and 

{F} the nodal forces vector. The boundary and the initial conditions are further incorporated to 

the system of (11.1). Finally, this assembled system of equations is solved for the primary 

unknows, the nodal displacements and the secondary unknowns of the stress and strain values. 

The FEM equations to be solved must include all of the appropriate physics of the physical 

problem and are commonly developed using Direct, Variational-Virtual Work or Weighted 

Residual Methods. The direct method is based on physical reasoning and enhances the physical 

understanding of the process. The variational-virtual work method is based on the concept of 

virtual displacements and leads to relations between internal and external virtual work and to 

minimization of system potential energy for equilibrium. The weighted residual method starts 

with the governing differential equation, special mathematical operations develop the “weak 

form” that is incorporated into a FEM equation.  This method is particularly suited for problems 

that have no variational statement. For stress analysis problems, a Ritz-Galerkin weighted 

residual method results identically to the variational methods results [1-3]. 

11.1.4 Materials excitation modeling and simulations by FEM 

The pulsed laser beams are today a precious tool used for the irradiation of targets of different 

material properties. Many applications that demand alteration of the surface of the irradiated 

material are now based on this method [4–14]. 

 

Figure 11.8. The thermoelastic, (absorption and heat conduction), the melting and the plasma phase change regimes of 

pulsed laser film-substrate interaction.   

There are three basic regimes when a laser interacts with a solid and deposits energy to it. These 

regimes are shown schematically in Figure 11.8 and are namely the thermoelastic, the melting 

and ablation/plasma regime. At the beginning of the interaction of a nanosecond laser pulse with 

a solid, the solid is heated and absorbs the laser energy. The material properties of the target and 

mainly the parameters of absorption and reflection, the thermal conductivity and the specific heat 

of the metal target determine the way that the solid target will react. The energy absorbed by the 

solid target expands locally the matter and fields of stress and ultrasonic surface acoustic waves 

(SAWs) propagate the surface and volume of the solid [15-17]. If the intensity of the laser is 
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increased the melting point of the material is reached and the solid changes phase and thus the 

material properties change. The same holds when the boiling point is reached, if the intensity of 

the laser is increased more and furthermore, when material removal takes place the laser ablation 

is achieved and finally, above the ablation threshold, plasma is formed [18-26]. During these 

procedures, SAWs are generated and propagate the target. The formation of the laser plasma 

includes electrons, ions and excited neutrals that absorb the laser light.  

11.1.5 FEM mathematical modeling for the simulation of irradiated 

materials by nanosecond laser pulses 

This FEM model was originally presented in [24-26] and is based on the governing PDE of the 

problem, the thermal conduction equation: 

( , , , )
( ) ( ) [ ( ) , , , )] ( , , , ) i

T x y z t
T C T k T T x y z t Q x y z t L

t



    


 

(11.2) 

where, T is the transient temperature, k is the thermal conductivity, Cp is the specific heat, Q is the 

heat source and Li is the latent heat (if T<Tm then Li = 0, if T≥Tm then Li=Lm, if T≥Tb then Li=Lv, where 

Tm and Tv are the melting and vaporization temperatures). The structural mechanics problem is 

described by: 

2
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 (11.3) 

where, ρ is the density, U is the unknown displacements vector, λ, μ are the Lamé constants and a 

is the coefficient of the thermoelastic expansion. A Gaussian type of nanosecond laser heat source 

is used to introduce the loading that is described by: 

2 2

2
0 0

( )
( , , , ) ( )(1 )exp( 4ln 2( ))exp( ) exp( )s

x ytQ x y z t I t R a az
t r

 
     

(11.4) 

Is is the laser pulse energy per unit area per second, R is the optical reflectivity of the sample, α is 

the optical absorption coefficient and 1/α is the optical penetration depth, t0 and r0 are the FWHM 

laser pulse duration and the beam radius on the sample surface, respectively. To include the 

plasma absorption, the density of the absorbed radiation energy Ea is used [27] and in this regime 

the temporal laser irradiance may be given by: 

0
( )( ) , ( ) ( ) ( )t

asI t I e t b h t d E t       (11.5) 

where, I0 is the incident laser pulse energy per unit area per second, Λ(t) is the optical thickness 

of the ablation plume, h is the ablation depth, b and d are free parameters, time independent 

coefficients, to be identified. 

In the terms of the FEM approach, with the heat capacity matrix [C] and the conductivity matrix 

[K], the heat source vector {Q}, the temperature vector {T} and the temperature rate vector 

{∂T/∂t}, the thermal conduction equation can be expressed in terms of vectors by: 
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[𝐾]{𝑇} + [𝐶]{
𝜕𝑇

𝜕𝑡
} = {𝑄} (11.6) 

When temperature exceeds the melting point, Lm is subtracted from {Q}, and the same holds for 

Lv. By the same means, if damping is ignored and with the mass matrix [M], the stiffness matrix 

[S], the displacements vector {U}, the acceleration vector {∂2U/∂t2} and {F} the force vector, the 

wave propagation equation is given by: 

     
2

2
{{ } }

U
M S U F

t





  

(11.7) 

Using the thermal strain vector {ε0}, the transpose of the derivatives of the shape functions [B]T 

and the material matrix [D], an external force vector for an element can be expressed by:  

      0
T

V

F B D dV   (11.8) 

The thermal and the mechanical fields are coupled for the solution of this 3D transient 

multiphysics problem [28]. The previously mentioned input data are given once in the beginning 

and thus the computational cost is decreased. A coupled-field 3D solid element type is used with 

eight nodes, having up to six degrees of freedom. The weak field coupling is performed by the 

computation of the finite element matrices [25,28]. 

11.1.6 FEM results 

Following the steps described at the previous sections, the physical model is simplified to reduce 

the computational cost. Therefore, the quarter symmetry of the real problem is adopted.  The 3D 

symmetric model presented in Figure 11.9 simulates the laser matter interaction with the solid 

thin film-substrate, to describe the target’s transient thermal-structural response. The target is 

manufactured by a Golden (Au) thin metal film of 0.6 μm thickness deposited on a glass (BK7) 

substrate of 200 μm thickness. This model is capable to simulate the laboratory experiments 

performed and is validated by the resulting experimental data in every regime and under various 

loading conditions, as originally published in [25,26,29]. 

 

Figure 11.9. The 3D quarter symmetric FEM model and mesh details. 
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For this model, a very fine mesh is necessary to resolve the resulting temperature distributions in 

the thin metallic film and especially in the very small region that is irradiated, in comparison to 

the large computational 3D domain. The zoomed detail of the irradiated surface in Figure 11.9 

presents the mesh of the cyclic area of the laser beam spot. The temperature gradients change 

rapidly on the boundaries of this area where a locally adaptive fine mesh is used [30]. The positive 

Z-axis of the model follows the direction of the laser beam and its origin is on the center of the 

quarter symmetry, where the maximum gradients of thermal effects occur, and the melting and 

vaporization take place. A heat generation function is used to load the FEM model, as previously 

explained. The initial temperature is set to be 27 oC and a total time of 60 ns after the excitation 

are considered. The laser energy in the simulations is in the range of 0.8 to 20 μJ, the FWHM laser 

pulse duration, t0, is 6 ns and the FWHM beam radius on the sample surface, r0, is 11.5 μm. The 

simulation is accomplished when the total time of the transient analysis is reached. 

Representative results of the simulation are shown in Figure 11.10 and Figure 11.11 [31-33]. 

Further details for the models and results can be found in the references [24-26,29,31-33]. 

 

Figure 11.10. FEM results in the thermoelastic regime [32]. 
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Figure 11.11. FEM results in the melting and ablation/plasma regimes [31,32]. 

11.2 Multiphysics FEM simulations for MHD analysis 

The Finite Element Method may provide valuable insights for the phase changes of matter when 

multiphysics simulations are performed. Taking the advantages of the FEM, that were discussed 

in the previous paragraphs, the method can be used for the plasma generation and expansion 

studies by its connection to MHD codes. The complex phenomena that take place during the phase 

transitions from the solid to the plasma phase are difficult to be simulated by simplified models. 

Therefore, a numerical approach has to be compared and evaluated by experimental results at 

every regime [34-36]. Following this philosophy, the boundary conditions and the loads needed 

for the liquid and gas phases and the plasma studies using MHD analysis may be accurately 

computed.  

The Z-pinch pulsed powered device of the Institute of Plasma Physics and Lasers - IPPL of the 

Hellenic Mediterranean University – HMU, Research Centre is ideal for such solid to plasma phase 

transition studies. The Z-pinch experiments are implemented in a mode of producing a peak 

current of 35 kA with a rise time (10%-90%) of 60 ns and a detailed description of the 

experimental work can be found in [34]. The development of a FEM model able to simulate this 

type of experiments must include the electric, the magnetic, the thermal and the structural fields 

of physics. The multiphysics simulations may consider the change of the material properties of 

the target using a Johnson-Cook strength material model and an equation of state (EOS Gruneisen) 

[42,43]. The numerical results of these transient simulations include the deformations the 

stresses and the strains, the temperatures, the pressures, the current density, the expansion rate, 

etc. at every point of the target material studied. The determined values of all these important 

parameters of the model can set accurately the initial boundary and loading conditions of the MHD 

problem for the further study of the plasma dynamics of the exploded matter. By using this 

approach in [37-40] and considering the phase changes of the electrical exploding thick metallic 
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copper wires in pulsed-power Z-Pinch experiments, the formation of plasma is studied in detail 

[34-36]. 

The development of such a 3D coupled FEM multiphysics simulation also demands the Boundary 

Element Method (BEM) that models the vacuum region around the metallic wire. The FEM model 

of the wire considers the skin depth effect and by the help of the eddy-current approximation, the 

Maxwell equations are solved. The electromagnetic field is computed, and for each node of the 

discretization the Lorentz force is calculated. These forces are passing to the mechanical solver 

and the wire’s deformation is determined. The temperature fields are processed by the thermal 

solver using the joule heating power term [41]. As stated before, an analytical Gruneisen EOS [42] 

and a Johnson-Cook [43] strength material model and additionally the Burgess EOS [44], are 

considered for the simulation of the MHD response of the copper wire, the elastoplastic behaviour, 

and the electrical conductivity versus temperature and density, respectively. The ends of the 

copper wire are fixed at 27 oC. The loading of the model is the alternating current adopted by the 

experiments performed. The mathematical model of this simulation is defined by the Maxwell 

equations, the mass conservation, the momentum, and the energy equations, presented in 

summary in Figure 11.12. 

 

Figure 11.12. The mathematical FEM modeling of the problem [34,35]. 

In the beginning of the simulation, the metallic wire is thermally expanded affected by the Joule 

heating and also melting and vaporization take place. The finite element mesh of the model and 

representative results of the simulation are presented in Figure 11.13 and in Figure 11.14. The 

comparison of the displacements on the diameter of the wire after 140 ns from the current start 

to the initial geometry of the wire results to an expansion of 7 μm that is in agreement with the 

corresponding experimental measurements [35]. This agreement shows that the developed 

simulation describes accurately the dynamic expansion of the wire for temperatures below the 

boiling point. Satisfactory agreement of experimental versus the FEM results is also observed 

concerning the initial times of corona plasma formation. 
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Figure 11.13. The FEM model and the mesh (left) and the resulting displacements (mm) on the X-axis (right) [45]. 

  

Figure 11.14. The distributions of the temperature (left, οC) and the density (right, g/cm3) on a cross section of the wire 

at 220 ns from current start [45]. 

The FEM simulation results of the geometrical characteristics and the density distributions 

computed at every last of the solution are connected to the resistive MHD finite difference/volume 

code PLUTO [34]. For the MHD transient simulation, a fluid and a plasma region surrounded by a 

vacuum region, are modelled. This choice is based on experimental results suggesting that the 

plasma of the Z-pinch target consists of a dense fluid that surrounds the solid, which persists for 

a long time during the current discharge, surrounded by a low-density hot coronal plasma. This 

interconnection of the FEM and the MHD numerical methods is ideal for studies on the 

development of plasma instabilities [35]. Further details for the simulations and the experiments 

may be found in [35] and the supplementary material therein. Figure 11.15 shows representative 

MHD simulation results at the times of 210 ns and 240 ns. 

 

Figure 11.15. MHD simulation results based on the FEM results at 210 ns and 240 ns [34]. 
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This chapter provides an overview of the computational multiscale modeling approach based on 

utilization of the powerful and universal software packages MBN Explorer and MBN Studio. Three 

illustrative case studies of multiscale modeling are presented in relation to (i) development of 

novel sources of monochromatic high-energy radiation based on the crystalline undulators, (ii) 

controlled fabrication of nanostructures using the focused electron-beam induced deposition, and 

(iii) ion-beam cancer therapy. These examples illustrate the key algorithms and unique 

methodologies implemented in the software in different research areas arising in connection with 

the development of novel and emerging technologies.  
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12.1 Introduction 

Computational multiscale modeling encompasses a wide range of end-products and a great 

number of applications in avionics and automobile industry for designing of nanostructured 

materials, functionalized surface coating, as well as stronger and lighter materials for aircrafts and 

cars; in mechanical engineering for virtual design of superhard nanostructured materials; in 

medical applications for nanostructured implants or novel biomaterials and materials 

technologies for implantable devices and tissue regeneration; in electronic and chemical industry 

for development of highly efficient batteries and catalyzers; in pharmaceutical industry for drug 

design, etc. In most of these applications it is necessary to identify and/or design specific 

properties of the system determined by its molecular structure on the nanoscale and to ensure 

transfer of these properties to the macroscopic scale in order to make them functional and usable. 

Such a transition implies multiscale modeling approaches which rely on a combined use of 

quantum mechanics methods together with classical molecular dynamics (MD), or linkage of MD 

and Monte Carlo (MC) simulations, or the application of efficient computational algorithms 

allowing to perform simulations across the scales. 

This chapter provides an overview of the computational multiscale modeling approach [1] based 

on utilization of the powerful and universal software packages MBN Explorer [2] and MBN Studio 

[3]. The chapter begins with a brief overview of different theoretical methods for modeling Meso-

Bio-Nano (MBN) systems, and the limitations of these methods. It is followed by a brief description 

of the MBN Explorer and MBN Studio software packages and the areas of their application. Next, 

several case studies of multiscale modeling by means of MBN Explorer and MBN Studio are 

presented, which illustrate the main algorithms and unique methodologies implemented in the 

software. 

There are many concrete examples of novel and emerging technologies benefiting from 

computational multiscale modeling. As an illustration, a few of them are highlighted in this 

chapter: (i) development of novel sources of monochromatic high-energy radiation based on the 

crystalline undulators, (ii) controlled fabrication of nanostructures using the focused electron-

beam induced deposition (FEBID), and (iii) ion-beam cancer therapy. These examples illustrate 

the new possibilities that computational multiscale modeling provides to novel and newly 

emerging technologies. 

12.2 Computational approaches in Meso-Bio-Nano Science 

MBN Science is an interdisciplinary field of research studying structure formation and dynamics 

of animate and inanimate matter on the nano- and the mesoscales. This field bundles up a number 

of traditional topics in theoretical physics and chemistry at the interface with life sciences and 

materials research under a common theme. 

The range of open challenging scientific problems in the field of MBN Science is very broad [1, 4]. 

They may include: structure and dynamics of clusters, nanoparticles, biomolecules, and many 

other nanoscopic and mesoscopic systems; clustering, self-organization, growth and structure-

formation processes, and their multiscale nature; assemblies of clusters/nanoparticles and bio-

macromolecules; hybrid bio-nano systems; nanostructured materials; surface phenomena; 
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nanoscale phase and morphological transitions; thermal, optical and magnetic properties; 

collective and many-body phenomena; electron transport and molecular electronics; collision, 

fusion, fission and fragmentation processes; channeling effects; radiation effects; radiobiological 

effects, and many more. 

MBN Science has been boosted immensely over the past two decades by the fast development of 

computer powers and related computational techniques that became broadly available. This 

development resulted in a significant increase of the efficiency of available computer codes for 

scientific research. Such codes are usually focused on particular systems, their particular sizes and 

phenomena involved (see Figure 12.1), and thus are limited in their ability to model physical, 

chemical or biological phenomena that go across the scales. Therefore, much effort of research 

communities has been devoted in recent years to the computational approaches and modeling 

techniques allowing to overcome this drawback and open the new horizons in theoretical and 

computational research. 

 

Figure 12.1. An illustration of entities in the different computational techniques. The figure is adapted from Ref. [1] 

12.2.1 Atomic and nano-scales 

The characteristic quantum processes in MBN systems often involve electronic excitation, 

relaxation, fragmentation or transport dynamics. Often, these effects in molecular and 

nanosystems occur when they are embedded into larger scale molecular environments. The 

quantitative description of the mentioned processes requires inclusion of both short-time/(sub-) 

nanoscale quantum aspects and long-time/nano- and mesoscale environment effects. Dynamical 

descriptions of molecular systems on the quantum atomic/subnano- and nano-/mesoscales are 

presently performed with disconnected theoretical and simulation tools. There is no serious hope 

to explore in near future both ranges within simply extending one tool to the other domain. 

Bridging this gap implies interfacing quantum atomic/molecular and nano-/mesoscopic 

approaches. These efforts will result from merging into a common model a time-dependent 

quantum mechanical (QM) approach and classical molecular dynamics (MD). This will enable the 
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exploration of new types of dynamics in a broad range of molecular systems, not accessible for 

analysis by other theoretical and computational means. 

Attempts have been made during the recent years in various realizations of quantum 

mechanical/molecular mechanical (QM/MM) methods. State-of-the-art achievements of these 

methods have been reviewed in several publications [5-7], and the field will experience a 

significant development in the future. The reason for this is that many well-established quantum 

and classical MD codes, being developed during the long period of time entirely independently, 

now reach the point when they require coupling in order to go further across disciplines. As this 

goal could not be achieved in a single universal approach, its realization often requires the 

solution for each particular pair of quantum and classical codes with their particular areas of 

application and the communities of researches standing behind. 

12.2.2 Nano- and meso-scales 

Description of structure and dynamics of molecular and nanosystems on the basis of classical MD 

principles provides significant computational advantages as compared to the quantum 

descriptions due to the simplicity of the formalism involved. Numerical realizations of this 

approach nowadays enable to treat the structures consisting of tens millions of atoms and to 

access dynamical time scales of molecular processes up to tens of microseconds, although for 

smaller systems, typically on the scale of hundreds of thousands of atoms. A review of 

achievements made on the construction of software packages built on these principles can be 

found in [8-10]. The existing codes are based on the utilization of different classical force fields 

suitable for the description of certain types of molecular systems, e.g. biomolecular systems, 

carbon or metallic nanosystems, etc. However, many of the MD packages do not have the 

possibility (at least in sufficiently elaborated form) to combine different force fields for the 

description of hybrid molecular systems and molecular environments due to the high level of 

optimization tuned for the specific type of force fields. 

In recent years, it has become clear that a detailed understanding of numerous quantum 

molecular processes happening in larger scale molecular environments becomes possible due to 

new advances in theoretical and experimental tools developed in atomic and molecular physics 

and nanotechnology. An impressive example is the discovery of resonant mechanisms at the 

origin of radiation damage caused by very low-energy electrons [11, 12] via the dissociative 

electron attachment (DEA) mechanism. The identification of such a quantum effect in this context 

had an enormous impact: it paved the way to new research on possible low-energy radiation 

damage effects [13]. Another example where the detailed knowledge of atomic and molecular 

processes in larger scale molecular environments is crucial concerns novel radiosensitizers, e.g. 

metallic nanoparticles which can enhance radiation effects on biological targets [14]. An 

important feature of the aforementioned processes is that they occur on relatively short times 

(tens of femtoseconds) and in relatively small spatial domains (up to few nanometers). 

By exploiting the locality of the QM processes, one can isolate the active part of the system and 

describe it at the pure QM level. In this case, however, possible large-scale effects coming from the 

other parts of the system might be missing. For instance, this can be the case for a chromophore 

molecule in solvating shells or impurities in a solid. The size of the QM system can be enlarged but 

the convergence of such a strategy, in terms of accuracy and/or simulation time, can become slow. 
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One can instead explicitly include the environment and treat it classically at MM level. The 

development of such hierarchical techniques over past decades mainly operates in the field of 

biological chemistry or surface science, where large sizes and/or environment effects are crucial. 

These methods allow one to tackle with systems of thousands of atoms (a few tens at the QM 

level). 

All-atom MD simulations on very large systems may require significant computer resources that 

are not easily affordable. Similarly, simulations of processes on long timescales (beyond ~1 ms) 

are prohibitively expensive, because they require too many integration time steps to be carried 

out. In these cases, one can sometimes tackle the problem by using reduced representations of the 

system, where instead of explicitly representing every atom of the system, groups of atoms are 

represented by “pseudo-atoms”. Such representations are sometimes called as the coarse-grained 

models [15]. The parametrization of these models must be done empirically by matching the 

behavior of the model to appropriate experimental data or all-atom simulations. Coarse-grained 

models have been used successfully to examine a wide range of questions in structural biology, 

liquid crystal organization, and polymer glasses [15]. 

12.2.3 Monte Carlo approach and finite element method 

Kinetic Monte Carlo (KMC) method is designed to model time evolution of many-particle systems 

stepwise in time. Instead of solving dynamical equations of motion the KMC approach assumes 

that the system undergoes a structural transformation at each step of evolution with a certain 

probability. The new configuration of the system is then used as the starting point for the next 

evolution step. The transformation of the system is governed by several kinetic rates which are 

chosen according to the model considered. Due to its probabilistic nature this methodology 

permits studying dynamical processes involving complex molecular systems on the time scales 

significantly exceeding the characteristic time scales of conventional MD simulations [16-18]. The 

KMC method is ideal in the situations when certain minor details of dynamical processes become 

inessential, and the major transition of the system to new states can be described by only a few 

kinetic rates being determined through the corresponding physical parameters. 

Quantitative structural analysis of macroscopically large systems as well as the description of a 

number of processes occurring on the macroscopic scale (such as heat transfer, fluid flow, mass 

transport, etc.) can be effectively carried out by means of finite element methods (FEM) [19]. For 

systems involving complicated geometries, loadings, and material properties, it is generally not 

possible to obtain analytical mathematical solutions. FEM enables to formulate the problem in 

terms of a set of algebraic equations, rather than requiring the solution of differential equations. 

These numerical methods yield approximate values of the unknowns at discrete numbers of 

points in the continuum. Hence this process of modeling a body by dividing it into an equivalent 

system of smaller bodies or units (finite elements) interconnected at points common to two or 

more elements (nodal points or nodes) and/or boundary lines and/or surfaces is called 

discretization. In FEM, instead of solving the problem for the entire body in one operation, one 

formulates the equations for each finite element and combines them to obtain the solution of the 

whole body. 
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12.3 MBN Explorer and MBN Studio 

Multiscale modeling of MBN systems is one of the hot topics of modern theoretical and 

computational research. To fully understand and exploit all the richness and complexity of the 

MBN-world, especially its dynamics, one needs to consult many disciplines ranging from physics 

and chemistry to materials and life sciences, exploiting technologies from software engineering 

and high-performance computing. This general trend brought up the idea and then development 

of MBN Explorer [2] and MBN Studio [3]. These software packages have been designed as 

powerful and universal instruments of computational research in the field of MBN Science, which 

are capable to explore, simulate, record and visualize both structure and dynamics of MBN 

systems, reproduce its known features and predict the new ones. 

MesoBioNano Explorer (MBN Explorer) [2] is a software package for the advanced multiscale 

simulations of structure and dynamics of various MBN systems. It has many unique features and 

a wide range of applications in physics, chemistry, biology, and materials science. It is suitable for 

classical non-relativistic and relativistic molecular dynamics (MD), Euler dynamics, reactive and 

irradiation-driven molecular dynamics (RMD and IDMD) simulations, as well as for stochastic 

dynamics or kinetic Monte Carlo (KMC) simulations of various randomly moving MBN systems or 

processes. These algorithms are applicable to a large range of systems, such as nano- and 

biological systems, nanostructured materials, composite/hybrid materials, gases, plasmas, 

liquids, solids, and their interfaces, with the sizes ranging from atomic to mesoscopic. 

12.3.1 Main features of MBN Explorer 

MBN Explorer enables calculations of energies of a large variety of MBN systems and optimization 

of their structures. The software package supports different types of molecular dynamics for MBN 

systems. The program operates with a large library of interatomic potentials thus allowing to 

model many different molecular systems. It is also possible to simulate dynamics of MBN systems 

in present of external fields - electric, magnetic, gravitational, and electromagnetic waves. 

Apart from the standard algorithms, MBN Explorer is equipped with unique algorithmic 

implementations that enhance significantly the computational modeling capacities in various 

research and technological areas. The complete list of algorithms implemented in MBN Explorer 

can be found in [1, 20, 21]. 

In particular, MBN Explorer has unique algorithmic implementations for multiscale modeling. By 

means of stochastic dynamics (KMC, random walk dynamics) algorithms MBN Explorer allows 

simulating the dynamics of MBN systems on the time scales significantly exceeding the limits for 

the conventional atomistic MD simulations. Such multiscale dynamics approach is ideal for 

systems in which details of their atomistic dynamics become excessive and the overall behavior 

of a system can be reproduced through kinetic rates for the dominating modes of motion and 

probabilities of the key processes occurring in the system. This important feature of MBN Explorer 

expands significantly its application areas and goes beyond the limits of other MD codes usually 

unable to deal with multiscale modeling. 

In the case of ultra-relativistic charged particle propagation through different media the 

implemented algorithms enable simulations of particle dynamics on the macroscopically large 
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distances with the atomistic accuracy. These algorithms enable to obtain the necessary atomistic 

insides into macroscopically large systems and processes occurring therein. For instance, one can 

simulate the operation of novel intensive sources of high-energy monochromatic γ-rays based on 

irradiation of oriented crystals by beams of ultra-relativistic electrons and positrons. 

12.3.2 Main features of MBN Studio 

In order to facilitate the practical work with MBN Explorer a special multi-task software toolkit, 

called MBN Studio, has been developed [3]. It simplifies modeling of MBN systems, setting up and 

starting calculations with MBN Explorer, monitoring their progress and examining the calculation 

results. The software can be utilized for any type of calculations that are supported by MBN 

Explorer. 

MBN Studio enables the Project set-up (standard as well as application-specific). Application-

specific projects are usually designed for utilization in the specific application areas, e.g. related 

to novel or emerging technologies. Often application-specific projects also involve special 

algorithms. A special modeling plug-in allows one to construct and prepare application-specific 

projects for simulation quickly and efficiently. 

MBN Studio has an advanced MBN system modeler, a built-in tool for design of MBN systems. By 

means of this plug-in one can easily assemble molecular systems of different geometry and 

composition for their further simulations with MBN Explorer. 

MBN Studio supports various standard input/output data formats and links to numerous online 

databases and libraries with coordinates and geometries for atomic clusters, nanoparticles, 

biomolecules, crystals and other molecular systems that can be utilized in simulations with MBN 

Explorer. 

MBN Studio is equipped with the output data handling, visualization and analytic tools that allow 

calculation and analysis of specific characteristics determined by the output of MD simulations. 

Examples include calculations of diffusion coefficients, heat capacities, melting temperatures for 

solids, atomic radial distribution functions and many others. 

MBN Studio also enables video rendering of the dynamics of MBN systems simulated with MBN 

Explorer. 

To summarize, MBN Explorer and MBN Studio are powerful tools for computational modeling in 

numerous different areas of challenging research arising in connection with development of the 

aforementioned technologies. There are several such areas, in which simulations performed by 

means of MBN Explorer and MBN Studio contributed immensely to their development. For 

instance, one of the areas concerns the development of novel light sources based on charged 

particles channeling in crystalline undulators [22, 23]. Another example concerns controllable 

fabrication of nanostructures with nanometer resolution using tightly-focused electron beams 

[24-26]. The third example deals with simulations of the nanoscopic molecular processes playing 

the key role in the ion-beam cancer therapy [13, 27, 28]. MBN Explorer combined with the 

visualization interface of MBN Studio in many cases can substitute expensive laboratory 

experiments by computational modeling making the software play a role of a “computational 

nano- and microscope”. The following sections illustrate the capabilities of MBN Explorer and 

MBN Studio for advanced multiscale modeling in the three aforementioned technological areas. 
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12.4 Computational modeling of novel crystal-based gamma-

ray light sources 

MBN Explorer and MBN Studio provide unique possibilities for computational multiscale 

modeling of the physical processes and phenomena [23, 29-32] that may facilitate the design and 

practical realization of novel gamma-ray Crystal-based Light Sources (CLS) [22]. Such light 

sources can be constructed through exposure of oriented crystals (linear, bent, periodically bent) 

to beams of ultra-relativistic charged particles (e.g. electrons or positrons). Construction of novel 

CLSs is a challenging task which constitutes a highly interdisciplinary field entangling a broad 

range of correlated activities. CLSs provide a low-cost alternative to conventional X-ray LSs based 

on free electrons lasers (FEL) and have enormous number of applications in the basic sciences, 

technology and medicine [22]. 

The development of LSs for wavelengths λ well below 1Å (corresponding photon energies Eph ≳ 

10 keV) is a challenging goal of modern physics. Sub-angstrom wavelength powerful spontaneous 

and, especially, coherent radiation will have many applications in nuclear and solid-state physics, 

as well as in life sciences. At present, several X-ray Free-Electron-Laser (XFEL) sources are 

operating (European XFEL, FERMI, LCLS, SACLA, PAL-XFEL) or planned (SwissFEL) for X-rays 

down to λ ~ 1Å [33, 34]. However, no laser system has yet been commissioned for shorter 

wavelengths due to the limitations of permanent magnet and accelerator technologies. Modern 

synchrotron facilities [35, 36] provide radiation of shorter wavelengths but of much less intensity 

which falls off very rapidly as λ decreases. 

Therefore, to create a powerful LS in the range well below 1Å, i.e. in the hard X- and gamma-ray 

band, one has to consider new approaches and technologies. Novel gamma-ray CLSs can generate 

radiation in the photon energy range where the technologies based on the charged particles 

motion in the fields of permanent magnets become inefficient or incapable. The limitations of 

conventional LSs is overcome by exploiting very strong crystalline fields that can be as high as 

~1010 V/cm, which is equivalent to a magnetic field of 3000 T, whilst modern superconducting 

magnets provide 1-10 T [37]. The orientation of a crystal along the beam enhances significantly 

the strength of the particles’ interaction with the crystal due to strongly correlated scattering from 

lattice atoms. This allows for the guided motion of particles through crystals of different geometry 

and for the enhancement of radiation. 

Practical realization of CLSs often relies on the channeling effect. The basic phenomenon of 

channeling is in a large distance which a projectile particle penetrates moving along a 

crystallographic plane or axis and experiencing collective action of the electrostatic fields of the 

lattice atoms [38]. In the planar regime, positrons channel in between two adjacent planes 

whereas electrons propagate in the vicinity of a plane thus experiencing more frequent collisions. 

As a result, a typical distance covered by a particle before it leaves the channeling mode due to 

uncorrelated collisions (the so-called dechanneling length) for positrons is much larger than for 

electrons. To ensure enhancement of the emitted radiation due to the dechanneling effect, the 

crystal length must be chosen of the order of the dechanneling length [29-31]. 

The motion of a projectile and the radiation emission in bent and periodically bent crystals (BCs 

and PBCs) are similar to those in magnet-based synchrotrons and undulators. The main difference 

is that in the latter the particles and photons move in vacuum whereas in crystals they propagate 
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in a medium, thus leading to a number of limitations for the crystal length, bending curvature, and 

beam energy. However, the crystalline fields are so strong that they steer ultra-relativistic 

particles more effectively than the most advanced magnets. Strong fields bring bending radius in 

BC down to the cm range and bending period λu in PBCs to the hundred or even ten microns range. 

These values are orders of magnitude smaller than those achievable with magnets [33]. As a 

result, the radiators can be miniaturized thus lowering dramatically the cost of CLSs as compared 

to that of conventional LSs. Figure 12.2 matches the magnetic undulator for the European XFEL 

with the CU manufactured in University of Aarhus and used in recent experiments [39]. 

 

Figure 12.2. (A) Magnetic undulator for the European XFEL and (B) a Si1-xGex superlattice CU build atop the silicon 

substrate with the face normal to the <100> crystallographic direction [1]. In the superlattice, the (110) planes are bent 

periodically. The picture of a CU is courtesy of J.L. Hansen, A. Nylandsted and U. Uggerhøj (University of Aarhus). 

One of the important practical realizations of the CLSs is based on the concept of a Crystalline 

Undulator (CU) [23, 29, 30]. A CU device contains a PBC and a beam of ultra-relativistic positrons 

or electrons undergoing planar channeling, see Figure 12.3. In such a system, in addition to the 

channeling radiation (ChR) [40], the undulator radiation appears due to the periodic motion of 

the particles which follow the bending of the planes. A light source based on a CU can generate 

photons in the energy range from tens of keV up to the GeV region [41] (the corresponding 

wavelengths range starts at 0.1 Å and goes down to 10-6 Å). The intensity and characteristic 

frequencies of the CU radiation (CUR) can be varied by changing the beam energy, the parameters 

of bending and the type of crystal. Under certain conditions a CU can become a source of the hard 

X- and gamma-ray laser light within the range λ = 10-2 - 10-1 Å [23], which cannot be reached in 

existing and planned FELs based on magnets. 

 

Figure 12.3. Schematic representation of a CU [23, 30, 31]. Closed circles mark the atoms of crystallographic planes 

which are periodically bent with the amplitude a and period λu. Thin dotted line illustrates the trajectory of the particle 

(open circles) which propagates along the center line (the undulator motion) and simultaneously undergoes so-called 

channeling oscillations. The periodic mode leads to the emission of the undulator-type radiation, and, under certain 

conditions, may result in the stimulated radiation. 
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The mechanism of the photon emission by means of CU is illustrated by Figure 12.3 which 

presents a cross section of a single crystal. The z axis is aligned with the mid-plane of two 

neighboring non-deformed crystallographic planes (not shown) spaced by the distance d. The 

closed circles denote the nuclei of the planes which are periodically bent with the amplitude a and 

period λu. The harmonic (sinusoidal) shape of periodic bending, 𝑦(𝑧) = 𝑎 sin(2𝜋𝑧/𝜆𝑢), is of a 

particular interest since it results in a specific pattern of the spectral-angular distribution of the 

radiation emitted by a beam of ultra-relativistic charged particles (the open circles in the figure) 

propagating in the crystal following the periodic bending. 

The operational principle of a CU does not depend on the type of a projectile. Provided certain 

conditions are met, a particle undergoes channeling in a PBC [23, 29-31]. Its trajectory contains 

two elements. First, there are channeling oscillations due to the action of the interplanar force. 

Their frequency Ω𝑐ℎ depends on the projectile energy ε, on the maximal value of the interplanar 

force and the interplanar distance d. Second, there are undulator oscillations due to periodicity of 

the bending whose frequency is Ω𝑢 ≈ 2𝜋𝑐/𝜆𝑢. The spontaneous emission is associated with both 

of these oscillations. The typical frequency of ChR is 𝜔𝑐ℎ ≈ 2𝛾
2Ω𝑐ℎ, where 𝛾 = (1 − 𝑣2 𝑐2⁄ )−1/2 is 

the relativistic Lorenz factor with 𝑣 being the speed of a projectile and 𝑐 the speed of light. The 

frequency of CUR is 𝜔𝑢 ≈ 2𝛾
2Ω𝑢. If Ω𝑢 ≪ Ω𝑐ℎ then the ChR and CUR frequencies are well 

separated. In this case the characteristics of CUR are virtually independent on the channeling 

oscillations [23, 29, 30], and the operational principle of a CU is the same as of a magnet-based 

one [42-44] in which the monochromaticity of radiation is due to constructive interference of the 

photons emitted from similar parts of trajectory. 

The feasibility for the construction of a PBC-based light source, a CU, was verified theoretically 

rather recently [29-31, 45, 46]. In these papers, as well as in the subsequent publications (see the 

latest review [23]), the essential conditions and limitations which must be met were formulated. 

These papers gave rise to coordinated theoretical, computational, technological and experimental 

studies of a number of related phenomena. 

 

Figure 12.4. A: schematic representation of the channeling process [20]. The z-axis is aligned with the incident beam 

direction (v0 denotes the initial velocity) and is parallel to the crystallographic direction, along which the channeling is 

simulated. The y-axis is perpendicular to the plane. At the entrance, the x and y coordinates of the particle are randomly 

chosen to lie in the central part of the (xy)-plane (the highlighted rectangle). B: illustration of the trajectory of an axially 

channeling particle. 

MBN Explorer enables simulations of propagation of various (positively and negatively charged, 

light and heavy) particles in various media, such as hetero-crystalline structures (including 

superlattices), bent and periodically bent crystals, amorphous solids, liquids, nanotubes, 

fullerites, biological environment, and many more. The applicability of the code to different 
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structures can be adjusted either by choosing a proper interaction potential or, if necessary, by 

including a new potential [32]. 

By these means the channeling phenomenon [23, 38], which takes place when a charged particle 

enters a crystal at small angles with respect to a crystallographic direction, can be modeled. The 

particle becomes confined and forced to move through the crystal preferably along the 

crystallographic direction, experiencing collective action of electrostatic field of the lattice ions 

(see Figure 12.4). Since the field is repulsive for positively charged particles, they are steered into 

the interatomic region, while negatively charged projectiles move in close vicinity of ion strings 

or planes. 

12.4.1 Relativistic equations of motion 

In order to simulate motion of relativistic particles, MBN Explorer considers [32] relativistic 

equations of motion: 

{
𝒗̇ =

1

𝑚𝛾
(𝑭 − 𝒗

𝑭 ∙ 𝒗

𝑐2
)

𝒓̇ = 𝒗

 (12.1) 

where 

γ =
1

√1 − 𝑣2 𝑐2⁄
 (12.2) 

is the relativistic Lorenz factor with 𝑣 being the speed of a projectile and 𝑐 the speed of light. 

Applied to the propagation in a medium, equations (12.1) describe the classical motion of a 

particle in the electrostatic field of the medium atoms. They do not account for random events of 

inelastic scattering of a projectile from individual atoms leading to the atom’s excitation or 

ionization. The impact of such events on the projectile motion is twofold. First, they result in a 

gradual decrease in the projectile energy due to the ionization losses. Second, they lead to a 

chaotic change in the direction of the projectile motion. 

Rigorous treatment of the inelastic collision evens can only be achieved by means of quantum 

mechanics. However, taking into account that such events are random, fast and local they can be 

incorporated into the classical mechanics framework according to their probabilities [45]; this 

approach is implemented in MBN Explorer. 

12.4.2 Dynamic simulation box 

To simulate propagation of particles through an infinite medium, MBN Explorer utilizes the 

dynamic boundary conditions. In this case all particles in the system are separated in two groups: 

the moving particles and the fixed ones. 

For a single moving particle interacting with fixed atoms of the medium, the dynamic boundary 

algorithm is illustrated in Figure 12.5. Once the particle approaches the border of the simulation 

box, a new box of the same size is generated with its center placed at the geometric center of the 

particle. To avoid spurious change in the force acting on the projectile, the positions of the atoms 

located in the intersection of the two boxes are conserved. The remaining part of the new box is 

filled with atoms of the medium following the specifications in the input file. 
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Figure 12.5. Illustration of the dynamic simulation box algorithm [32]. Once an X-marked projectile approaches the face 

of the simulation box (left panel), a new box of the same size is generated (right panel) with the particle placed 

approximately in its center. Positions of atoms (small shadowed circles) located in the intersection of the old and new 

boxes do not change. In the rest part of the new box the atomic positions are generated anew. 

MBN Explorer enables to simulate classical trajectories for different types of projectiles and their 

energies, different crystals (straight, bent and periodically bent) and crystallographic directions. 

Figure 12.6 shows typical trajectories of 6.7 GeV positrons (panel A) and electrons (panel B) 

propagating in a 105 µm thick silicon crystal. The particles were initially collimated along Si(110) 

crystallographic planes. Horizontal dashed lines indicate the planes separated by the distance d = 

1.92 Å, that is the (110) interplanar distance in the silicon crystal at T = 300 K. Figure 12.6 

illustrates a difference in channeling motions experienced by electrons and positrons. Positrons 

(Figure 12.6A) move along the (110) planes bouncing between two neighboring planes, their 

oscillations exhibit nearly harmonic character. In contrast, electrons (Figure 12.6B) propagate 

oscillating in the vicinity of a plane. As a result, their trajectories are strongly non-harmonic and 

they tend to leave the channeling mode of motion earlier as compared to positrons. 

 

Figure 12.6. Channeling of 6.7 GeV positrons (A) and electrons (B) in a 105 µm thick silicon crystal. The plots show 

typical trajectories of the particles initially collimated along Si (110) crystallographic planes. The trajectories are 

simulated by means of the dedicated channeling module of MBN Explorer [32]. Horizontal dashed lines indicate the 

planes separated by the distance d = 1.92 Å. 
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Simulated trajectories can be used further for statistical characterization of the radiation emitted 

by a projectile. For each set of simulated trajectories of the total number 𝑁𝑡𝑟𝑎𝑗, the code provides 

an option to calculate the spectral distribution of the energy dE emitted within the cone 𝜃 ≤ 𝜃0 ≪

1 along the direction of the incident particle beam: 

〈
𝑑𝐸

𝑑(ℏ𝜔)
〉 =

1

𝑁𝑡𝑟𝑎𝑗
∑
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0
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 (12.3) 

Here, 𝑑2𝐸𝑛/(ℏ𝜔)𝑑Ω stands for the spectral-angular distribution emitted by a projectile moving 

along the jth trajectory. In MBN Explorer, this quantity is calculated within the framework of the 

quasi-classical approximation [47] that combines classical description of the particle’s motion 

with the quantum corrections due to the radiative recoil and using the algorithm described in Refs. 

[23, 32]. The sum in Eq. (12.3) is carried out over all simulated trajectories, i.e. it accounts for the 

contribution of the channeling segments of the trajectories as well as of those corresponding to 

the non-channeling regime. 

Figure 12.7 shows the dependencies 𝑑𝐸𝑛/(ℏ𝜔) calculated for 6.7 GeV electrons and positrons 

aligned along Si(110) crystallographic plane at the crystal entrance [32]. Statistical uncertainties 

due to the finite number of the analyzed trajectories (≈500 trajectories in each case) are indicated 

by the error bars which correspond to the probability α = 0.999. 

 

Figure 12.7. Radiation spectra from 6.7 GeV electrons (solid line) and positrons (dashed line) channeling through a 105 

µm thick Si(110) crystal [32]. The lines are drawn over ca. 200 photon energy points in which the spectra were 

calculated. The symbols mark a small fraction of the points and are drawn to illustrate typical statistical errors (due to 

a finite number of the simulated trajectories) in different parts of the spectrum. 

In connection with the problems of constructing the high-quality undulator material and carrying 

out a quantitative analysis of the structures manufactured by different methods, MBN Explorer 

enables all-atom MD simulations to model periodically bent structures under various external 

conditions. This approach combined with modern numerical algorithms and advanced 

computational facilities will bring the predictive power of the software up to the accuracy level 
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comparable or higher than that achievable experimentally. It can turn computational modeling 

into a very useful instrumental tool, which in many cases could substitute the actual and expensive 

laboratory experiments by computational modeling, and thus reduce the experimental and 

technological costs. 

Verification of the channeling module of MBN Explorer against experimental data as well as 

predictions of other theoretical models has been carried out in a large number of publications [32, 

41, 48-52], where channeling of electrons and positions in straight, bent and periodically bent 

crystals was studied, and the radiation spectra were calculated and successfully compared to 

experimental data. 

12.5 Computational modeling of the focused electron beam 

induced deposition process 

The controllable fabrication of nanostructures with nanoscale resolution remains a considerable 

scientific and technological challenge [53]. To address such a challenge, novel techniques have 

been developed [25] which exploit irradiation of nanosystems with collimated electron and ion 

beams. One of such techniques, Focused Electron Beam Induced Deposition (FEBID) [24-26], is 

based on the irradiation of precursor molecules [54] by high-energy electrons whilst they are 

being deposited upon a substrate. Electron-induced decomposition releases the metallic 

component of the precursor which forms a deposit on the surface with size similar to that of the 

incident electron beam (typically, a few nanometers) [55]. 

FEBID enables reliable direct-write fabrication of complex, free-standing 3D structures [55, 56]. 

Still, as the intended resolution falls below 10 nm, even FEBID struggles to yield the desired size, 

shape and chemical composition [55, 57], which primarily originates from the lack of molecular-

level understanding of the irradiation-driven chemistry (IDC) underlying nanostructure 

formation and growth [26, 55]. Computational multiscale modeling provides a new methodology 

for understanding IDC and, consequently, advancing controllable fabrication of nanostructures. 

FEBID operates through successive cycles of organometallic precursor molecules replenishment 

on a substrate and irradiation by a focused electron beam, which induces the release of metal-free 

ligands and the growth of metal-enriched nanodeposits. It involves a complex interplay of 

phenomena that require dedicated computational approaches: (a) deposition, diffusion and 

desorption of precursor molecules on the substrate; (b) multiple scattering of the primary 

electrons (PE) through the substrate, with a fraction of them being reflected (backscattered 

electrons, BSE) and the generation of additional secondary electrons (SE) by ionization; (c) 

electron-induced dissociation of the deposited molecules; and (d) the follow-up chemistry along 

with potential thermomechanical  effects. While processes (b) and (c) typically happen on the 

femtosecond-to-picosecond timescale, (a) and (d) may require up to microseconds or even longer. 

Until recently, most computer simulations of FEBID and the nanostructure growth have been 

performed using a Monte Carlo (MC) approach and diffusion-reaction theory [25, 58, 59], which 

allow simulations of the average characteristics of the process concerning local growth rates and 

the nanostructure composition. However, these approaches do not provide any molecular-level 

details regarding structure (crystalline, amorphous, mixed) and the IDC involved. At the 
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atomic/molecular level, ab initio methods permit the precise simulation of electronic transitions 

or chemical bond reorganization [60, 61], although their applicability is typically limited to the 

femtosecond–picosecond timescales and to relatively small molecular sizes. In between these 

approaches, classical MD [1] and particularly reactive MD [62] have proved to be very useful in 

the atomistic-scale analysis of molecular fragmentation and chemical reactions up to nanoseconds 

and microseconds [62, 63]. 

A breakthrough into the atomistic simulation of FEBID was achieved recently by means of 

Irradiation-Driven Molecular Dynamics (IDMD), a novel and general methodology for computer 

simulations of irradiation-driven transformations of complex molecular systems [64]. This 

approach overcomes the limitations of previously used computational methods and describes 

FEBID-based nanostructures at the atomistic level by accounting for chemical transformation of 

surface-adsorbed molecular systems under focused electron beam irradiation [1, 64, 65]. 

Within the IDMD framework various quantum processes occurring in an irradiated system (e.g. 

ionization, bond dissociation via electron attachment, or charge transfer) are treated as random, 

fast and local transformations incorporated into the classical MD framework in a stochastic 

manner with the probabilities elaborated on the basis of quantum mechanics [64]. Major 

transformations of irradiated molecular systems are simulated by means of MD with reactive 

CHARMM (rCHARMM) force field [62, 66] using the MBN Explorer [2] and MBN Studio [3] 

software packages. Details of the IDMD and rCHARMM are provided in another chapter of this 

book (see the chapter “Irradiation driven molecular dynamics with reactive CHARMM force field” 

by A.V. Verkhovtsev, I.A. Solov’yov and A.V. Solov’yov). 

In the pioneering study [64] IDMD was successfully applied for the simulation of FEBID of W(CO)6 

precursors on a SiO2 surface and enabled to predict the morphology, molecular composition and 

growth rate of tungsten-based nanostructures emerging on the surface during the FEBID process. 

The follow-up study [65] introduced a novel multiscale computational methodology that couples 

MC simulations for radiation transport with IDMD for simulating the IDC processes with atomistic 

resolution. The developed multiscale modeling approach enables simulation of radiation 

transport and effects in complex systems where all the FEBID-related processes (deposition, 

irradiation, replenishment) are accounted for. The spatial and energy distributions of secondary 

and backscattered electrons emitted from a SiO2 substrate were used to simulate electron-

induced formation and growth of metal nanostructures obtained after deposition of W(CO)6 

precursors on SiO2. 

Within the IDMD framework, the space-dependent rate for bond cleavage in molecules on the 

substrate surface is given by: 

𝑃(𝑥, 𝑦) = 𝜎𝑓𝑟𝑎𝑔(𝐸0)𝐽𝑃𝐸(𝑥, 𝑦, 𝐸0) +∑𝜎𝑓𝑟𝑎𝑔(𝐸𝑖)𝐽𝑆𝐸/𝐵𝑆𝐸(𝑥, 𝑦, 𝐸𝑖)

𝑖

 (12.4) 

where 𝐸0 is the initial energy of the electron beam, 𝐸𝑖 < 𝐸0 a discrete set of values for the electron 

energies lower than 𝐸0; 𝐽𝑃𝐸/𝑆𝐸/𝐵𝑆𝐸(𝑥, 𝑦, 𝐸𝑖) are space- and energy-dependent fluxes of PE/SE/BSE 

(electrons per unit area and unit time), and 𝜎𝑓𝑟𝑎𝑔(𝐸𝑖) is the energy-dependent molecular 

fragmentation cross section. The PE beam flux at the irradiated circular spot of radius R is: 

𝐽0 =
𝐼0
𝑒 𝑆0

 , (12.5) 
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where 𝐼0 corresponds to the PE beam current, 𝑆0 = 𝜋𝑅
2 to its area and e is the elementary charge. 

The electron distributions were simulated using the MC radiation transport code SEED 

(Secondary Electron Energy Deposition) [67, 68]. Molecular fragmentation and further chemical 

reactions were simulated by means of MBN Explorer [2] while MBN Studio [3] was employed for 

constructing the molecular system, performing the precursor molecule replenishment phases, as 

well as for analyzing the IDMD simulation results. 

 

Figure 12.8. Electron-induced fragmentation rates for W(CO)6 precursor molecules irradiated with PE beams of E0 = 1 

keV (A) and E0 = 30 keV (B). The green transparent surface depicts the PE beam area. Adapted from Ref. [65]. 

Figure 12.8 illustrates the space-dependent fragmentation rates induced by uniform 1 keV (panel 

A) and 30 keV (panel B) beams of unit PE flux 𝐽0 = 1 nm-2 fs-1 within a circular area of radius R = 

5 nm. Although the number of BSE/SE electrons for 30 keV is small, their large cross section (in 

relation to PE) produces a significant fragmentation probability, but less than that due to PE at the 

beam area. However, for 1 keV, the fragmentation probability due to BSE/SE (~80-90% 

exclusively due to SE) is very large, and significantly extends beyond the PE beam area. These 

results clearly demonstrate the very different scenarios to be expected for beams of different 

energies and which will importantly influence the deposit properties, as well as the prominent 

role of low-energy SE on molecular fragmentation. 

Each irradiation phase lasts for a time known as dwell time, whose typical duration in experiment 

(≥ µs) is still computationally demanding for MD. To address this challenge, the irradiation phase 

was simulated for 10 ns and simulated PE fluxes 𝐽0 (and hence PE beam currents 𝐼0) were then 

scaled to match the same number of PE per unit area and per dwell time as in experiments [64]. 

As for replenishment, its characteristic times are also typically very long (~ms). In simulations, 

the CO molecules desorbed to the gas phase are simply removed during the replenishment stages 

and new W(CO)6 molecules are deposited. 

As the irradiation-replenishment cycles proceed, atomic clusters and islands of different sizes and 

compositions appear on the substrate as the result of IDC, and the process of nucleation of metal-

enriched islands and its coalescence starts [64]. Figure 12.9 shows the number of atoms (either 

W, C or O) in the largest island is shown for three simulation conditions close to reported in 

experiments [69]: 30 keV at I0 = 0.28 nA, 10 keV at I0 = 2.3 nA and 1 keV at I0 = 3.7 nA. Smaller 

clusters tend to merge with time giving rise to larger structures and, eventually, to the largest 

island displayed in the figure. The jumps in the island size observed with some frequency are due 

to the merging of independent clusters that grow on the substrate. 
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Figure 12.9. Evolution of the number of atoms in the largest simulated islands for PE beams of energies 1, 10 and 30 keV, 

for different currents as indicated [65]. 

Experimental measurements performed to date have been limited to particular values of energy 

and current due to the characteristics of the electron source [69]. In contrast, the IDMD simulation 

method permits the exploration of a much broader range of electron beam parameters. Full 

symbols in Figure 12.10A depict the simulated metal contents of the deposits as a function of 

experimentally equivalent current Iexp. Error bars show the standard deviations obtained from 

three independent simulations for each case. Experimental results [69] are shown by open 

symbols. Numbers next to symbols represent the beam energies in keV. It is clearly seen that the 

results from simulations are within the range of experimental uncertainties, which indicates the 

predictive capabilities of the simulations. 

This analysis provides a detailed “map” of the attainable metal content in the deposits as a function 

of the beam parameters, which is a valuable outcome for the optimization of FEBID with W(CO)6 

on SiO2. Dashed lines in Figure 12.10A correspond to the limiting values of PE beam energy and 

current studied. These results clearly show that, within the analyzed energy domain, a decrease 

in the beam energy and an increase in the current promote the faster growth of the deposit, as 

well as the augment in its metal content. Simulation results provide the grounds for clearly 

understanding such trends: an increment in the current means a larger number of PE per unit 

time, while a reduction in the energy produces an increase in the SE yield. These lead to both the 

greater size of the deposit and its larger metal content due to the increased probability for bond 

cleavage (see Figure 12.8). 

Figure 12.10B and C show top views of the simulated deposits for 1keV@3.7nA and 10keV@2.3nA, 

after 5 and 7 irradiation cycles, respectively (the number of atoms in the largest island is similar 

in these cases, ~12,000). The green circular line marks the area covered by the PE beam (having 

a radius of 5 nm). These figures show that different energy-current regimes lead to distinct 

deposit microstructures and edge broadenings. While the more energetic 10 keV energy beam 

produces a deposit almost entirely localized within the PE beam area, the 1 keV beam produces a 
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sparser deposit (at least during the early stage of the FEBID process) that significantly extends 

beyond the PE beam area, producing an undesired edge broadening of the structure. 

 

Figure 12.10. Compositions and morphologies of the deposits created by FEBID [65]. (A) Dependence of the deposit 

metal content on the beam energy E0 and current Iexp from experiments (open symbols) [69] and IDMD simulations (full 

symbols) [65]. Numbers next to symbols represent the beam energy in keV for each case. Panels B and C show the top 

views of the deposits produced by 10keV@2.3nA and 1keV@3.7nA beams, respectively. The green area marks the PE 

beam spot while blue, white and red spheres represent, respectively, W, C and O atoms; the SiO2 substrate is represented 

by a yellow surface. 

The presented results demonstrate how the novel MC-IDMD approach provides the necessary 

molecular insights into the key processes behind FEBID, which can be used for its further 

optimization and development. The simulations (which rely on basic atomic and molecular data 

such as cross sections for electron scattering and molecular fragmentation) demonstrate [65] a 

great predictive power, yielding fabricated nanostructure compositions and morphologies in 

good agreement with available experimental data [69]. In particular, it is shown that the increase 

in both the growth rate and W-metal content of the deposits with the increase in PE beam current 

and with the decrease in its energy is related to the increase in the number of ejected low-energy 

SE. The latter are also responsible for the different microstructures and edge broadenings 

observed for beams of different energies. This analysis advocates for wide exploitation of the 

IDMD methodology in FEBID and many other processes in which the irradiation of molecular 

systems and irradiation driven chemistry play the key role. 

12.6 Computational modeling of ion-induced DNA damage in 

relation to ion-beam cancer therapy 

MBN Explorer and MBN Studio can be utilized for the evaluation of radiobiological damage 

created by heavy ions propagating in different media, including biological. Such an analysis is 

behind the important biomedical technology known as the ion-beam cancer therapy (IBCT) [13, 

27, 28, 70]. IBCT allows delivery of high doses into tumors, maximizing cancer cell destruction, 

and simultaneously, minimizing the radiation damage of surrounding healthy tissue. The full 

potential of such therapy can only be realized if the fundamental mechanisms leading to lethal cell 
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damage under ion irradiation are well understood. The key question is whether it is possible to 

quantitatively predict macroscopic biological effects caused by ion radiation on the basis of 

physical and chemical effects related to the ion-medium interactions on a nanometer scale. 

Recent review papers [13, 71] and the book [28] presented an overview of the main ideas of the 

MultiScale Approach to the physics of radiation damage with ions (MSA). This approach has the 

goal of developing knowledge about biodamage at the nanoscale and molecular level and finding 

the relation between the characteristics of incident particles and the resultant biological damage. 

The MSA is unique in distinguishing essential phenomena relevant to radiation biodamage at a 

given time, space and energy scale, and assessing the damage [13, 28, 71]. Temporal and spatial 

scales are schematically shown in Figure 12.11. 

 

Figure 12.11. Features, processes, and disciplines, associated with radiation therapy, shown in a space-time diagram, 

which indicates temporal and spatial scales of the phenomena. The history from ionization/excitation to biological 

effects are shown in the main figure, and features of ion propagation are shown in the inset. Adapted from Ref. [13]. 

Radiation damage due to ionizing radiation is initiated by the ions incident on tissue. Initially, they 

have energy ranging from a few to hundreds of MeV per nucleon. In the process of propagation 

through tissue, the ions lose energy due to ionization, excitation, nuclear fragmentation, etc. Most 

of the energy loss of the ion is transferred to tissue. Naturally, radiation damage is associated with 

this transferred energy, and the dose (i.e., deposited energy density) is a common indicator for 

the assessment of the damage [13, 27, 72]. The profile of the linear energy transfer (LET), that is 

the energy absorbed by the medium per unit length of the projectile’s trajectory, along the ion's 

path is characterized with a plateau followed by a sharp Bragg peak. The position of this peak 

depends on the initial energy of the ion and marks the location of the maximum radiation damage. 

In the process of radiation therapy, a tumor is being “scanned” with the Bragg peak both laterally 

and longitudinally. 
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However, the deposition of large doses in the vicinity of the Bragg peak does not explain how the 

radiation damage occurs, since projectiles themselves only interact with a few biomolecules along 

their trajectory and this direct damage is only a small fraction of the overall damage. It is 

commonly understood that the secondary electrons and free radicals produced in the processes 

of ionization and excitation of the medium with ions are largely responsible for the vast portion 

of the biodamage. 

 

Figure 12.12. The scenario of biological damage with ions. Ion propagation ends with a Bragg peak, shown in the top 

right corner. A segment of the track at the Bragg peak is shown in more detail. Secondary electrons and radicals 

propagate away from the ion's path damaging biomolecules (central circle). They transfer the energy to the medium 

resulting in the rapid temperature and pressure increase inside the cylinder. The shock wave (shown in the expanding 

cylinder) due to the pressure increase damages biomolecules by stress (left circle), but it also effectively propagates 

reactive species to larger distances (right circle). A living cell responds to all shown DNA damage by creating foci (visible 

in the stained cells), in which enzymes attempt to repair the induced lesions. If these efforts are unsuccessful, the cell 

dies (the lower right corner). Adapted from Ref. [13]. 

Secondary electrons are produced during a short time of 10-18 - 10-17 s following the ion’s passage. 

The energy spectrum of secondary electrons has been extensively discussed in the literature (see 

the review [13]) and the main result is that most secondary electrons have energy below 50 eV. 

This has several important consequences. First, the ranges of propagation of these electrons in 

tissue are rather small, around 10 nm [73]. Second, the angular distribution of their velocities, as 

they are ejected from their original host and as they scatter further, is largely uniform [74]; this 

allows one to consider their transport using a random walk approach [75-78]. 

The next time scale 10-16 - 10-15 s corresponds to the propagation of secondary electrons in tissue. 

In liquid water, the mean free paths of elastically scattered and ionizing 50-eV electrons are about 
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0.43 and 3.5 nm, respectively [74]. This means that they ionize a molecule after about seven elastic 

collisions, while the probability of second ionization is small [79]. Thus, the secondary electrons 

are losing most of their energy within first 20 collisions and this happens within 1-2 nm of the 

ion's path [80]. After that they continue propagating, elastically scattering with the molecules of 

the medium until they get bound or solvated electrons are formed. It is important to notice that 

these low energy electrons remain important agents for biodamage since they can attach to 

biomolecules like DNA causing dissociation [81]. The solvated electrons may play an important 

role in the damage scenario as well [82, 83]. 

 

Figure 12.13. Survival probabilities as a function of deposited dose for different human (A) and Chinese hamster  

cell lines. The survival probabilities calculated within the MSA [13] at the indicated LET values are shown with lines. 

Experimental data for cells measured at a specific dose, either at normal or hypoxic conditions, are shown by symbols. 

For further details see [92, 93]. 

The energy lost by secondary electrons in the processes of ionization and excitation of the medium 

is transferred to its heating (i.e. vibrational excitation of molecules) due to the electron--phonon 

interaction. As a result, the medium within a 1-2-nm cylinder (for ions not heavier than iron) 

surrounding the ion’s path is heated up rapidly [80, 84]; this cylinder is referred to as the “hot” 

cylinder. The pressure inside this cylinder increases by several orders of magnitude (e.g. by a 

factor of 103 for a carbon ion at the Bragg peak [84]) compared to the pressure in the medium 

outside the cylinder. This pressure builds up by about 10-14 -10-13 s and it is a source of a cylindrical 

shock wave [85] which propagates through the medium for about 10-13 - 10-11 s. Its relevance to 

the biodamage is as follows. If the shock wave is strong enough (the strength depends on the 

distance from the ion's path and the LET), it may inflict damage directly by breaking covalent 

bonds in a DNA molecule [66, 80, 86-89]. Besides, the radial collective motion of the medium 

induced by the shock wave is instrumental in propagating the highly reactive molecular species, 

such as hydroxyl radicals and solvated electrons, to large radial distances (up to tens of 

nanometers) thus increasing the area of an ion’s impact [90, 91]. 

The assessment of the primary damage to DNA molecules and other parts of cells due to the above 

effects is done within the MSA. This damage consists of various lesions on DNA and other 

biomolecules. Some of these lesions may be repaired by the living system, but some may not and 

the latter may lead to cell inactivation. 
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The scenario described above is illustrated in Figure 12.12 [13]. The detailed comparison of its 

outcomes with experimental observations on the survival probability of irradiated cells was 

performed in Refs. [92, 93]. Figure 12.13 highlights this comparison for several exemplar case 

studies. 

12.6.1 Simulation of the thermomechanical damage of the DNA by 

the ion-induced shock wave 

The direct thermomechanical damage of the DNA molecule as a result of interaction with the ion-

induced shock wave has been explored using MBN Explorer [66, 80, 86, 87]. In the earlier 

investigations [80, 86, 87], the DNA damage by ion-induced shock waves was studied by means of 

classical MD simulations using non-reactive molecular mechanics force fields. In those 

simulations the potential energy stored in a particular DNA bond was monitored in time as the 

bond length varied around its equilibrium distance [80, 87]. When the potential energy of the 

bond exceeded a given threshold value, the bond was considered broken. 

 

Figure 12.14. A: The cylindrical shock wave front in water (on the right; ion's path is the axis of this cylinder, 

perpendicular to the figure plane) interacts with a nucleosome (on the left) with a segment of a DNA molecule on the 

surface. The yellow dot indicates the place where damage occurs. The medium is very dense following the wave front 

and is rarefied in the wake. B: The dependence of the logarithm of the normalized number of the covalent bond energy 

records for the selected DNA backbone region per 0.01 eV energy interval on the bond energy for four values of LET: 

900, 1730, 4745, and 7195 eV/nm, corresponding to the Bragg peak values for carbon, neon, argon, and iron ions, 

respectively [80]. Straight lines correspond to the fits of these distributions. Adapted from Ref. [80]. 

In the pioneering study [80] the MD simulations were focused on the interaction of the cylindrical 

shock wave originating from ion’s path with a fragment of a DNA molecule situated on the surface 

of a nucleosome, see Figure 12.14A. Nucleosomes, histone-protein octamers wrapped about with 

a DNA double helix, are the primary structural units of chromatin, which is a principal component 

of the cell nucleus in eukaryotic cells. The simulations [80] were done for four values of LET, 

namely 900, 1730, 4745 and 7195 eV/nm, corresponding to the Bragg peak values for carbon, 

neon, argon and iron ions, respectively. Carbon ions are clinically used for cancer treatment, 

whereas heavier ions up to iron are present in galactic cosmic rays, being potentially damaging 

for humans during space missions [94, 95]. 

The simulations were performed using the standard CHARMM force field [96] which implies the 

harmonic approximation for describing the interaction potentials for covalent bonds and thus 
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does not allow to observe bond breaking events directly. Therefore, in order to study whether the 

covalent bonds in the DNA backbone can be broken during the shock wave action, the energy 

temporarily deposited to these bonds was calculated. The analysis of MD simulations performed 

for four values of LET (900, 1730, 4745 and 7195 eV/nm) gives the distributions of the bond 

energy records. These records can be represented by a histogram that assigns to every interval of 

energy (𝜀, 𝜀 + 𝛿𝜀); the number of records corresponding to the bond energies from this interval. 

For each value of LET, the bond energy distribution was constructed. These distributions 

(normalized to the total number of records Nr for each value of LET) are shown in Figure 12.14B, 

where ln(1 𝑁𝑟  𝑑𝑁 𝑑𝜀⁄⁄ ) is plotted versus the corresponding energy interval. Next, the number of 

energy records of selected covalent bonds of the DNA backbone exceeding a given threshold was 

counted. This was done by direct counting of bond energy records, for which E > E0, where E0 is a 

variable threshold; e.g., the records counted for E0 = 2.5 eV are shown to the right of the dashed 

vertical line in Figure 12.14B. 

A more quantitative description of the ion-induced shock wave phenomenon has become possible 

by means of reactive MD simulations that permitted explicit simulation of covalent bond rupture 

and formation [62]. A recent study [66] presented a detailed computational protocol for modeling 

the shock wave induced DNA damage by means of the rCHARMM force field [62]. 

The target DNA molecule studied in [66] contained 30 complementary DNA base pairs. The 

molecule was placed in a water box extending 17 nm from the DNA in the x- and y-directions and 

8 nm in the z-direction. The total system size was 1,010,994 atoms. 

It is widely established that one of the key events of radiation-induced DNA damage concerns the 

formation of single- and double strand breaks (SSBs and DSBs) of the sugar-phosphate backbone. 

Therefore, the rCHARMM force field was used to describe interatomic interactions in the C3’-O, 

C4’-C5’, C5’-O and P-O bonds in the DNA backbone, which connect the sugar ring of one nucleotide 

and the phosphate group of an adjacent nucleotide. Bond dissociation energies and cutoff 

distances for bond breakage/formation were determined from density functional theory (DFT) 

calculations [66]. Covalent interactions in other parts of the DNA molecule were modeled using 

the standard CHARMM force field. 

In the MD simulations, the energy lost by the propagating ion is deposited into the kinetic energy 

of water molecules located inside a “hot” cylinder of 1 nm radius around the ion's path. The 

equilibrium velocities of all atoms inside the “hot” cylinder are increased by a factor α such that 

the kinetic energy of these atoms reads as [80, 86, 97]: 

∑
1

2
𝑚𝑖(𝛼𝑣𝑖)

2

𝑁

𝑖

= 𝑁
3

2
𝑘𝐵𝑇 + 𝑆𝑒𝑙 (12.6) 

Here Se is the LET of the projectile ion, l is the length of the simulation box in the z-direction 

(parallel to the ion’s path), and N is the total number of atoms within the “hot” cylinder. The first 

term on the right-hand side of Eq. (12.6) is the kinetic energy of the 1-nm radius cylinder at the 

equilibrium temperature, T = 300 K, whereas the second term describes the energy loss by the ion 

as it propagates through the medium. 
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Figure 12.15. A: Illustration of the propagation of the ion-induced shock wave in the vicinity of the DNA segment 

containing 30 base pairs [66]. Water molecules inside the “hot” cylinder surrounding the ion track (shown by the cyan 

line) are highlighted. B: The density of water in the radial direction from the ion’s path is shown at different instances, 

ranging from 0 to 12 ps after irradiation. 

The shock wave propagates in the molecular system radially away from the ion track, see Figure 

12.15A. The range of the shock wave propagation in the aqueous environment can be determined 

by monitoring the radial density of the water molecules in time. The ion track was in this case 

placed directly through the geometrical center of the DNA strand. The results of this analysis are 

shown in Figure 12.15B. The wave front moves toward the edge of the simulation box as time 

passes, and the wave profile becomes lower and broader, showing that the shock wave relaxes as 

time passes. This indicates that the impact of the shock wave weakens over time. Figure 12.15B 

shows that the maximal density of the wave does not change significantly in the range of 2 - 6 nm 

from the ion track, thus a DNA strand placed in this range is expected to receive the strongest 

impact from the shock wave. 

The impact of a shock wave on DNA can be characterized through the probability of strand breaks 

formation, which can be used to quantify the amount of biodamage induced by the shock wave 

mechanism [13]. Figure 12.16 shows the number of strand breaks in the DNA segment, caused by 

a shock wave induced by an argon ion with LET of 2890 eV/nm, a function of simulation time. The 

number of breaks rises quickly within the first 7 ps of the simulation, where the shock wave front 

hits both DNA strands of the target molecule. After this moment the DNA damage rate becomes 

lower lasting until approximately 15 ps, hereafter the number of breaks remains steady. Even if 

the number of breaks generally rises with time, some fluctuations of this quantity can be seen 

locally. This effect might be attributed to the broken bonds which can be rejoined if the atoms 

involved get close to each other after the initial bond breakage. This analysis shows that multiple 

or even complex stand breaks might be induced by the generated shock waves. 
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Figure 12.16. The number of strand breaks in the 30 base pairs-long DNA segment induced by the thermomechanical 

stress by the argon ion with an LET of 2890 eV/nm as a function of simulation time [66]. Two insets show the breakage 

of the DNA strands at simulation time instances of 4 ps and 15 ps. 

The methodology reviewed here can be applied in further computational studies considering 

irradiation of DNA with different ions and different orientations between the ion's path and the 

DNA molecule. Such analysis is important for understanding the radiation damage with ions on a 

quantitative level, focusing on particular physical, chemical, and biological effects that bring about 

lethal damage to cells exposed to ion beams [13, 92, 93]. 

12.7 Conclusions 

MBN Explorer and MBN Studio are the powerful tools for computational modeling in different 

areas of challenging research arising in connection with development of the aforementioned 

technologies. Illustrative case studies of multiscale modeling have been presented in this chapter 

in relation to three emerging technologies, namely (i) development of novel sources of 

monochromatic high-energy radiation based on the crystalline undulators, (ii) controlled 

fabrication of nanostructures using the focused electron-beam induced deposition, and (iii) ion-

beam cancer therapy. These examples illustrate that the unique algorithms and methodologies 

implemented in MBN Explorer, combined with the visualization interface of MBN Studio, in many 

cases can substitute expensive laboratory experiments by computational multiscale modeling 

making the software play a role of a “computational nano- and microscope”. 
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13. Irradiation driven molecular dynamics with 

reactive CHARMM force field 

Alexey V. Verkhovtsev* , Ilia A. Solov’yov, and Andrey V. Solov’yov 
 

This chapter describes Irradiation Driven Molecular Dynamics (IDMD) - a novel computational 

methodology for atomistic simulations of the irradiation-driven transformations of complex 

molecular systems, implemented in the MBN Explorer software package. Within the IDMD 

framework various quantum processes occurring in an irradiated system are treated as random, 

fast and local transformations incorporated into the classical MD framework in a stochastic 

manner with the probabilities elaborated on the basis of quantum mechanics. Major 

transformations of irradiated molecular systems (such as topological changes, redistribution of 

atomic partial charges, alteration of interatomic interactions) and possible paths of their further 

reactive transformations can be simulated by means of MD with reactive force fields, in particular 

with the reactive CHARMM (rCHARMM) force field implemented in MBN Explorer. This chapter 

reviews the general concept of the IDMD methodology and the rCHARMM force field and provides 

several exemplary case studies illustrating utilization of these methods. 

                                                             
 Contact: verkhovtsev@mbnexplorer.com 
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13.1 Introduction 

There are numerous examples where chemical transformations of complex molecular systems are 

driven by irradiation. Often such modifications carry important outcomes to the functional 

properties of the irradiated molecular systems. Enough to mention the radiobiological 

phenomena, in which living cells are inactivated by irradiation due to the induced complex DNA 

strand breaks [1-3]; the formation and composition of cosmic ices and dusts in the interstellar 

medium and planetary atmospheres is largely a result of the interplay of the molecular surface 

adsorption and surface irradiation [4]; the formation of biologically relevant molecules under 

extreme conditions involving irradiation [5], and many more. 

Irradiation driven chemistry (IDC) is nowadays utilized in modern nanotechnology, such as 

focused electron beam deposition (FEBID) [6-8] and ultraviolet lithography (UVL) [9, 10]. These 

technologies belong to the next generation of nanofabrication techniques allowing the controlled 

creation of complex three-dimensional nanostructures with nanometer resolution which is 

attractive in both basic and applied research. Fabrication of increasingly smaller structures has 

been the goal of the electronics industry for more than three decades and still remains one of this 

industry's biggest challenges. Furthermore, irradiation driven chemistry is a key element in 

nuclear waste decomposition technologies [11] and medical radiotherapies [1, 3, 12]. 

IDC studies transformations of molecular systems induced by their irradiation with photon, 

neutron, or charged particle beams. IDC is also relevant for molecular systems exposed to external 

fields, mechanical stress or put in plasma environment. A rigorous quantum-mechanical 

description of the irradiation driven molecular processes e.g. within time-dependent density 

functional theory (TDDFT) is feasible but only for relatively small molecular systems containing, 

at most, a few hundred atoms [13-16]. This strong limitation makes TDDFT of limited use for the 

description of the IDC of complex molecular systems. 

Classical molecular dynamics (MD) could be considered as an alternative theoretical framework 

for modeling complex molecular systems. For instance, by employing the classical molecular 

mechanics approach it is feasible to study structure and dynamics of molecular systems that are 

constituted of millions of atoms [17, 18] and evolve on time scales up to hundreds of nanoseconds 

[19-21]. In the molecular mechanics approach, the molecular system is treated classically, i.e., the 

atoms of the system are interacting with each other through a parametric phenomenological 

potential that relies on the network of chemical bonds in the system. This network defines the so-

called molecular topology, i.e. a set of rules that impose constraints on the system, and permit 

maintaining its natural shape as well as its mechanical and thermodynamical properties. The 

molecular mechanics method has been widely used throughout the last decades and has been 

implemented, for instance, in the well-established computational packages CHARMM [22], 

AMBER [23], GROMACS [24] and NAMD [25]. 

In spite of the manyfold advantages, standard classical MD is unable to simulate irradiation driven 

processes as it typically does not account for coupling of the system to incident radiation, nor does 

it describe quantum transformations in the molecular system induced by the irradiation. These 

deficiencies have been overcome recently by introducing Irradiation Driven Molecular Dynamics 

(IDMD) [26], a new methodology allowing atomistic simulation of IDC in complex molecular 

systems. 
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The IDMD approach has been implemented in the MBN Explorer software package [27] capable 

to operate with a large library of classical potentials, many-body force fields and their 

combinations. MBN Explorer is an advanced software package for simulations of complex 

biomolecular, nano- and mesoscopic systems [27-30]. It is suitable for classical non-relativistic 

and relativistic molecular dynamics (MD), Euler dynamics, reactive and irradiation-driven 

molecular dynamics (RMD and IDMD) simulations, as well as for stochastic dynamics or Monte 

Carlo (MC) simulations of various randomly moving Meso-Bio-Nano (MBN) systems or processes. 

The reactive CHARMM (rCHARMM) force field [31, 32] implemented in MBN Explorer enables the 

description of bond rupture events and the formation of new bonds by chemically active atoms in 

the system, monitoring all the changes of the system's topology that occur during its 

transformations. Chemically active atoms carry information about their partial charges, 

interactions with other atoms in the system, valences and multiplicities of the bonds that can be 

formed with other reactive atoms in the system. Being an extension of the commonly used 

standard CHARMM force field [33-35], rCHARMM is directly applicable to organic and 

biomolecular systems. Its combination with other force fields [36] enables simulations of even 

broader variety of molecular systems experiencing chemical transformations whilst monitoring 

their molecular composition and topology changes [26, 32, 36, 40]. 

This chapter provides an overview of the IDMD methodology exploiting rCHARMM force field and 

complements it with several illustrative examples. 

13.2 Irradiation driven molecular dynamics 

IDMD methodology has been designed for the atomistic simulations of the irradiation-driven 

chemistry processes, and it is applicable to any molecular system exposed to radiation [26, 28, 29, 

40]. Within the framework of IDMD various quantum collision processes (e.g. ionization, 

electronic excitation, bond dissociation via electron attachment, or charge transfer) are treated as 

random, fast and local transformations incorporated into the classical MD framework in a 

stochastic manner with the probabilities elaborated on the basis quantum mechanics. This can be 

achieved because the aforementioned quantum processes happen on the sub- to femtosecond 

time scales (i.e. during the periods comparable or smaller than a typical single time step of MD 

simulations) and involve typically a relatively small number of atoms. 

The probability of each quantum process is equal to the product of the process cross section and 

the flux density of incident particles [41]. The cross sections of collision processes can be obtained 

from (i) ab initio calculations performed by means of various dedicated codes, or (ii) analytical 

estimates and models, (iii) experiments, as well as (iv) atomic and molecular databases. The flux 

densities of incident particles are usually specific for the concrete problem and the system 

considered. The properties of atoms or molecules (energy, momentum, charge, valence, 

interaction potentials with other atoms in the system, etc.) involved in such quantum 

transformations are changed according to their final quantum states in the corresponding 

quantum processes. 

In the course of a quantum process the energy and momentum transferred to the system through 

irradiation is absorbed by the involved electronic and ionic degrees of freedom, and chemically 

reactive sites (atoms, molecules, molecular sites) in the irradiated system are created. The follow-



328  Chapter 13 

   

 

up dynamics of the reactive sites may be described by the classical MD and the thermodynamic 

state of the system until the system undergoes further irradiation-driven quantum 

transformations. The chemically reactive sites may also be involved in the chemical reactions 

leading to the change of their molecular and reactive properties, and participate in the formation 

of stable and chemically neutral atoms and molecules. 

The IDMD methodology accounts for the major dissociative transformations of irradiated 

molecular systems and possible paths of their further reactive transformations [26] which can be 

simulated by means of MD with reactive force fields [31]. The necessary input parameters for such 

simulations can be elaborated on the basis of the quantum chemistry methods. IDMD simulations 

are sensitive to the statistical mechanics factors, like the number density of the reactive species, 

their mobility, diffusion, temperature and pressure of the medium, etc. All these factors may be 

accounted for through either Newtonian or Langevin framework of MD. 

IDMD simulations allow to account for the dynamics of secondary electrons and the mechanisms 

of energy and momentum transfer from the excited electronic subsystem to the system's 

vibrational degrees of freedom, i.e. to its heat. For small molecular systems being in the gas phase 

the ejected electrons can often be uncoupled from the system and excluded from the analysis of 

the system's post-irradiation dynamics. For the extended molecular and condensed phase 

systems the interaction of secondary electrons with the system can be treated within various 

electron transport theories, such as diffusion [2, 42] or Monte Carlo (MC) approach [43], and be 

considered as additional irradiation field imposed on the molecular system [40]. Such an analysis 

provides the spatial distribution of the energy transferred to the medium through irradiation. 

Finally, immobilized electrons and electronic excitations transfer the deposited energy to the 

system's heat via the electron-phonon coupling, which lasts typically up to the picosecond time 

scale [44]. The IDMD approach accounts for the key outcomes of this relaxation process 

determining its duration, the temporal and spatial dependence of the amount of energy 

transferred into the system’s heat. As such, IDMD allows the computational analysis of 

physicochemical processes occurring in the systems coupled to radiation on time and spatial 

scales far beyond the limits of quantum mechanics based computational schemes (e.g. DFT and 

TDDFT, nonadiabatic MD, Ehrenfest dynamics, etc.). Such an analysis is still based on the atomistic 

approach as any other form of traditional MD. 

IDMD relies on several input parameters such as the bond dissociation energies, molecular 

fragmentation cross sections, amount of energy transferred to the system upon irradiation, 

energy relaxation rate, spatial region wherein the energy is relaxed. These characteristics 

originating from smaller spatial and temporal scales can be obtained by accurate quantum-

mechanical calculations by means of the aforementioned computational schemes. If such 

calculations become too expensive, the required parameters can still be obtained from 

experimental data or by means of analytical models/methods. 

Due to the limited number of parameters that enter IDMD and the reactive molecular force fields, 

and a much larger number of various output characteristics accessible for simulations and 

analysis, the IDMD approach allows the computational analysis of the system properties in the 

spatial and temporal domains inaccessible by other computational means. As such, it opens 

unique possibilities for modeling of irradiation driven modifications and chemistry of complex 

molecular systems beyond the capabilities of either pure quantum or pure classical MD. IDMD 
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approach enables to link outputs of numerous MC codes (e.g. Geant4 [45, 46]) simulating radiation 

and particle transport in different media with the inputs of IDMD and thus to achieve the 

multiscale description of irradiation driven molecular dynamics, chemistry and structure 

formation in many different MBN systems. These important capabilities of MBN Explorer have 

been demonstrated in the recent work on the FEBID case study [40]. The similar methodology can 

be used for simulations of numerous molecular systems placed into radiation fields of different 

modality, geometry and temporal profile. 

The developed IDMD framework provides a broad range of possibilities for multiscale modeling 

of the IDC processes that underpin emerging technologies ranging from controllable fabrication 

of nanostructures with nanometer resolution (see e.g. Refs. [8, 47] for FEBID and Refs. [9, 10] for 

UVL) to radiotherapy cancer treatment (see, e.g. [1-3]), both discussed further in this Chapter. 

The IDMD algorithm was validated through a number of case studies of collision and radiation 

processes including atomistic simulations of the FEBID process and related IDC [26, 40], collision-

induced multifragmentation of fullerenes [36], electron impact induced fragmentation of W(CO)6 

[39], thermal splitting of water [31], radiation chemistry of water in the vicinity of ion tracks [37], 

DNA damage of various complexity induced by ions [32], and other [28]. Several case studies from 

the aforementioned list are discussed in greater details below in Sections 4-6. 

13.3 Reactive CHARMM force field 

MBN Explorer allows simulations of dissociation and formation of covalent bonds through the 

reactive CHARMM (rCHARMM) force field [31], which is an extension of the standard CHARMM 

force field [33-35]. This extension requires specification of two additional parameters that define 

the dissociation energy of a covalent bond and the cutoff radius for bond breaking or formation. 

By specifying the additional parameters for the bonded interactions, MBN Explorer considers all 

molecular mechanics interactions, i.e., bonded, angular, dihedral, using an alternative 

parametrization. If the distance between a given pair of atoms becomes greater than the specified 

cutoff radius, this particular bonded interaction is removed from the system's topology and not 

considered in future calculations. 

The standard CHARMM force field [33] employs harmonic approximation for describing the 

interatomic interactions, thereby limiting its applicability to small deformations of the molecular 

system. In case of larger perturbations, the potential should decrease to zero as the valence bonds 

rupture. In order to permit rupture of covalent bonds in molecular mechanics force field, MBN 

Explorer uses a modified interaction potential describing interaction of atoms connecting by 

chemical bonds. The standard CHARMM force field describing covalent bonds is defined as 

𝑈(𝑏𝑜𝑛𝑑)(𝑟𝑖𝑗) =  𝑘𝑖𝑗
𝑏 (𝑟𝑖𝑗 − 𝑟0)

2 (13.1) 

where 𝑘𝑖𝑗
𝑏  is the force constant of the bond stretching, 𝑟𝑖𝑗 is the distance between atoms i and j, 

and the parameter 𝑟0 is the covalent bond length. This parametrization describes well the bond 

stretching regime in the case of small deviations from 𝑟0 but gives an erroneous result for the 

larger distortions. 
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For a satisfactory description of the covalent bond rupture, it is reasonable to use the Morse 

potential. This potential requires one additional parameter if compared to the aforementioned 

harmonic potential. This parameter accounts for energy of the bond dissociation. For a pair of 

atoms the Morse potential reads as: 

𝑈(𝑏𝑜𝑛𝑑)(𝑟𝑖𝑗) =  𝐷𝑖𝑗[𝑒
−2𝛽𝑖𝑗(𝑟𝑖𝑗−𝑟0) − 2𝑒−𝛽𝑖𝑗(𝑟𝑖𝑗−𝑟0)] (13.2) 

where 𝐷𝑖𝑗 is the dissociation energy of the covalent bond, and 𝛽𝑖𝑗 = (𝑘𝑖𝑗
𝑏 𝐷𝑖𝑗⁄ )

1/2
 determines the 

steepness of the potential. Figure 13.1 illustrates the Morse potential for the CN7-CN8B bond that 

is one of the covalent bonds in the DNA backbone; for small deviations from r0 the Morse potential 

and the harmonic approximation are close to each other. 

 

Figure 13.1. The pairwise carbon-carbon (type CN7-CN8B) interaction potential in harmonic approximation (dashed 

line) and modeled with the Morse potential (solid line). 

The rupture of covalent bonds in the course of simulation automatically employs an improved 

potential for the valence angles. In the CHARMM force field, the potential associated with the 

change of a valence angle between bonds with indices ij and jk reads as: 

𝑈(𝑎𝑛𝑔𝑙𝑒)(𝜃𝑖𝑗𝑘) = 𝑘𝑖𝑗𝑘
𝜃 (𝜃𝑖𝑗𝑘 − 𝜃0)

2 (13.3) 

where 𝑘𝑖𝑗𝑘
𝜃  and 𝜃0 are parameters of the potential, and 𝜃ijk is the actual value of the angle formed 

by the three atoms. This potential grows rapidly with increasing the angle, and it may lead to non-

physical results when modeling the covalent bond rupture. In order to avoid such cases, the 

harmonic potential (13.3) is substituted in the modified force field with an alternative 

parametrization, which reads as: 

𝑈(𝑎𝑛𝑔𝑙𝑒)(𝜃𝑖𝑗𝑘) = 2𝑘𝑖𝑗𝑘
𝜃 [1 − cos(𝜃𝑖𝑗𝑘 − 𝜃0)]. (13.4) 

At small variations of the valence angle, this parametrization is identical to the harmonic 

approximation (13.3) used in the standard CHARMM force field. For larger values of the angle, the 

new parametrization (13.4) defines an energy threshold which becomes important for an accurate 

modeling of bond breakage. 
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The rupture of a covalent bond is accompanied by ruptures of the angular interactions associated 

with this bond. The effect of bond breakage on the angular potential can be described through a 

smoothed step function 𝜎(𝑟𝑖𝑗), defined as 

𝜎(𝑟𝑖𝑗) =
1

2
[1 − tanh (𝛽𝑖𝑗(𝑟𝑖𝑗 − 𝑟𝑖𝑗

∗ ))] (13.5) 

with 𝑟𝑖𝑗
∗ = (𝑅𝑖𝑗

𝑣𝑑𝑊 + 𝑟0)/2. This function introduces a correction to the angular interaction 

potential, assuming that the distance between two atoms involved in an angular interaction 

increases from the equilibrium value 𝑟0 up to the van der Waals contact value 𝑅𝑖𝑗
𝑣𝑑𝑊. Since an 

angular interaction depends on two bonds connecting the atoms with indices ij and jk, the 

potential energy describing the valence angular interaction that is subject to rupture is 

parameterized as 

𝑈̃(𝑎𝑛𝑔𝑙𝑒)(𝜃𝑖𝑗𝑘) = 𝜎(𝑟𝑖𝑗)𝜎(𝑟𝑗𝑘)𝑈
(𝑎𝑛𝑔𝑙𝑒)(𝜃𝑖𝑗𝑘). (13.6) 

As seen from Eq. (13.6), the angular potential decreases with the increase of the bond length 

between any of the two pairs of atoms ij or jk. As an illustration, Figure 13.2A shows the CN8B-

ON2-P angular potential which arises, for instance, when modeling DNA nucleotides. The 

presented angular potential is calculated using Eq. (13.6) assuming the breakage of the bond 

between the oxygen and the phosphorous atoms. For the sake of illustration, the CN8B-ON2 bond 

length in this case is taken equal to its equilibrium value r0. 

 

Figure 13.2. A: The CN8B-ON2-P angular potential calculated using Eq. (13.6) with account for the ON2-P bond rupture. 

B: The CN4-P-ON2-CN7 dihedral potential calculated using Eq. (13.8) with account for the ON2-P bond rupture. 

Dihedral interactions arise in the conventional molecular mechanics potential due to the change 

of the dihedral angles between every four topologically defined atoms. Let us consider a 

quadruple of atoms with indices i, j, k and l, bound through an interaction which is governed by a 

change of the dihedral angle. In this case, the dihedral angle stands for the angle between the plane 

formed by the atoms i, j and k, and the plane formed by the atoms j, k and l. In the harmonic 

approximation, the dihedral energy contribution reads as: 

𝑈𝑖𝑗𝑘𝑙
(𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙)

= 𝑘𝑖𝑗𝑘𝑙
𝑑 [1 + cos(𝑛𝑖𝑗𝑘𝑙𝜒𝑖𝑗𝑘𝑙 − 𝛿𝑖𝑗𝑘𝑙)] (13.7) 

where 𝑘𝑖𝑗𝑘𝑙
𝑑 , 𝑛𝑖𝑗𝑘𝑙 and 𝛿𝑖𝑗𝑘𝑙  are parameters of the potential, and 𝜒𝑖𝑗𝑘𝑙  is the angle between the 

planes formed by atoms i, j, k and j, k, l. 
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The dihedral interactions also become disturbed upon covalent bond rupture; therefore, Eq. 

(13.7) should be modified to properly account for this effect. The rupture of a dihedral interaction 

between a quadruple of atoms i, j, k and l should account for three bonds that contribute to this 

interaction. Thus, the potential energy describing the dihedral interaction with account for the 

bond rupture reads as: 

𝑈̃𝑖𝑗𝑘𝑙
(𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙)

= 𝜎(𝑟𝑖𝑗)𝜎(𝑟𝑗𝑘)𝜎(𝑟𝑘𝑙)𝑈𝑖𝑗𝑘𝑙
(𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙)

 (13.8) 

where 𝑈𝑖𝑗𝑘𝑙
(𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙)

 is the potential in Eq. (13.7) describing the dihedral interaction within the 

framework of the standard CHARMM force field. The functions 𝜎(𝑟𝑖𝑗), 𝜎(𝑟𝑗𝑘) and 𝜎(𝑟𝑘𝑙) are defined 

by Eq. (13.5); they are used to limit the dihedral interaction upon increasing the corresponding 

bond length.  Figure 13.2B shows a profile of a CN4-P-ON2-CN7 dihedral interaction potential with 

accounting for the rupture of the central ON2-P bond. This dihedral interaction is also important 

for modeling bond breakages in DNA nucleotides. 

13.4 Multi-fragmentation of carbon fullerenes upon collision 

Irradiation- and collision-induced processes involving carbon fullerenes have been widely studied 

over the past several decades both experimentally and theoretically [48-51]. In particular, 

collisions involving neutral and charged C60 and C70 fullerenes have been widely studied [48, 52-

56], and a lot of experimental information has been obtained on the probability of fullerene fusion 

and the production of smaller clusters due to subsequent fragmentation. 

Collision-induced fusion and fragmentation of C60 fullerenes was studied by means of classical MD 

simulations with the rCHARMM force field, performed with MBN Explorer [36]. In particular, the 

many-body Brenner (reactive empirical bond-order, REBO) potential [57] was used to model 

interactions between carbon atoms and combined together with rCHARMM to enable monitoring 

changes of the molecular topology and the yields of different atomic and molecular fragments 

produced. 

2000 simulations of C60 + C60 collisions were performed to reflect the statistical nature of the 

fusion and fragmentation processes; the duration of the simulation was set to 10 ps. In each 

simulation the fullerenes were randomly oriented with respect to each other. The input 

geometries were prepared by means of MBN Studio [58] - a multi-task software toolkit for MBN 

Explorer. The quantitative information on time evolution of the fragments produced (i.e., the 

number of fragments of each type) was obtained directly from the output of the simulations. 

Ensemble-averaged fragment size distribution was calculated for each collision energy by 

summing up the data from each individual trajectory and normalizing the resulting value to the 

total number of fragments. 

Figure 13.3 shows the average size of the molecular system recorded at the end of the simulations 

as a function of the center-of-mass collision energy. The average system size was defined as the 

total number of atoms divided by the total number of molecular species corresponding to a given 

collision energy. Data extracted from the different trajectories at a given collision energy were 

summed up and normalized to the total number of collision products, including different 

molecular fragments as well as non-fragmented C60 molecules and fused C120 compounds. 
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Figure 13.3. The average size of molecular products produced in C60-C60 collisions as a function of the collision energy 

[36]. The collision products, including different molecular fragments as well as non-fragmented C60 molecules and fused 

C120 compounds, were recorded after 10 ps of the simulations. Open and filled circles describe the simulations 

performed at the fullerene initial temperature of 0 K and 2000 K, respectively. Other symbols represent experimental 

data [53,59]. In the experiments, an average temperature of the colliding fullerenes was estimated around 2000 K. 

Open circles in Figure 13.3 represent the results obtained at the zero temperature of fullerenes. 

Figure 13.3 shows that the maximal average size of molecular products and hence the maximal 

fusion probability is obtained at collision energies of about 200 eV, which is significantly higher 

than experimental results obtained for C60+ + C60 collisions [53, 59]. 

In the experiments, the average temperature of the colliding fullerenes was estimated around 

2000 K [53]. For a better match with the experimental conditions, we performed simulations 

where the fullerenes were given an initial temperature of 2000 K. As a result, each thermally 

excited molecule had an initial internal kinetic energy of about 30 eV. Different initial structures 

and velocities used for the collision simulations were obtained from a 10 ns-long constant-

temperature simulation of a single C60 molecule being at T = 2000 K. In this simulation, 

temperature control was achieved by means of the Langevin thermostat with a damping time of 

0.1 ps. Note that similar simulations performed at different fullerene temperatures suggest that 

C60 resembles its intact cage-like structure up to T ≈ 2300 K. At higher temperatures, a transition, 

which is usually considered as the fullerene melting takes place. It corresponds to an opening of 

the fullerene cage and the formation of a highly-distorted but still non-fragmented structure [60, 

61]. 

The results of the simulations at T = 2000 K are shown in Figure 13.3 by filled circles. The results 

reveal that simulations with thermally excited fullerenes agree much better with the experimental 

results: taking into account that statistical uncertainty of the calculated average size of collision 

products to be about 10%, the calculated numbers agree well with the experimental data. We 

found that the largest average product size and hence the highest probability of fusion is for 

collisions with energies of about 90 - 120 eV, which is significantly lower than the value of about 
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200 eV simulated at zero initial temperature. The fusion barrier decreases due to the thermal 

energy stored in the fullerenes. 

 

Figure 13.4. Number of Cn (n ≤ 10) fragments, normalized to the total number of fragments produced after 10 ps, for the 

center-of-mass collision energies of 225, 270 and 315 eV [36]. Panels A and B show the results obtained at the 0 K and 

2000 K temperature of colliding fullerenes, respectively. 

To analyze the impact of the fullerene initial temperature on the fragmentation dynamics, the size 

distribution of fragments containing up to 10 carbon atoms formed after 10 ps-long simulations 

was analyzed. The results of this analysis are shown in Figure 13.4. The simulations where 

fullerenes prior collisions had zero temperature (Figure 13.4A) show that at the collision energy 

of 225 eV, only a few fragmentation events have been observed, while at the energy of 270 eV a 

phase transition has taken place leading to multi-fragmentation of the fullerenes and the 

formation of multiple small-size fragments. The results of simulations for fullerenes at initial 

temperature of 2000 K (Figure 13.4B) demonstrate that the phase transition takes place at lower 

collision energy. In this case the multi-fragmentation regime starts at the collision energy of about 

185 eV. The most prominent effect of the fullerene finite temperature is an increase in the number 

of C2 and C3 fragments. The data shown in Figure 13.4 demonstrate that at 315 eV collision energy 

the relative number of larger fragments is about 3-6% of the total number of fragments produced, 

and these values are almost independent on the initial energy stored in the system. 

It is known that the size distribution of small fragments Cn produced in collisions involving 

fullerenes follows a n-λ power law [62, 63]. Observing that the simulated distributions of 

fragments are peaked at n = 2, the results for n ≥ 2 were fitted with a power function. The fitting 

procedure gives the value of λ = 1.47 ± 0.04, which is close to the value of 1.54, obtained in earlier 

MD statistical trajectory simulations at 500 eV center-of-mass collision energy [64]. 

13.5 Transport of chemically reactive species around 

energetic ion tracks 

MBN Explorer can be utilized for the evaluation of radiobiological damage created by heavy ions 

propagating in different media, including biological. An energetic charged particle propagating 
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through the medium loses its energy in inelastic collisions with the medium constituents. The 

transport of produced secondary particles as well as the radiation damage induced by them are 

the objects of experimental, numerical and computational studies [3, 65]. In particular, the physics 

and chemistry of radiation damage caused by irradiation with protons and heavier ions has 

recently become a subject of intense interest because of the use of ion beams in cancer therapy 

[1-3, 12]. 

Radiation damage due to ionizing radiation is initiated by the ions incident on tissue. The initial 

kinetic energy of the ions ranges from a few to hundreds of MeV per nucleon. In the process of 

propagation through tissue, they lose energy due to ionization, excitation, nuclear fragmentation, 

etc. Most of the energy loss of the ion is transferred to tissue. For an energetic ion propagating in 

a medium the dependence of the energy deposited into the medium on the penetration distance 

is characterized by a sharp maximum, the Bragg peak, in the region close to the end of ion's 

trajectory. It is commonly understood that the secondary electrons and free radicals produced in 

the processes of ionization and excitation of the medium with ions are largely responsible for the 

vast portion of the biodamage. In the Bragg peak region, the secondary electrons lose most of their 

energy within 1-2 nm of the ion’s path [66]. After that the electrons continue propagating, 

elastically scattering with the molecules of the medium until they get bound or solvated electrons 

are formed [2, 3]. Such low-energy electrons remain important agents for biodamage since they 

can attach to biomolecules like DNA causing dissociation [67]. 

The energy lost by secondary electrons in the processes of ionization and excitation of the medium 

is transferred to its heating (i.e. vibrational excitation of molecules) due to the electron-phonon 

interaction. As a result, the medium within the cylinder of the ~1-2 nm radius surrounding the 

ion’s path is heated up rapidly and the pressure inside this cylinder increases by several orders of 

magnitude (e.g. by a factor of 103 for a carbon ion at the Bragg peak [68]) compared to the pressure 

in the medium outside the cylinder. This pressure builds up by 10-14 - 10-13 s and it is a source of a 

cylindrical shock wave [69] which propagates through the medium for about 10-13 - 10-11 s. 

If the shock wave is strong enough, it can inflict damage by the thermomechanical stress and 

induce breakage of covalent bonds in the DNA molecule [32, 66, 70-73]. Besides, the radial 

collective motion of the medium induced by the shock wave is instrumental in propagating the 

highly reactive molecular species, such as hydroxyl radicals and solvated electrons, to large radial 

distances (up to tens of nanometers) and preventing their recombination [37, 42]. 

The hydroxyl radical, OH•, is one of the main chemically reactive species involved in the indirect 

damage of DNA molecules. It can form upon fragmentation of ionized (H2O+) or electronically 

excited water molecules (H2O*): 

H2O+ → OH• + H+ 

  H2O* → OH• + H• . 
(13.9) 

The hydroxyl radicals can damage DNA, but they can also annihilate, among other reactions [74], 

via a recombination forming hydrogen peroxide: 

  OH• + OH• → H2O2 . (13.10) 

This reaction was studied earlier [37] by means of the rCHARMM force field implemented in MBN 

Explorer. For the sake of simplicity, this reaction was considered as a representative example of 
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the induced radiation chemistry, so all other chemical reactions were disregarded. Pre-solvated 

electrons and hydrogen radicals were not included in these simulations. 

Figure 13.5 illustrates the effects of a carbon ion-induced shock wave on the OH• chemistry in the 

Bragg peak region. Figure 13.5A shows the OH• mean squared displacement (MSD) in a simulation 

where the shock wave is allowed to develop (solid line) and in another one where the shock wave 

is artificially “switched off” (dashed line).  The shock waves develop naturally in the MD 

simulations as a result of the energy deposited along the ion’s track. However, the computer 

simulations allow one to artificially “switch off” this process in order to distinguish its influence 

in the evolution of the radiation chemistry scenario. The earlier study [37] assessed how the shock 

wave modifies the radiation chemistry as compared to the traditional picture of biophysical 

models, where shock waves have not yet been considered. 

 

Figure 13.5. A: Mean squared displacement of the OH• radicals produced around a 200 keV/u carbon ion path. B: Time 

evolution of the number of OH• radicals and produced H2O2 molecules [37, 75]. Results of simulations where the shock 

wave is allowed to develop (transport by the collective flow, solid lines) and where it is artificially “switched off” 

(transport by diffusion, dashed lines) are shown, in order to demonstrate the shock wave effects on the radiation 

chemistry. 

Figure 13.5A compares the transport of OH• radicals in simulations where pure diffusion of 

hydroxyl radicals in the static medium is considered (by artificially switching off the shock wave, 

as explained above) and their transport by the collective flow induced by the shock wave. For the 

latter case, the radicals are transported almost 80 times faster than diffusion, clearly 

demonstrating the capacity of the collective flows initiated by shock waves to effectively transport 

reactive species in the medium. 

The reactivity of the OH• radicals in the presence of the shock wave is illustrated in Figure 13.5B. 

It depicts the average number of OH• and H2O2 molecules in the two cases where the shock wave 

is artificially switched off and naturally allowed to develop, respectively. The error bars represent 

standard deviations corresponding to three independent simulation runs. As clearly seen, the 

evolution of the number of molecules is different when the collective flow is either present or 

absent. The transport of radicals by the collective flow does not only propagate the radicals much 

faster than diffusion, but also prevents their recombination, both by their spreading and by 
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creating harsh conditions in which the formation of the O-O bond is suppressed [37]. These results 

are in line with the observations made for the only reported data for water radiolysis with very 

high-LET ions [76], where unusually large amounts of radicals escaped ion tracks. 

13.6 Atomistic simulation of the FEBID process 

One of the technological applications of irradiation driven chemistry is focused electron beam 

induced deposition (FEBID) – a novel and actively developing nanofabrication technique that 

allows controllable creation of metal nanostructures with nanometer resolution [6-8]. FEBID is 

based on the irradiation of precursor molecules (mainly, organometallic) [77] by keV electron 

beams whilst they are being deposited on a substrate. Electron-induced decomposition of the 

molecules releases its metallic component which forms a deposit on the surface with size similar 

to that of the incident electron beam (typically a few nanometers) [47]. 

To date, a popular class of precursors for FEBID is metal carbonyls Mem(CO)n [8, 78] which are 

composed of one or several metal atoms (Me) bound to a number of carbon monoxide ligands. 

Metal carbonyls have been widely studied experimentally and a substantial amount of data on 

thermal decomposition and electron-induced fragmentation have been accumulated over the past 

decades [79-85]. Strong interest in studying properties of these compounds has been attributed 

to their peculiar structure containing strong C-O bonds and relatively weak Me-C bonds. While the 

former are difficult to cleave, the latter dissociate easily, what usually happens through a 

sequential loss of CO groups when sufficient internal energy is available. 

FEBID operates through successive cycles of precursor molecules replenishment on a substrate 

and irradiation by a tightly-focused electron beam, which induces the release of metal-free ligands 

and the growth of metal-enriched nanodeposits. This process involves a complex interplay of 

phenomena, taking place on different temporal and spatial scales and thus requiring a dedicated 

theoretical and computational approach [28]: (i) deposition, diffusion, aggregation and 

desorption of precursor molecules on the substrate; (ii) transport of the primary, secondary and 

backscattered electrons; (iii) electron-induced dissociation of the deposited molecules; (iv) the 

follow-up chemistry; and (v) relaxation of energy deposited into electronic and vibrational 

degrees of freedom, and resulting thermomechanical effects. 

Until recently, simulations of the FEBID process and the nanostructures growing have been 

performed only by means of the Monte Carlo (MC) approach and the diffusion theory. These 

methods allow simulations of the average characteristics of the process but do not provide 

molecular-level details of the adsorbed material. The IDMD approach [26] goes beyond this limit 

and provides a description of the nanostructures created by the FEBID process on the atomistic 

level accounting for the quantum and chemical transformations within the absorbed molecular 

system. 

In the earlier study [26] atomistic IDMD simulations of the FEBID process of tungsten 

hexacarbonyl, W(CO)6 on a SiO2 surface were performed using MBN Explorer. The results of the 

simulations were validated through the comparison with experimental data [86]. 

The rCHARMM force field used to model the structure and dynamics of irradiated W(CO)6 

molecules atop the hydroxylated SiO2 surface, requires specification of several parameters (the 
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equilibrium bond lengths, bonds stiffness and dissociation energies). Additionally, one need to 

define the dissociative chemistry of precursors including the definition of the molecular fragments 

and atomic valences. In the model considered only the dissociation and formation of the W-C and 

W-W bonds was permitted, while the C-O bonds were treated within the harmonic approximation, 

Eq. (13.1), preventing those bonds from breakage. 

A snapshot of the MD simulation of the first irradiation phase is shown in Figure 13.6. The 

irradiation by an electron beam of the cylindrical shape is considered. Only those precursors 

molecules that move inside the cylinder are exposed to radiation that may induce their 

dissociation. The dissociation rate of the precursor molecules was evaluated from the 

experimental data [86]. 

The FEBID process was modeled [26] with the rescaled computationally accessible parameters 

(the irradiation time and the beam current). These parameters may differ from experimental 

values, but they have to be chosen so that they correspond to a given (in experiment) number of 

electrons Ne targeting the system (the electron fluence) and thus producing the irradiation 

induced effects on the same scale as in the experiment. Following this idea, the irradiation time in 

IDMD simulations is typically decreased as compared to the corresponding experimental values. 

 

Figure 13.6. A: Snapshot of the MD simulation [26] of adsorption of W(CO)6 precursor molecules atop the SiO2 surface 

at the early stage of irradiation by an electron beam (a transparent green cylinder). The interaction of deposited 

precursor molecules with the beam leads to the fragmentation of precursors and to the formation of tungsten clusters, 

shown in blue. 

The probability of W-C bonds dissociation in W(CO)6 caused by collisions with electrons per unit 

time can be evaluated as 

𝑃 =  𝜎 × 𝐽0 (13.11) 

where σ is the bond dissociation cross section and 

𝐽0 =
𝐼0

𝑒 × 𝑆0
 (13.12) 
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is the electron flux density targeting the precursor. Here 𝐼0 is the electron beam current, e is the 

electron charge and 𝑆0 = 𝜋𝑅
2 is the beam cross section equal with R being the beam radius. 

Substituting Eq. (13.12) into Eq. (13.11) one derives 

𝑃0 =
𝐼0
𝑒

𝜎

𝑆0
 (13.13) 

Estimating 𝐼0 = 4 µA and σ = 1.2 × 10-2 nm2 [86], one derives P0 = 3.8 × 10-6 fs-1. This analysis can 

be refined on the basis of the accurate calculations of the corresponding fragmentation cross 

section of the precursor, as well as the yield and the spatial distribution of the secondary electrons, 

which all depend on the energy of the primary beam [40]. That study also demonstrated the 

possibility to link the input characteristics for the IDMD simulations with outputs of MC codes 

simulating radiation and particle transport in different media and thus to achieve the multiscale 

description of IDMD of the FEBID process. This methodology is general and can be used for 

simulations of numerous molecular systems placed into radiation fields of different modality, 

geometry and temporal profile. 

 

Figure 13.7. Time evolution of the size of the largest W-enriched island (A), the number of W atoms (B), the number of 

W(CO)6 (C) and CO (D) molecules in the system during the irradiation periods [26]. The irradiation periods are marked 

by the successive numbers. The duration of each period is 10 ns. In simulations the electron beam radius R is equal to 

5 nm and the beam current I0 = 4 µA. 

Figure 13.7A shows the time dependence of the size of the largest W-enriched island emerged in 

the simulations. Panels B, C and D show this evolution for the numbers of W atoms, W(CO)6 and 

CO molecules in the system during the irradiation periods, respectively. The irradiation periods 

are marked in the plots by the successive numbers. The duration of each period is 10 ns. The 

replenishment periods are excluded from the plots. However, the drops in the number of CO 

molecules and the number of W(CO)6, corresponding to the changes of the system that occur 

during the replenishment periods, are well seen. Both the size and the number of W atoms in the 

islands grow due to the attachment of new atoms to the islands in the course of the FEBID process. 

The panels A and B indicate the coalescence of smaller islands into a larger single nanostructure 
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(ripening process) during the initial stage of the FEBID process. The irregular spikes on the curves 

arise at the instants when separate islands merge together. 

The W-(CO) bonds in precursors dissociate during the irradiation periods leading to appearance 

of the CO molecules. Most of these are created in the vicinity of the surface and later are 

evaporated into the vacuum chamber. The evaporation process continues during the 

replenishment periods. Figure 13.7D shows that during each irradiation period the number of CO 

molecules grows nonlinearly. To account for the evaporation process of CO during the 

replenishment periods, the CO molecules are removed from the simulation box after each 

irradiation phase. After that the new W(CO)6 molecules are deposited on the surface according to 

the chosen deposition rate and the duration of the deposition process. This results in the abrupt 

decrease of the CO molecules and increase of W(CO)6 numbers before the start of each new cycle 

irradiation. 

The results reviewed here demonstrate that the IDMD approach [26] provides a powerful 

computational tool to model the growth process of W-granular metal structures emerging in the 

FEBID process at the atomistic level of detail. The morphology of the simulated structures, their 

composition and growth characteristics are consistent with the available experimental data. The 

performed analysis indicates also the need of further wide exploitation of the IDMD methodology 

in FEBID and many other processes in which the irradiation of molecular systems and irradiation 

driven chemistry play the key role. 

13.7 Conclusions 

Irradiation Driven Molecular Dynamics is a unique computational methodology implemented in 

the MBN Explorer software package which enables atomistic-level modeling of irradiation-driven 

transformations involving complex molecular system. The concept of IDMD is general and 

applicable to any molecular system treated with any classical force field implemented in the 

software. IDMD is capable to describe systems modeled through pairwise potentials, many-body 

force fields, molecular mechanics force fields (including the reactive CHARMM force field) and 

their combinations. The limited number of parameters that determine molecular force fields and 

their irradiation-driven perturbations results in a countable number of modifications that could 

occur in a molecular system upon irradiation and makes the method efficient and accurate. This 

implementation opens a broad range of possibilities for modeling of irradiation-driven 

modifications and chemistry of complex molecular systems. 
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First-stage radiation effects induced in detectors in accelerators, electronic devices and solar 

arrays in space, shielding materials for spacecraft, materials in nuclear power plants, and in water 

samples as proxies for biological matter are traditionally studied via Monte Carlo particle 

transport approaches.  In this chapter, we introduce the basic notions of Monte Carlo particle 

transport and some of the practicalities of the related codes, also mentioning the low energy 

extension specific to the case of radiation effects in biological matter. Then, we will discuss some 

applications in the studies of radiation effects in space and planetary missions and in radiobiology, 

where synergistic studies between the Monte Carlo community and the condensed 

matter/chemical-physics community are possible.  
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14.1 Introduction 

The study of radiation-induced effects on materials and biological systems is of importance for 

several fields of science, including the study of the damage of detectors in high energy particle 

physics experiments, the performance of materials in reactors, the damage of spacecraft 

components, the biological risks in missions to Space and ion-beam cancer therapy.  In many 

applications, the primary radiation to be investigated are hadrons (such as protons), neutrons or 

heavy ions; such primary particles produce secondaries, which include other hadrons, electrons 

and photons. For all these particles (including high-energy photons, treated as quantum-

mechanical particles) the associated interactions must be taken into account, with different 

degrees of detail according to the required accuracy of the simulation. 

Given the high number of generated particles through the medium and the high number of 

scattering integrals (related to different interactions the primary and secondary particles can 

have, in different energy ranges),  the early-stage radiation effects for the above mentioned 

applications are traditionally studied via Monte Carlo (MC) radiation transport methods, in which 

a stochastic approach, based on an approximation to the Boltzmann transport equation, is used to 

simulate the statistically averaged trajectories of model particles as they travel across the matter.  

In the following, after a brief summary of the fundamentals of charged particles interactions with 

matter in a large energy range, we illustrate the fundamental notions of MC particle transport 

[1,2,3,4], in both the so-called condensed history approach suitable for high energy applications 

and in the track structure approach for the study of radiation effects in biological targets at the 

micro- and nanoscale. We then present some technicalities of the MC calculations and in the end 

we make a brief excursion in the applications related to radiation-induced effects in spacecraft 

components, in water/icy targets of interest for planetary exploration, and in radiobiology. In 

particular, we will focus on possible synergies between the first-principles chemical-

physics/condensed matter approaches and the MC particle transport approaches, for problems 

related to radiation-induced effects by those interactions (among the many considered in MC 

approaches used in the applications mentioned above) occurring in the low-energy regime. While 

in MC approaches there is actually no real dynamics of the systems, coupled electron-nuclear 

dynamics in TDDFT [5] and ab-initio Molecular Dynamics (MD) [6] allow to study the dynamical 

response of the system and can provide insights into the quantities provided by MC codes, 

ameliorate some input datasets used by the latter in the low energy regime and clarify the 

accuracy of internationally recommended datasets commonly used to benchmark MC results.  

14.1.1 Brief summary of interactions 

In many applications, the transport of protons and other charged particles is of relevance. The 

number of interactions these can have with matter is daunting, and cross sections are based, 

depending on the energy range, either on experimental data, or on sole (not parameter-free) 

models or on parameterized models which extend reduced set of experimental data to larger 

energy windows. Differently from Chapter 7, we will mention here not only the interactions that 

the incoming particle can have with the electrons in the target material, but also the other 

interactions that a particle in high energy applications can induce in the system. The main classes 

of interactions for protons and charged hadrons are:   
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 electronic interactions with electrons, such as ionization/excitations, described through 

the electronic stopping power;  

 multiple Coulomb scattering at small angles (elastic deflection without energy loss, or very 

small inelastic loss);  

 inelastic nuclear reactions (>30-50 MeV): these are high-energy nuclear reactions in 

which a target nucleus struck by an incident particle (p+, n, π, etc.)  of energy typically 

above a few tens MeV, can lead to fragmentation into secondary lighter nuclei and/or 

lighter particles. Such nuclear reactions are considered to take place in two steps: 

1) a fast direct stage intranuclear cascade (~10-22 sec), where the incident proton/ion 

knocks out several nucleons; At low projectile energies (<100 MeV), all interactions occur 

just between nucleons and the process is called nucleon cascade [7]. With increasing 

energy, firstly pions come out (at energies of about hundreds of MeV), then at higher 

energies (~ 2 – 10 GeV) heavier hadrons are produced. These heavier particles can also 

participate in the intra-nuclear cascade and interact between each other, in what is called 

a hadron cascade. Particles that gain high enough energy to escape from the nucleus are 

emitted mainly in the direction of the incident particle; the rest of the energy is distributed 

in the nucleus, which is left in a highly excited state. In the intranuclear cascade collisions 

are treated as a series of two-body collisions [8,9,10] or via Quantum Molecular Dynamics 

models [11], where the reaction is treated in a semi-classical many-body framework, 

dealing with all correlations among the ejects; 

2) an “evaporation” phase [12] in which the excited nucleus decays by the evaporation of 

charged particles and neutrons, forming a continuous distribution of products [Figure 

14.1]. The evaporated fragments have energies up to ~40 MeV. In this phase, residual 

particles are emitted in isotropic manner; the reaction yields show different regions 

according to the different reaction pathways (spallation, fission, fragmentation);  

 elastic nuclear interactions (<10-20 MeV): unlike the small angle scattering events at the 

previous point, the scattering taking place in an elastic nuclear collision is not a glancing 

one. After penetrating the electron cloud of the target atom, the proton interacts with an 

unscreened nucleus. Elastic scattering is generally modelled as a hard-sphere collision. In 

a crystal lattice, atoms are displaced from their initial positions, creating vacancies and 

interstitials. If the recoil energy of the primary knock-on nucleus is higher than the 

threshold for atomic displacement, it can produce displacement of a further nucleus, 

initiating a collisional displacement cascade. Although qualitatively similar, the 

displacement cross sections for protons are generally larger than those of neutrons, 

because of the electromagnetic interaction, and pions, because of the larger mass, for a 

given material (see e.g. [13]); all cross sections rapidly decrease above a few tens of MeV 

in any material.  

Neutrons, being neutral particles, cannot ionize materials. Apart from the inelastic, two-step 

collisions described above, reactions that may occur in a target under neutron impact are elastic 

scattering and inelastic scattering with neutron-capture. Elastic scattering is a collision between 

the neutron and the nucleus, where after reaction, the neutron is deviated from its trajectory with 

a transfer of kinetic energy and the nucleus is left in the ground state. For inelastic interaction, a 

neutron is captured by the nucleus and then re-emitted with different energy and momentum (a 

(n,n’) reaction). The resulting nucleus, in an excited state, can de-excite by emission of a γ-ray, 



348  Chapter 14 

   

 

charged particles, or other neutrons. For neutrons with energy below 0.5 MeV, the probability of 

neutron capture increases [2]: the neutron is absorbed by the nucleus, usually accompanied by a 

γ-ray (the (n, γ) radiative capture). 

 

Figure 14.1. Schematic example of a high-energy proton interaction with a heavy target nucleus, and some typical 

outcomes of the subsequent particle cascade.  Adapted from [14] and [15]. 

Electrons constitute the predominant secondary particle species generated as charged particles 

traverse matter. Elastic interactions are those in which either the electron passes straight through 

the sample, or is deflected from its path by Coulomb interaction with the positive potential inside 

the electron atomic cloud, with no or negligible energy loss. The closer the  electron comes to the 

nucleus, the larger is the scattering  angle.  The backscattering probability is peaked at energies of 

1-10 KeV and rapidly decreases, and gets larger the larger the atomic number Z of the target. 

In inelastic electron interactions, the energy transferred to the target can cause emission of 

secondary electrons. These can be Auger electrons, or other electrons emitted with low energies 

from the valence states, and with smaller probability higher energy electrons, also called δ-rays, 

with energies of several hundred keV. Collective excitations such as plasmons, phonons, … can 

also be induced. Also, an electron passing an atom within its electron cloud is decelerated by the 

Coulomb force of the nucleus; this inelastic interaction generates a continuous spectrum of high-

energy X-rays, with maximum energy equal to that of the incident beam, the Bremsstrahlung 

emission.  

At electromagnetic field energies E=hc/λ for which the wavelength λ becomes comparable with 

the atomic size, that is a few keV, the photons can be practically considered as particles with zero 

mass and momentum p=E/c. They can interact with matter through: a) the photoelectric effect; b) 

Compton scattering, where the photon transfers part of its energy to an atomic electron that is 

emitted with well defined energy and momentum; c) coherent (Rayleigh) scattering from the 

atomic electron cloud, with a relatively small contribution for keV energies where the 

photoelectric dominates, and negligible for MeV energies; d) positron-electron pair production 
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when the energy of the photon reaches twice the rest energy of an electron (1.022 MeV), and 

rapidly increasing with increasing photon energy. The positron-electron pair share the excess 

photon energy (above 1.022 MeV) as kinetic energy. After coming to rest, the positron annihilates 

with an atomic electron, and a pair of annihilation photons with an energy of 0.511 MeV is 

produced. 

14.2 The Boltzmann equation 

When the incoming particle beam is very intense, it becomes meaningless to follow each primary 

particle individually, and to track all the huge shower of its secondary particles. Instead, a 

statistical approach is sought, centred on the fundamental notions of phase space and of particle 

distributions (in position, energy, angle, momentum, time) in the phase space. Each particle i is 

represented by a point with 6 coordinates in phase space, each phase space coordinate 

corresponding to one of the degrees of freedom of the particle: three correspond to the position 

{x,y,z} and the other three to the vector components of the particle kinetic momentum {px,py,pz} 

(also expressed as the triplet of energy and two direction angles, {E,ϑ,ɸ}); if required, spin, 

particle type, etc. may be considered by adding additional degrees of freedom.   

The aim is thus to determine the expected number of particles in a phase space element (d3r d3p) 

at time t, that is the probability density F = F(𝑟 i, 𝑝 i, 𝑡), 𝑖 ∈ 𝑁, which requires to follow the 6 phase-

space coordinates of a macroscopic number of particles N, of the order of Avogadro’s number. The 

most accurate, though approximate, equation that describes particle transport in terms of the 

phase space density is the Boltzmann transport equation, that is obtained from the full equation 

for the density distribution (the Liouville equation) by rewriting the equation for one 

representative particle, called the 1-particle density distribution f, and averaging over the 

ensemble of the other particles. By following the time evolution of the 1-particle density 𝑓 =

𝑓(𝑟 , 𝑝 , 𝑡) = 𝑓(𝑟 , 𝐸, Ω⃗⃗ , 𝑡) (where  Ω⃗⃗  is the unitary vector defined by ϑ,ɸ),  a complete “history” of the 

radiation tracks can be obtained (that is, an average space-time distribution of the expected 

energy-momentum behaviour of the particle beam, transported and scattered across the target).  

The Boltzmann equation is an integro-differential non-homogeneous equation, based on the 

principle of detailed balance in phase space: at any phase space point, the time derivative of f is 

the sum of a contribution from all the particles that arrive at the point 𝑟  with momentum 𝑝  in 

absence of collisions (“streaming” or free-flight term), plus a contribution from all the particles 

that arrive at 𝑟   by changing their momentum  𝑝 ′ → 𝑝  as a result of an interaction (“collision” term). 

In practice, the Boltzmann equation is often written in terms of the particle flux 

ψ(𝑟 , 𝐸, Ω⃗⃗ , 𝑡) = |𝑣 | ∙ 𝑓(𝑟 , 𝐸, Ω⃗⃗ , 𝑡) (14.1) 

with units of [particles]/([surface][time]) [16]: 

1

𝑣

𝜕ψ(𝑥)

𝜕𝑡⏟    
𝑡𝑖𝑚𝑒−𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡

+ Ω⃗⃗ ∇ψ(𝑥)⏟    
𝑡𝑟𝑎𝑛𝑠𝑙𝑎𝑡𝑖𝑜𝑛

+ μtψ(𝑥)⏟  
𝑎𝑏𝑠𝑜𝑟𝑝𝑡𝑖𝑜𝑛

− 𝑆(𝑥)⏟
𝑠𝑜𝑢𝑟𝑐𝑒

= ∫ ∫ψ(𝑥)μs
𝐸Ω

(𝑥′ → 𝑥)𝑑𝑥′
⏟                

𝑠𝑐𝑎𝑡𝑡𝑒𝑟𝑖𝑛𝑔

 
(14.2) 
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where x represents all phase-space coordinates {𝑟⃗⃗  ⃗, Ω⃗⃗ , 𝐸, 𝑡} and ψ(x) is thus the flux of particles at  

𝑟   moving along the direction Ω⃗⃗  with kinetic energy E at time t. The different terms in the equation 

have the following physical meaning: 

a. the first term, 1/v  ∂ψ(x)/∂t is the time-dependent flux change, due to particles escaping from 

the system boundaries, or disappearing by an absorption reaction, or radioactive decay.  

b. Ω⃗⃗ ∇ψ(𝑥) and μtψ(x)   are respectively the flux change due to translation without change of energy 

and direction (free flight) and the absorption term, with μt (𝑟 , 𝐸, 𝑡) being the total macroscopic 

absorption cross section integrated over angles (or attenuation coefficient, inverse of the mean 

free path =  1/λt = σtNAρ/A, where λt is the mean free path and σt the interaction probability per 

atom/cm2). 

c.  S(x) represents the particle source, external (e.g., a particle beam irradiating the target volume) 

or internal (e.g. neutrons from fission reactions in the volume). 

d. the term on the r.h.s. represents the effect of collisions, or scattering (change in particle flux 

from changes in direction and energy, without a change of particle position); μs (𝑟 ∶

𝑟′⃗⃗ , Ω⃗⃗ : Ω′⃗⃗  ⃗, 𝐸: 𝐸′, 𝑡: 𝑡′) is the angle-dependent macroscopic scattering cross section, σsNAρ/A. Note 

that in the writing of Eq. (14.2), the collision term has been linearized, by assuming that the 

density of particles in the source beam is low enough to neglect particle-particle collisions in the 

source, and only collisions with the target atoms and nuclei are considered. 

The analytical solution of the Boltzmann equation has been attempted for simple geometries, 

assuming a monoenergetic source and a homogenous isotropic scattering medium (see 

e.g.,[17,18]). In any practical case, recourse to numerical methods is necessary to obtain solutions 

for complex geometries, multi-material targets, and sources with complex energy and momentum 

spectra. Particle transport is an inherently stochastic problem where all quantities and processes 

are naturally described by probability distributions. Considering the daunting number of possible 

interactions that a particle can undergo in the target, and the different type of secondaries that 

can be generated, the MC family of numerical techniques represent a very convenient solution 

method. Instead of integrating the probability distributions under given initial and boundary 

conditions, in the MC method the same distributions are randomly sampled, producing a 

collection of representative particle “histories” (usually in the figure of many millions), from 

which physical quantities of interest can be derived by statistical averaging from these 

distributions. It can be said that MC methods essentially create a statistical sample of a complex 

problem for which a direct solution is unattainable.  

To construct a MC simulation, it is more convenient to put the Boltzmann equation (14.2) in 

integral form, by performing the integration over the time variable via a conveniently chosen 

integrating factor. According to the Ergodic Theorem of Birkhoff and Von Neumann [19], the 

average of a function along the time trajectory is equal to the ensemble average over all phase 

space, in the limits of infinite time and sample size, respectively. On this basis, one can replace the 

time variable with a pathlength variable s along the direction Ω⃗⃗  , by defining: 𝑟 ′ = 𝑟 − 𝑠 Ω⃗⃗ , which 

allows to write the translation term as [4, p. 403]: 

1

𝑣

𝜕ψ

𝜕𝑡
+
𝜕ψ

𝜕𝑠
+ μtψ(𝑥) =  𝑆 + 𝑞 (14.3) 
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where q indicates the scattering (double) integral in the r.h.s. of equation (14.2). A detailed 

treatment of this equation can be found in the many reviews about particle transport [1–4]. By 

introducing the integrating factor β = ∫ μt
𝑠

0
𝑠𝑑𝑠, also called optical thickness, the Boltzmann 

equation turns into: 

𝜓(𝑟 , 𝐸, Ω⃗⃗ ) = ∫ 𝑑𝑠 𝑒−𝛽
∞

0
[𝑆(𝑟 , 𝐸, Ω⃗⃗ ) + ∫ 𝑑𝐸′ ∫ 𝑑Ω′𝜇𝑠(𝑟 , 𝐸′, Ω⃗⃗ ′)𝜓(𝑟 , 𝐸′, Ω⃗⃗ ′)

 

4𝜋

𝐸𝑚𝑎𝑥

0
]         (14.4) 

This form of the equation can be approximated as a series of events, alternating collisions and free 

flights (Von Neumann series): (i) a particle is started by sampling the source 𝑆(𝑟 , 𝐸, Ω⃗⃗ ); (ii) it is 

transported to a position 𝑟 , sampled from the path-length distribution β ; (iii) at this site, it makes 

a collision, and changes its direction and (possibly) its energy to values sampled from the collision 

kernel, 𝜇(𝑟 , 𝐸′, Ω⃗⃗ ′)𝜓(𝑟 , 𝐸′, Ω⃗⃗ ′); then it moves to a successive position 𝑟 ′ as in (ii), where it will make 

a new collision (iii), and so on, until it is absorbed, or escapes from the system boundaries. This 

succession of free-flights and collisions (the particle “history”) is the essence of the MC algorithm, 

which can be also explicited in an integral-kernel form, for the sake of mathematical formalism; a 

detailed treatment of the MC approximation to the Boltzmann equation can be found in the many 

reviews about particle transport [1–4]. 

14.3 The Monte Carlo method 

As hinted in the previous section, in the MC method particles are transported step-by-step 

accounting for the stochastic nature of their microscopic interactions. The interactions of 

individual primary ions and their secondaries are sampled to build a history of charged particle 

passage and energy deposition in 3-D geometries [4,16]. Depending on the type of incoming 

radiation and its energy, different interaction processes have to be considered (see Figure 14.1), 

whose details (energy- and angle-dependent cross sections) are provided by experimental data 

and/or theoretical models of the elementary interactions. 

Each particle individual path is modelled statistically while undergoing the different interaction 

processes. The final result is calculated by considering a large enough statistical sample of the 

path (i.e., time-) trajectories to obtain a good approximation of the phase space density, or the 

particle flux.  

At each step of the Von Neumann series, the path length of free flight and the collisional 

interactions (and their outcomes) follow from a random selection of the corresponding variable 

from the appropriate probability distributions. Indeed, a key aspect of the MC technique is the 

ability to generate a sample of phase space points x distributed according to a Probability Density 

Function (PDF) f(x) of the x variable (x can be multidimensional). The samples are 

(pseudo)random values of a variable distributed according to a PDF that embodies the physics of 

the interaction, which implies a random sampling of the outcome of physical events from 

probability distributions. 

The “golden rule” of the Monte Carlo method is based on the use of a homogeneous pseudo-

random number generator in the interval [0,1], to sample any arbitrary probability density. 

Starting from the density f(x), a positive quantity defined on some interval [a,b] with integral 
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normalized to 1, the cumulative density function 𝐹(𝑥) = ∫ 𝑓(𝑥)𝑑𝑥
𝑏

𝑎
 is constructed (CDF). By 

definition, F(x) is monotonically increasing from 0 to 1 in [a,b]; then, a random number 𝜉 ∈ [0,1] 

is used to invert the CDF, as 𝑦 = [𝐹(𝜉)]−1. By construction, y is an approximant of the functional 

derivative of the CDF, that is 𝑦 → 𝑓(𝑥), the original PDF. With this general method, any PDF can 

be sampled, be it given in analytical, numerical, or tabular form, for any variable in the MC 

simulation: the pathlength s, the scattering angles =(), the cross sections for any 

atomic/nuclear events (elastic scattering, photoelectric, Compton, capture, fission etc.), and so on.  

The use of Pseudo Random Numbers (PRN) generator algorithm is needed as computers can not 

generate true random number sequences. A PRN is a deterministic algorithm that, given the 

previous state in the sequence, can generate the next number with (almost) no correlation with 

the preceding one.  Such algorithms need a seed to start a sequence and, being deterministic they 

will always produce the same sequence when initialized with that state. This allows to reproduce 

the same results when the same code is run on different computers (and it also obviously helps 

with the debugging of MC codes). For the practical applications of MC codes, very efficient PRN 

algorithms exists, that can generate very long sequences of uncorrelated numbers (up to 2241 or 

>1070 for the most recent PRNs. 

14.3.1 Continuous slowing down approximation, condensed history 

technique and thresholds 

The Monte Carlo method can be applied independently on the type and properties of the 

transported particles. However, there are some important differences when dealing with charged 

particles, compared to the case of neutral particles. The latter (neutrons, photons) experience 

occasional interactions with individual target particles (electrons, nuclei) separated by a 

relatively large free pathlength, giving rise to the characteristic exponential attenuation profile. 

Instead, when a charged particle passes through a material it actually experiences a huge density 

of interactions per unit pathlength, both with the nuclear electric field, the mean electron field, 

and with individual outer shell electrons of the single atoms, because of the long range of the 

Coulomb field [4]. Therefore, unless the particle velocity falls below a cut-off value roughly 

corresponding to its de Broglie wavelength, λ=h/mv, being much larger than the interatomic 

distances (that is, about 10–3c for an electron, or 10–6c for a proton), it is normal practice to model 

the energy loss of charged particles as continuous, with a rate equal to the electronic stopping 

power, given by the Bethe Bloch equation [20]: 

−(
𝑑𝐸

𝑑𝑥
) =

4𝜋𝜌𝑍𝑟𝑒
2𝑚𝑒𝑐

2

𝐴
 
𝑧2

𝛽2
(ln

2𝑚𝑒𝑐
2𝛽2𝛾2

𝐼2
− 𝛽2 + 𝐶 − 𝛿) (14.5) 

with =v/c the particle velocity, 𝛾 = (1 − 𝛽2)−1 the Lorentz relativistic factor,  Z and z  the electric 

charges of the target atom and of the moving particle, the medium density (g/cm3), I the mean 

excitation potential of the target atom, and C and δ are to corrections respectively due to excitation 

close to shell boundaries (relevant for small energies) and a density correction due to polarization, 

relevant for high energies. The so called Barkas correction [20] is sometimes added, representing  

a  correction  due  to  the  electron capture  of  the  positively  charged  protons  at  low energies in 

the domain of the Bragg peak and behind, leading to a slightly increased range of the moving 
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particle, whereas the negatively charged anti-protons cannot capture electrons from the 

environmental electrons. 

The attenuation coefficient along a pathlength segment ds can then be written as the sum of two 

terms 

μs(𝑟 , 𝛺̂ ∶ 𝛺̂′, 𝐸: 𝐸′) =
𝑑ψ

𝑑𝐸

𝑑E

𝑑𝑠
+ 𝜇(𝛺̂ ∶ 𝛺̂′) · 𝛿(𝐸′ − 𝐸) (14.6) 

 

The first term represents the continuous energy loss involving no scattering, while the second 

term describes the scattering without the energy loss.  In this scheme, called continuous-slowing-

down approximation (CSDA), the particle attenuation is no longer exponential, but has a one-to-

one correspondence with the energy loss. The travelled distance is obtained by integrating the 

reciprocal of the total stopping power over each discrete energy loss E, and the maximum 

penetration depth (or CSDA range) corresponds to the integral from the initial particle energy E0 

to zero. The CSDA range marks the limit at which all charged particles of a given type with the 

same energy are absorbed in a given medium. Due to the particular form of the stopping power 

(14.6), the energy loss increases rapidly with decreasing energy, concentrating the maximum of 

energy deposition in the target towards the end of the trajectory (the so-called Bragg peak of 

energy deposition).  

Notably, assuming the CSDA implies that all particles with the same energy are assumed to travel 

the same average distance [21]: this is why the CSDA range is a close approximation to the average 

path length travelled by a charged particle as it slows down to rest. However, in reality particles 

lose energy in random individual encounters, and their energy after a collision is a continuous 

distribution, rather than a fixed value: this problem, called energy straggling, is more important 

for lighter than for heavy penetrating particles (typically electrons, which obviously have the 

same mass of atomic electrons, and therefore can share the kinetic energy in all possible 

proportions from 0 to E0). A correction scheme due to L. Landau [22] allows to take into account 

this energy spreading, in the form of a universal function applied to the distribution of E values, 

for a given traveled pathlength s (see below). 

An approximation similar to the CSDA for the energy loss is adopted also for the angular 

deflection, mostly originating from the elastic scattering, by calculating an average angular 

distribution (Goudsmit-Saunderson, or Molière approximations [4]) that results from the 

cumulative effect of a large number of small deflections, along a pathlength segment s. The above 

ensemble of approximations for particle kinetics, common to most MC particle transport codes, 

makes up the so-called condensed-history Monte Carlo method for charged particle transport 

simulations [16], in which many discrete events are replaced by a straight continuous step, and 

the corresponding energy losses and changes of direction are condensed into a sum of losses 

(stopping power) and an overall scattering angle. In a condensed history, a large numbers of 

interactions along a small segment s of the radiation track is accounted via a “cumulative” effect 

and the typical spatial resolution is of the order of mm. 
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14.3.2 Computational efficiency and variance reduction techniques 

MC calculations results are obtained as the most probable value of a quantity x of interest (e.g., 

flux, number of created isotopes, energy deposition in a volume, etc.), calculated on the ensemble 

of particle “histories”, indeed a statistical sample of the actual transport problem. Given the finite 

size of the statistical sample, such “results” are extracted from a suitable average of the quantity 

of interest, over the set of samples. By their very nature, MC methods suffer from statistical 

uncertainty, or variance, due to finite sampling. According to the central limit theorem, the 

uncertainty is inversely proportional to the square root of the number of independent samples 

(this is strictly true for Gaussian statistics, and in practice this is the case for an unbiased sample). 

Thus, for each particle, for each desired quantity, averages can be computed as well as their 

standard deviation σ: 

𝑥̅ =
1

𝑁
∑ 𝑥n𝑁
𝑛=0               ,                   𝜎(𝑥) = √

1

𝑁−1
∑ (𝑥n𝑁
𝑛=0 − 𝑥0)2 (14.7) 

with xn  being the contribution of the nth element in the sample (one particle “history”).  

Several techniques of biased sampling must be used in practical applications, in order to reduce 

the variance (for a given amount of computing time) and accelerate convergence (to reduce the 

overall computing time). The general approach is to modify the PDF corresponding to some 

interaction event, in order to artificially increase or decrease the corresponding probability in a 

controlled way, while taking into account the effect of the biasing by a numerical correction factor. 

Such methods go under the general name of “variance reduction techniques”, in the following we 

give some details of the most important ones.  

Modified collision density. Since the number of events necessary to achieve a given statistical 

precision may be very high, it is sometimes necessary to artificially increase the number of 

collision events in specific zones. Such approach is often necessary for neutral particles, which 

may experience rare collisions in a small volume, or in a low-density medium. Collisions can be 

“forced” by locally increasing the value of a cross section; to compensate for the artificial increase, 

the score (energy deposition, particle absorption, etc.) is reduced by a factor (“weight”) inversely 

proportional to the biased cross section. This goes also under the name of pathlength stretching, 

since the distance to the next collision is given by the exponential of the cross section. The notion 

of particle weight is generally useful in a MC method, as a multiplicative factor that relates to the 

importance of an event. Particles can carry a weight larger or smaller than 1 (the unbiased value) 

and their contribution to any event is weighted by this factor. 

Range cut-off. If secondary charged particles have a residual range (that is, the integral of (dE/dx)–

1 from the current value of energy to zero) insufficient to reach the volume of interest, they are 

suppressed by releasing their residual energy on the spot. Alternatively, the pathlength step time 

can be adjusted, by adopting the best value in each zone.  

Adjusted energy thresholds. Transport and production thresholds are helpful for reducing 

computer time, but also are needed because of limitations in the validity of the physics model used 

to describe the cross sections of the different processes. Production energy thresholds are needed 

for explicit production of Bremsstrahlung radiation (below such a threshold, the electron 

radiative energy loss is included in the stopping power, dE/dx), or for the explicit production of 
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secondaries by photons and electrons. A δ-ray threshold sets the limit between discrete and 

continuous ionization energy losses. Transport thresholds are such that the transport of a particle 

is stopped when its energy is lower than the preset threshold; in this case, its remaining energy is 

deposited at that point, or better, in the case of a charged particle, is distributed along its residual 

range [16]. 

14.3.3 Some (other) approximations 

To conclude this brief introduction to the technical aspects of MC methods in particle transport, it 

may be relevant to discuss some of the underlying assumptions and approximations that are 

common to most MC transport codes.  

Firstly, the transport of particles is described as a Markovian process: after each time interval 

during which the distribution of the phase-space points migrates from one cell to another one, all 

the correlations are destroyed. This means there are no memory effects, i.e. the fate of a particle 

depends only on its actual present properties, and not on previous events or histories. This is a 

valid assumption if the characteristic times of the fluctuations (the scattering processes) in each 

phase-space cell are very little with respect to the characteristic times of the distribution evolution 

(the transport processes) [4]. While this assumption does not seem to present particular 

problems, the additional assumption that particles do not interact with each other is not valid in 

extremely intense radiation fields.  

Target materials are assumed to be amorphous, that is the macroscopic interaction cross sections 

are obtained by a simple stoichiometric averaging of the elemental cross sections. This is a 

reasonable approximation for macroscopic conditions, but effects like channelling of ions within 

crystallographic planes is starting to be considered in new implementations of MC codes for high 

energy [23]. In almost all applications, materials are considered as continuous, homogeneous and 

isotropic. For the important problem of transport of cosmic rays in the atmosphere of planets, 

which would require a description of the variable density and temperature of the atmosphere, MC 

codes usually approximate the continuous density variation by many discrete layers of uniform 

density [24]. Furthermore, materials are static: there is no dynamics induced in them by the 

impact of primaries and the generation and passage of secondaries.  

The accuracy of MC calculations does not depend only on the number of particle histories, with 

statistical convergence possibly accelerated by biasing, but also on the models or data on which 

the probability distribution functions are based. It has actually been shown that deficiency in the 

accuracy or in the knowledge of the fundamental light fragment and neutron production cross 

sections is critical, in particular for the study of galactic cosmic rays transmission through matter 

(shielding, spacecraft components, and human tissue) [25]. 

The CSDA previously mentioned continuous uses as input the electron stopping power of the 

projectile in the material being considered. The CSDA implies a one-to-one correspondence 

between the particle energy and the travelled distance at each step. However, energy loss has a 

statistical nature, which means that actually the probability of losing an energy in a certain range 

ΔE around E, when travelling for a certain path-length, should be considered. The fluctuations 

around a mean value of the energy loss (straggling) are described by a distribution that is sampled 

within the transport operator as an energy-dependent step function used to boost the energy loss 
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by quantities dΔE with probability p(ΔE, s), with respect to the continuously decreasing energy 

loss from the transport operator [4].  As a matter of fact, without an appropriate correction, the 

CSDA overestimates the effective projected ranges, because of the range straggling of charged 

particles, especially at low energies where nuclear collisions and multiple scattering become 

dominant. For high energy ions, on the contrary,  the effective stopping power is the same as the 

CSDA stopping power, because the loss of energy is mainly by collisions with the atomic electrons 

and by nuclear interactions. 

14.3.4 Geant4 and the suite of applications for space studies 

An overview of several MC particle transport codes currently in use in the scientific community is 

provided in Table 14.1. Among these, the Geant4 code [26] is especially well-designed to simulate 

high-energy processes with nearly any kind of particle as source. The software suite, with the 

source code written in C++, is freely available. Geant4 is not a unique code, but a set of libraries 

which can be used to build specific applications. The user can modify and combine any parts of 

the code according to the requirements of each particular system to be simulated 

(https://geant4.web.cern.ch/support/user_documentation). Other widely used codes, such as 

MCNP6 [27], FLUKA [28], HETC-HEDS [29] and SHIELD [30] do not seem to be as flexible as 

GEANT4. MCNP6 also requires a license and is a trademark of Los Alamos National Security (LLC, 

Los Alamos National Laboratory); FLUKA (a code mostly devoted to high-energy physics) requires 

development to be done in FORTRAN 77, which excludes many features available using more 

modern programming languages (although only partly true, as routines can be added in F95 and 

later cross-linked). While PHITS [31], MCNP [27] and GEANT4 [26] support multithreading and 

Message Passing Interface (MPI), thus being adapted to massively-parallel computing 

environment, the other codes require splitting large simulations into smaller runs with different 

random number seeds, and merging the results at the end. 

Table 14.1. Comparison of MC codes, particularly used for applications related to space missions 

Code/ Developers     Particles transported Maximum 
energy 

Language/Threading      

MNCP 

Los Alamos National Lab, USA 

p,n,μ,γ,π and HZE ions 100 GeV Fortran/MPI and 
OpenMP 

Geant4 

CERN and Geant4 
collaboration 

p,n,μ,γ,π and HZE ions and 
other subatomic particles 

Over 1 
PeV 

C++, POSIX Threading, 
MPI and TOPC 

FLUKA 
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A large set of physics “lists” (collection of models/available data for interactions over different 

energy ranges) is included in Geant4. Such lists have to be combined in order to cover a wide 

energy range, and even if not the case, to describe the interactions of different charged particles 

and neutral particles. There exist a very large developer and user communities for this code, which 

strongly contribute to the further improvement of the physics lists.  

In studies of radiation effects induced on both biological and spacecraft components during a 

space mission, Geant4 is rarely used as standalone tool. A suite of programs and frameworks are 

used that operate on top of the various Geant4 modules. Examples are the MUlti-LAyered 

Shielding SImulation Software (MULASSIS), a Monte Carlo-based space radiation analysis tool for 

use with simple 1-D geometries [32]; the Geant4 Radiation Shielding tool (GRAS) a fully 3-D, MC-

based radiation analysis tool tailored for use in space radiation [33]; and more-general 

frameworks on top of several Geant4 modules, also allowing to obtain the radiation spectra during 

a space mission, like the SPENVIS online system [34], developed by ESA. Once the energy spectrum 

of source particles is determined, it can then be used to calculate the effect of interest for the user. 

Some of these quantities are:  

 the degradation of the output current in spacecraft solar cells linked to atomic 

displacements; 

 the absorbed dose in water (see Paragraph 14.2.2), used as proxy for biological tissue 

reactions in humans, which appropriately scaled can allow to predict the increase of the 

likelihood for an astronaut to develop cancer [11] and induced short-term effects 

(cataracts, acute radiation sickness, …) [35];  

 the Total Ionising Dose, an important parameter for electronic components and material 

degradation over the duration of a space mission; 

 the so-called Single-Event Effects in microelectronics, causing failure of circuits and 

sometimes loss of instruments [36]. 

14.3.5 MC track structure codes 

The study of biological effects of ionizing radiation at the cellular level is very important both in 

the field of ion-beam cancer therapy and in the science that aims at developing more reliable risk 

assessment models for astronauts and future explorers on the Moon and Mars. The effects at 

cellular level are strongly linked to the details of the spatial pattern of the energy deposition at 

the nanoscale induced (mostly) by ionizations (“ionization clusters”) within subcellular structures 

(e.g., DNA, proteins, cell membrane).  At such spatial scale, the transport of low-energy radiation 

becomes a critical component of any quantitative analysis of radiation effects [37], as the 

penetration of such radiation in matter becomes comparable to the target dimensions (less than 

1 μm). Evidence has accumulated through the years that the most important damage to biological 

molecules is due to secondary electrons with energy around 100 eV (the ionization peak of liquid 

water and DNA nucleotides) and much below, even <20 eV [38,39,40].  

In standard, condensed history MC dosimetric calculations, where the elementary steps s 

represent track segments that are sufficiently long compared to the electron mean free path, and 

thus group a considerable number of similar collisions, electrons below 1 keV are actually 

considered to be absorbed on the spot and thus are not tracked anymore below such energy. While 
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such an approach makes the MC simulation of charged particle transport computationally feasible 

up to very high energies (MeV-GeV), it is not appropriate to describe the interactions of low energy 

radiation, as for the latter a resolution down to the nm scale is necessary. 

Microdosimetry and nanodosimetry allow, respectively, for a quantitative description of the 

stochastic aspects of energy deposition in irradiated media at the µm scale and for a quantitative 

description of key quantities at the nm scale that show connection to the probability of double 

strand breaks in DNA, such as the distribution of the size of the ionization clusters produced both 

along the core of the track of the primary particle and in the region affected by secondary electrons 

(the penumbra) [42]. For very-low-energy electrons, the MC simulation of individual interactions 

down to ~10 eV energies (event-by-event tracking) can be performed by the explicit calculation 

of the track structure: in practice, this is a step-by-step MC method where electrons are followed 

in their succession of individual collisions and free flights, with the input of the appropriate 

electron-electron cross sections (shell ionization, electronic excitation, elastic scattering, etc). The 

description in the condensed-history approach is clearly not appropriate for resolving the events 

at very low energies and dimensions, if one is interested in the distribution of clusters of ionization 

events at the scale of DNA or proteins (a few nanometers) (see Figure 7.4 for the difference 

between the condensed history and the track structure approach). 

A whole family of MC track structure codes has appeared in the past years, like PARTRAC [43], 

KURBUC [44], RETRACKS (RITRACKS) [45], Geant4-DNA [46] and NOREC [47], today considered 

the state-of-the-art for nanoscale electron transport; among these, Geant4-DNA is the only open-

source code. Most models consider that electrons stop propagating below ~10 eV energy. Notably, 

the high-degree of detail in track structure models makes the   development of the algorithms 

highly complex, therefore such models are commonly tailored to the single target water, as 

representative of biological tissues (also considering that a large part of the biological damage to 

DNA and proteins comes indirectly, from free radicals produced by water radiolysis). The cross 

sections are derived from semi-empirical linear response theory-based models which make use 

of the first Born approximation and extrapolate the experimentally available data of the energy 

loss function at 𝒒⃗⃗ =0 to 𝒒⃗⃗ ≠0, where 𝒒⃗⃗  is the momentum of the perturbation [37].  
Recent studies have reported a potentially relevant effect of the different models used for the 

dielectric function of water on ionization clustering [48] and DNA damage induction [49]. Also, 

there is a high degree of uncertainty as the low energy range cross sections become sensitive to 

the details of the electronic structure of the target [50]. Recent works have started to implement 

more realistic targets in Geant4-DNA [51]. 

14.4 Examples of applications of Monte Carlo particle 

transport and synergies with quantum dynamics in the 

electromagnetic sector 

In MC codes, the wide coverage of physics comes from a mixture of experimentally available data 

or modelled cross sections from parametrized models. Each cross-section table or physics model 

has its own applicable energy range. Combining more than one tables/models, one physics 

process can have enough coverage of energy range for a wide variety of simulation applications.  
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Here below we will present some applications which deal with particles of an initially high energy 

and which allow us to highlight a possible synergy with the approaches in the condensed 

matter/chemical physics community when particles get slowed down in passing through the 

target and quantities can be sensitive to the many body physics of the target. Indeed, for low 

energy interactions, accurate modelling of electronic stopping for ions from real time TDDFT, of 

defects creation by ab-initio MD and of collisional cascades induced by scattering among nuclei by 

injecting electronic stopping from real time TDDFT into MD cascades simulations, can well 

provide better input to MC codes or refine the output from the latter. We will focus on applications 

on materials of use in Space missions, water and ice targets in astrobiology and radiobiology. 

14.4.1  Electronic excitations and atomic displacements in solar cells for 

space missions 

As seen in previous paragraphs, atomic displacements are created by both elastic Coulomb 

interactions (described by the concept of nuclear stopping) and nuclear (inelastic and elastic) 

collisions. The resulting structural defects evolve in time, some eventually healing while others 

leaving defective structures in the system.  The solar cells of spacecraft are affected by such 

displacements, mostly induced by the accumulated impact of the radiation trapped in the Van 

Allen belts in Earth’s vicinity during repeated orbits, and eventually by Solar Energetic Particles 

(SEPs) events either in Earth vicinity, or in deep Space or on airless bodies like the Moon (not 

protected by any atmosphere which could eventually attenuate the incoming radiation). The 

induced cumulative structural defects cause trapping of the charge carriers, degrading the output 

current. The so-called Non-Ionizing Energy Loss (NIEL) model, which calculates the energy 

imparted to atomic displacements, is generally used by the radiation-effects community in the 

field of Space mission design for the prediction and study of the degradation of the performance 

of the solar cells. The NIEL formula is given by 

−(
𝑑𝐸

𝑑𝜒
)NIEL=

𝑁

𝐴
∫ 𝐸𝑅𝐿(𝐸𝑅)

𝑑𝜎(𝐸,𝐸𝑅)

𝑑𝐸𝑅
𝑑𝐸𝑅

𝐸𝑅
𝑚𝑎𝑥

𝑇𝑑
 (14.8) 

where  χ=xρA, with ρA being the absorber density in g/cm3, x the penetration depth of the particle 

in the material, and N the Avogadro’s number, A is the atomic mass of an atom in the material, and 

E is the kinetic energy of the incident particle. The integration is done over all possible recoil 

energies ER between the threshold displacement threshold Td, the minimum recoil kinetic energy 

to create a stable defect averaged over all crystallographic directions, and the maximum energy 

transferred to the recoil nucleus ERmax . L(ER) is the Lindhard partition function [52] which gives 

the fraction of the stopping power that goes to NIEL and dσ(E;ER)/dER is the elastic Coulomb 

scattering differential cross section for protons (or other incoming particles) on nuclei. The NIEL 

generally correlates well with the degradation of semiconductors induced by displacement 

damage [53]. In several cases there is a linear relationship between the NIEL and the number of 

displacements when using the modified Kinchin Pease model (Norgett, Robinson and Torrens – 

NRT – model [54]), based on the BCA (successive independent two-body collisions) for 

calculations, which partially takes into account a modified efficiency for displacements due to the 

electronic excitations compared to the hard sphere-model. Such a linear relationship means that 

indeed the efficiency of producing electrically active defects is a  function of the NIEL, and that the 

damage only depends on the number of defects introduced and not on their variety.  
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Most of the damage to solar cells in Space comes from protons <10 MeV [55]. For this low energy 

regime (from few keV to some MeV), Geant4 [26], SR-NIEL [56] or other Geant4-based tools used 

for space radiation-induced effects use similar assumptions for the Coulomb contribution to the 

NIEL. In particular, for the energy loss to electronic degrees of freedom, two models are used in 

all Geant4 electromagnetic physics lists: for protons, for energies below 2 MeV NIST PSTAR/SRIM 

(TRIM) [57,58] stopping power based on the Lindhard dielectric response theory and above 2 

MeV the Bethe-Bloch formula with shell, Barkas, and Bloch and density effect corrections. While 

the SRIM database is usually assumed to be the accurate reference for stopping power, it is 

important to note that SRIM electronic stopping values are produced by bringing together a 

limited number of available experimental results in the form of ratios with respect to He stopping, 

r(Z1, He, v) = Se(Z1, Z2, v)/Se(He, Z2, v), where Z1 and Z2 denote the atomic numbers of projectiles 

(with velocity v) and target atoms, respectively [59]. For the nuclear stopping, the Ziegler, 

Biersack, Littmark screened Coulomb potential, fitted among a large set of data [60,61] and the 

BCA are used. Both the electronic and nuclear stopping power are calculated according to the 

Bragg’s rule, i.e. the (electronic, nuclear) stopping for a compound is obtained as a weighted sum 

in which each material contributes proportionally to the fraction of its atomic weight. The Td is a 

fixed number for each element, independently on the compound in which the element is found. 

Moreover, the system is considered amorphous and thus channelling effects, where the ions travel 

in between crystallographic planes, and any dependence of the Td (the minimum energy to 

displace an atom and create a stable defect) on the crystalline direction are neglected. In addition, 

collisional cascades are always considered as adiabatic, e.g. there is no synergy between the 

electronic and nuclear degrees of freedom, which also means that there is no dependence of the 

Td on accompanying electronic excitations produced by the impacting particle or by the recoil 

atoms.  

Deviations from the NIEL scaling hypothesis have been observed, at both high and low energy [62-

67]. Microscopic, device-dependent modelling of displacement damage, combining both  more 

sophisticated energy deposition computations and theoretical  modelling of the electrical 

properties of defects and disordered regions is necessary [65,68]. At present, the many 

approximations done in SRIM are being intensively examined by the condensed matter 

community [69-73].  Accurate MD calculations [67 and refs. therein] have demonstrated that, in 

reality, the number of defects can be different from the one described by the NRT model often 

used in NIEL calculations. Multiscale approaches for radiation damage starting from Geant4 

calculations of the produced recoil ions and considering also parameterized approaches for 

electron and phonon excitations have also been presented [74]. Recent studies show the 

importance of including electronic stopping effects in cascade formation, in terms of the number 

of formed defects and cascade morphology [75-83]. The energy transfer from the projectile to the 

target recoils is a nonionizing event, but the impacting particle and the recoils may deposit locally 

some energy to the electronic excitations which may alter the formation of defects.  

In Figure 14.2 (left panel) we show the results of a MC particle transport calculation performed 

with the Geant4-based tool MULASSIS for the impact of protons trapped in the Van Allen belts 

onto a triple-junction solar cells (Ga0.5In0.5P/GaAs/Ge) and their passage through the layers of the 

cell [72], for a 3-year mission in low Earth orbit, with same inclination and altitude of the 

International Space Station.  Taking into account the relative motion between the satellite and the 

bombarding particles, we can consider that proton and electron irradiation inside the inner Van 
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Allen belt have an isotropic incidence. The MC calculations show that the range of energies passing 

through the different layers is essentially as large as the one of the impacting particles, though in 

such “passing protons” through the layers also protons generated via nuclear reactions are here 

considered. Nevertheless, many irradiation ground testing experiments are done with 

unidirectional and monoenergetic 1 MeV proton beams on unshielded solar cells (without the 

typical protective SiO2 coverglass), on the basis of previous studies that showed an equivalence 

between the damage induced in a realistic space environment on shielded solar cells and 

irradiation of unidirectional monoenergetic protons in ground experiments on unshielded solar 

cells  [62, 85-87]. SRIM results for such unidirectional proton beam (right panel of Figure 14.2) 

show that 1 MeV protons stop in the Ge bottom layer. As said above, in the calculations of the 

number of defects via SRIM, which are usually done via the NRT model (in the quick cascade mode, 

see [73]), the Td used as input for SRIM is non-direction dependent, is a fixed number for each 

chemical element, and is not affected by any possible local energy deposition to the electronic 

degrees of freedom which may influence the displacements. 

In Table 14.2 we show the results from ab-initio MD calculations (classical equations of motion 

for atoms + DFT for electrons) for the Td for different channeling directions in the Ge layer of the 

solar cells and, for the PKA in the [110] direction, the different values of the Td obtained with an 

ad-hoc consideration of different electronic temperatures (inserted via Fermi-Dirac smearing), 

reflecting the influence of electronic excitations. The results show that the Td is indeed different 

for different crystalline directions, likely influencing the defects that can be created starting from 

impacting particles or recoils moving in different trajectories, and that the Td is a dynamical 

quantity.  In Figure 14.3 we show the consequent change in the NIEL curve as calculated from SR-

NIEL [56] when considering different values of the Td (here we have considered the different 

values corresponding to the different conditions, as these give a higher change in the Td; curves 

for the Td values corresponding to different electronic temperatures would be in the middle 

between those shown), Clearly, a correct estimation of the Td has a remarkable impact for proton 

energies between 0.2 keV and ~8 keV, energies which are surely covered by the protons stopping 

in the Ge layer under ground testing conditions, and for electron energies between 0.3 MeV and 

20 MeV, which surely will pass through the layer.  The implementation of the dynamical nature of 

Td and of its direction-dependence may be considered respectively in codes such as the recently 

developed Iradina [88] and the MARLOWE code which allows for crystalline order [89]. 

 
Figure 14.2. Left panel: Fluence of the omnidirectional primary proton radiation across the layers of the solar cell 

(coverglass included), accumulated during a 3-year International Space Station-like mission, calculated via MC particle 

transport based on Geant4 (MULASSIS code) [72, 84].  Right panel: ion track trajectory output from TRIM for 

unidirectional protons of 1 MeV. 
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Table 14.2. Comparison of threshold diplacement energy value (Td) obtained from this work and other ab-initio MD 

results in the literature [90,91], for different channeling directions. In this work, also different values of the electronic 

temperature ϴe=1100 K (~0.1 eV), ϴe=3300 K (~0.3 eV) and ϴe=4400 K (~0.4 eV) for the PKA along the [110] direction 

are considered. 

                         Work    Td [111] (eV) Td[110]  (eV) Td [001]  (eV)      

 [this work] 10 29 

27 (ϴe=1100 K) 

24 (ϴe=3300 K) 

23 (ϴe=4400 K) 

18 

[90] 9.5 28.5 18 

[91] 10.5±0.5 - 18 

    

 

Figure 14.3. a) contributions to the NIEL from both Coulomb interactions and hadron interactions (for protons), and b) 

from Coulomb interactions (for electrons) for the different Td in Table 14.2. 

14.4.2  Radiation protection in space and astrobiology    

There are at least three important possible synergies between the MC particle transport 

community and the chemical-physics/condensed matter community using ab-initio methods for 

ion-irradiation studies in the field of radiation protection in space and astrobiology.  

MC particle transport codes (in the condensed history approach) are used extensively in studies 

about the radiation environment and radiation-induced doses around Earth [92], at a spacecraft 

during possible interplanetary travel missions [93] and around and at the surface of other bodies 

such as Mars [24,94] and the Moon [95]. The amount of energy deposited by ionizing radiation in 

the target material (often a water “phantom”, considered as a proxy to biological matter) per unit 

mass is termed the absorbed dose (or simply “dose”), measured in J/kg, or Grays (Gy), is defined 

as: 

𝐷(𝐺𝑦) =
𝛥𝐸

𝑚
=
1

𝜌
∫
𝑑𝜀

𝑑𝑥
𝑓(𝐸)𝑑𝐸

∞

𝐸0

 (14.9) 

where m is the mass of the volume of interest in the target, d𝜀/dx is the (unrestricted) collisional 

stopping power (corresponding to the electronic stopping power, e.g., the energy lost by the 

particle per unit path length), f(E) is the particle fluence (the flux of particles integrated over the 

time period of interest), with E being the energy of impacting particles, and ρ is the density in the 
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volume of interest.  The aim of such studies is to estimate the absorbed dose which is then 

transformed into effective dose, via radiation quality factors which take into account the fact that 

the same amount of energy deposited in material by two different types of radiation can bring 

different effects, and thus different levels of risk. The results can then be compared with limits for 

the effective dose for stochastic effects induced by low doses prolonged in time, such as exposure 

from the ubiquitous, constant, low flux of Galactic Cosmic rays – GCRs (it must be noted that short 

term effects induced by high doses, such as those by transient intense events on the Sun, are also 

of concern). 

On the Martian surface, the radiation environment is constituted, under quiet solar conditions, by 

primary GCRs particles reaching the top of the thin atmosphere and going down without any 

interaction (apart from ionization), secondaries that are generated via spallation/fragmentation 

and ionization processes in the planetary atmosphere, and upward secondaries generated by the 

interactions of the radiation reaching the ground and going below the surface with the regolith of 

the planet. In particular, Geant4-based calculations (see Figure 14.5) show that the radiation 

environment as induced by the impact of the GCRs protons and α-particles is mostly constituted 

by protons ≥ 100 MeV, e- and γ-particles in the range 1 keV up to 100 MeV, and neutrons spanning 

a wide energy range down to thermal energies [96]. 

For most of the energies of the particles reaching the Martian surface, the range of such particles 

in water (the main constituent of biological matter) is larger than the few nanometers typical of 

subcellular structures. Thus, dosimetry estimations, at the basis of risk assessment studies for 

human Mars surface exploration [96] (and at the basis of studies in the astrobiology field, such as 

those on potential survival of microorganisms, half-lives of eventual biomolecules [97,98], or 

those on astrophysical ices such as comets in search for organics [99]) are indeed commonly 

performed on the basis of dose estimations using the MC condensed history approach and the 

CSDA.  For operational radiation protection (measurements and assessment of doses in the body), 

quality factors, Qs defined as a continuous function of the LET of the radiation (ICRU 2007 [100]) 

are commonly used.  

However, it is now widely accepted by the scientific community that the radiation quality factors 

are not only related to the (restricted) Linear Energy Transfer (LET, the energy deposited in the 

system “locally”, equal to the electronic stopping power of the particle minus the energy brought 

away from the volume by high energy secondary electrons), but also to the pattern of energy 

deposition on the microscopic and nano-scale, the track structure [101,102,103]. It is recognized 

that particles (of different charge and different speed) with the same LET may show differences 

in the final biological effects. This is however neglected in specifying Q as a simple function of LET 

[104]. Microdosimetry, the study of the pattern of the energy deposition at micrometer length 

scale [105], provides useful insights on a combination of several stochastic processes, including 

the restricted LET, track length distribution and the energy-loss straggling of the primary particles 

[106]. Nevertheless, it is now the field of nanodosimetry which is at the basis for the development 

of new approaches for radiation quality factors. Nanodosimetry provides information on the 

details of the spatial pattern of energy deposition at the nanometer scale, particularly relevant for 

the low energy electrons as mentioned in paragraph 14.1.8. A new model has recently been 

developed at NASA [107] that allows for incorporation of these track structure features in the 

formulation of new quality factors, which do not only dependent on the LET but also on the charge 

and velocity of the particle. This is an important conceptual difference between the quality factors 
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used by NASA for projection of risk from space exposures and the quality factors recommended 

by the ICRP which only depends on the LET, which are more appropriate for operational radiation 

protection on Earth. Real time TDDFT modelling could provide information on the spatial pattern 

of ionization events as induced by particles of different charge and speed, for the low speed 

regime, the energy range where non perturbative effects appear.   

A second important possible synergy comes from the need of MC track structure codes to have as 

input the cross sections, for both elastic and inelastic processes, for the incoming and secondary 

particles. The quality of this cross sections obviously influences the accuracy of the final results, 

and currently this is a main issue especially for the hazardous low energy electrons, but 

improvements for low energy protons are also needed. The cross sections at low energy and 

datasets internationally recommended to serve as benchmark for the MC track structure results 

still have a high level of uncertainty. This is valid in first instance for the hazardous low energy 

electrons, but improvements for low energy protons are also needed. In this context, an 

opportunity for synergistic studies with the ab-initio molecular/chemical-physics community is 

offered by the fact that ab-initio approaches can in principle provide high-accuracy cross sections, 

the main input needed by MC track structure codes. Such calculations are nowadays done in 

different flavors, where actually ab-initio techniques are mixed with some semi-empirical 

modelling to different extents [108-110], although recently an approach has been put forward to 

extract cross sections from TDDFT calculations in a fully ab-initio manner [111].  

Nanodosimetry calculations have also been recently performed for the study of irradiation of 

astrophysical ices [95].  Recent results from the MC track structure code Geant4-DNA [112] have 

shown that the radius of a cylindrical volume comprising the trajectories of the primary ion and 

all secondary electrons, which will collectively determine the effects on an icy target, has a certain 

dependence on the electronic stopping power. The study of radiation impact on icy targets is not 

only relevant for astrophysical ices, such as comets or icy grains, but can also be relevant for 

underground ice on Mars. Protons reaching the subsurface of Mars are slowed down by the 

interaction with the regolith, and can reach even the keV range, as shown by Geant4 calculations 

[113,114]. This is relevant as it is likely in the subsurface ice permafrost that we have a chance, if 

any, to find traces of life, as it has been demonstrated that some microorganisms are able to thrive 

on environments subject to regular radiation [115] and to survive in a dormant state in icy 

environments. Thus, improved modelling of the energy loss processes of protons in subsurface ice 

permafrost is desirable, to answer the question of how much energy can be deposited in such ice 

layer, what are the effects of the radiation on it at the atomistic scale, and whether we can predict 

the radiolysis products of the Martian subsurface as these would be potential nutrients of those 

putative microorganisms.  Real time TDDFT calculations can determine very accurately quantities 

such as the electronic stopping power of protons on an icy sample, shown as a function of the 

trajectory of the projectile in Figure 14.4. The electronic stopping for 100 keV protons impacting 

onto ice shows a strong dependence on the impact parameter [116]. This observation is of general 

importance, for both possibly organic samples trapped in ice and in radiobiology: indeed, since 

the size of the target volumes considered in nanodosimetry is always smaller than the lateral 

extension of the penumbra of the primary particle track, the distribution of the clustered 

ionization events depends critically on the geometrical position of the nanodosimetric target 

volume with respect to the particle track. The dependence on the impact parameter does indeed 

affects the hole and excitation populations of the different orbitals [117] (also seen in localized 
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representations such as the Wannier function picture), which makes it possible to make 

predictions regarding the radiolysis mechanism of the different chemical species, considered by 

some authors as a mechanism providing potential availability of nutrients to possible 

microorganisms [115].   

Figure 14.4.  Illustration of the geometry used in GEANT4 calculations as a section of 150X150X250 km3. The air shower 

was initiated by Galactic Cosmic Rays protons and α-particles [96]. Tracks from a low statistic simulation are for a pure 

illustrative scope [97]. A Map of subsurface ice on Mars [119]. Electronic stopping power for a 100 keV proton impacting 

on ice, as a function of the impact parameter, from TDDFT calculations combined with Ehrenfest dynamics.  

14.4.3  Ion-beam cancer therapy: down to complete stopping 

A last example where ab-initio methods based on TDDFT can be of use is the field of ion-beam 

therapy, where irradiation with light ions is getting increasingly popular compared to traditional 

photon-based radiotherapy. Such increased use of light ions beams is due to the better 

confinement of the achieved dose distributions in the region of the tumour and the increased 

relative biological effectiveness (RBE), the ratio of biological effectiveness of such ionizing 

radiation relative to X-rays, given the same amount of absorbed energy. 

The optimal use of ion radiotherapy heavily relies on modelling. The treatment planning has to 

account primarily for the distribution of the deposited dose, for a significantly enhanced biological 

effectiveness of the impacting protons relative to photons at a sub-mm section at the track ends, 

and also for an accurate estimation of the penetration depth. For real time TDDFT methods, for 

disordered systems like water, the main component of biological matter, it is still a challenge to 

obtain a meaningful electronic stopping with a single or few trajectories. Sampling trajectories on 

a uniform grid, or stochastically generated, require a relatively large number of trajectories for 

convergence [120]. However, recently, an ion trajectory pre-sampling method has been developed 

which greatly improve the computational efficiency [121]. This method selects trajectories on a 

geometric basis, by comparing the probability distribution function (PDF) of the distance between 

the projectile and the nearest atoms for the supercell to be simulated via RT-TDDFT, with the 

converged distribution obtained for a large sample. The trajectories are scored according to the 
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overlap between all sampled trajectories accumulatively and converged distributions for all 

chemical species present in the target, e.g. H and O for the case of water.              

Figure 14.5 left panel depicts the electronic stopping curves as a function of velocity for protons 

in liquid water, obtained by real time TDDFT calculations, based on Gaussian basis sets, with only 

8 pre-sampled short trajectories at the length of 20 Å, and the comparison with available 

experiments. It can be seen that, with the geometry pre-sampling of ion trajectories, TDDFT 

calculations can reproduce an accurate electronic stopping (Se) curve around the Bragg peak for 

protons in liquid water, with a relatively small demand of computational resources.  

An important quantity in radiation therapy is the penetration depth. Protons beams (and in 

general radiation beams) have a finite penetration depth in a given material. They exhibit a 

relatively low ionisation density at the surface; their ionisation density increases near the end of 

the beam range, where there is a narrow region of high ionisation density, i.e. the Bragg peak. The 

radiation dose from a proton beam falls off sharply both laterally and distally [122], which leads 

to a limited damage induced in healthy tissues surrounding the tumor. For clinical applications, 

several beams can be combined to achieve the appropriate dose in the volume of interest, via the 

superposition of Bragg peaks of different intensities and energies ("spread-out Bragg peak", 

SOBP). Particles undergo a rapid, non-linear change in their energy deposition characteristics for 

the end of the range and the increase of LET combined with dose falloff can cause range 

uncertainties of 1-2 mm [123,124]. Therefore, improved calculations for describing the energy 

dependence of the RBE down to the stopping limit [125], and removal of the uncertainties 

regarding the range are critically needed. 

In Figure 14.5 right panel we report how the electronic stopping curves around the Bragg peak 

derived from TDDFT and SRIM affect the penetration range (R). The red line shows the differences 

of R ( ΔR ) for protons in liquid water based on the Se curves of TDDFT and SRIM (red dashed and 

gray solid lines). The contribution from the nuclear stopping (Sn)  of the SRIM tables is also shown 

as green line. It can be seen that, on the left side of the Bragg peak and below 0.1 MeV, ΔR induced 

by the difference in Se between TDDFT and SRIM tables is up to 80 nm, as a relative 

overestimation in Se by TDDFT. For higher energy, the value of ΔR (Se) decreases to 0 and then 

goes up in the opposite direction to -11 um at about 2.5 MeV. The negative sign means that the 

penetration depth given by SRIM table is bigger than that of TDDFT. For proton beams used in 

therapy, the typical energy is between 50 MeV and 250 MeV with a range over 10 mm [126]. The 

11 µm difference due to the difference in Se between TDDFT and SRIM around the Bragg peak is 

negligible. In comparison, the contribution from nuclear stopping (ΔR (Sn)) is very tiny around the 

Bragg peak. It will be increased continuously to about 0.16 mm at 250 MeV (not shown in the 

figure). 



Fundamentals of Monte Carlo particle transport and synergies with quantum dynamics 367 

   

 

 

Figure 14.5. Right panel: The purple and dark-green lines show the empirical tables of SRIM2013 and PSTAR, 

individually. TDDFT calculations,based on Gaussian basis sets, and with 8 pre-sampled short trajectories at the length 

of 20 Å, are given as blue line with error bars [121]. Available observations of the electronic stopping power for proton 

in water and ice are also reported, [https://www-nds.iaea.org/stopping/stopping_hydr.html, and references therein]; 

Left panel: penetration range difference ΔR for proton in liquid water based on the electronic stopping  curves of TDDFT 

and SRIM. 
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15. Combining Monte Carlo methods with other 

techniques 

Nikita Medvedev* and Vladimir Lipp  

Here we describe a methodology of combining Monte Carlo method of particles transport in 

matter with other simulation techniques. The general ideology of so-called hybrid models is 

presented, placing the multiscale models in the proper context. Then, peculiarities of the Monte 

Carlo models are discussed with respect to the task of combining them with other methods. We 

address the models without and with feedback, emphasising their limits of applicability, and 

practical implementation. A few examples of such approaches are then given, demonstrating the 

power of combined approaches.  
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15.1 General outlook  

The main idea of a so-called hybrid model rises from the traditional theoretical methodology of 

identifying parameters, with respect to which certain approximations can be made. Traditionally, 

identifying those parameters allows to simplify a theory; for example, a semiclassical free-electron 

approximation can be used when kinetic energy of an electron is much greater than its potential 

energy of interaction with an external system, whereas a tight binding (TB) approximation can be 

used in the opposite case.  

The problem is, in practice we are usually dealing with dynamical processes of excitation of an 

electronic system in a solid, for which a part of the system a part of the time can be approximated 

as free electrons, whereas another part is rather in the regime of TB. A rigorous way to deal with 

such a problem would be deriving a nonperturbative theory applicable across multiple regimes of 

excitation. Unfortunately, such theories, where exist, are often unsolvable with present day 

computers. Alternative approaches are thus required. 

15.1.1 Ideology behind hybrid methods 

Hybrid models tackle this problem differently. Within the hybrid philosophy, let us notice that we 

can divide the whole system into (artificial) subsystems, each of which can be described with its 

own efficient model: in the above-mentioned example, a part of electrons can be described as free, 

whereas another part as tightly bound. There is, of course, some intermediate region where 

electrons do not strictly belong to either fraction, but if this region is not highly populated, or if it 

is passed through very quickly, it allows to neglect influence of these few transiently living 

electrons transitioning from the "free" to the "tightly bound" regime. Thus, a proper hybrid model 

would reliably describe the two subsystems with their own appropriate methods, and add some 

interconnection between them. 

This example demonstrates the general idea of a hybrid model: divide and conquer. Firstly, one 

would identify the parameters space, and find which parameter allows for a division of the entire 

system into subsystems that can be described efficiently with already existing (or easily 

developed) models. Then, a proper and efficient interconnection between the models should be 

identified. Below we will discuss a few standard parameters, along which the division can be made 

while setting a hybrid model. 

If we have a situation in which different regions of the parameter space are weakly coupled to 

each other, they can be described independently with individual appropriate methods (for 

illustration, see Figure 15.1). In this case, the work mainly reduces to a proper description of the 

coupling between the different methods. 

For example, when a problem may be separated in time (see Figure 15.1 a), one may describe 

ultrafast effects (where equilibrium is not reached) with nonequilibrium methods, whereas long 

timescales can be modelled within the thermodynamic theory, as was done e.g. in [1,2]. Time is a 

very convenient parameter to use for dividing the system or models, because the computer codes 

are also executed sequentially in time. Thus, the models can often be split into independent 

executions and only exchange information between the two models by means of output-input files 

(a model without feedback, as will be described below) [1,2]. 
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Similar to division in time, often systems can be divided in space due to peculiarities of the 

problem. For example, a Gaussian spatial shape of a laser beam means that the centre of the pulse 

has much higher intensities than its tails. While there might be damage occurring in the centre, 

the tails will be only slightly heated preserving the atomic structure, which implies that two 

regions in space can be described with different approaches. For example, the centre requires 

description with an atomistic model to trace structural evolution, whereas the tails are perfectly 

well described with a thermodynamic approach, tracing only the evolution of the material 

temperature (MD with TTM) [3]. 

Models that use different methods for processes separable in space and/or time are known as 

‘Multiscale models’ [4]. It is a subclass of hybrid approaches. 

 

 

Figure 15.1. Schematics of cross sections of parameter space along various parameters. (a) In real space and time. (b) 

In energy and mass of particles. (c) In energy and momentum space. (d) In density of particles and strength of their 

interaction. A few examples of methods used to describe particles in various region of parameter space are presented. 

Particles with very different masses have noticeably different kinetics (Figure 15.1 b). This fact 

was used in classical approaches such as Born-Oppenheimer (BO) approximation, which assumes 

that electrons are infinitely faster than atoms (or atoms are infinitely heavier than electrons). 

Electrons thus can be treated with quantum mechanical methods (such as density functional 

theory, DFT), whereas ions may often be traced as classical particles (within molecular dynamics 

simulations, MD). This led to creation of a hybrid approach, DFT-MD [5]. It also resulted into the 

two-temperature model (TTM), within which electrons thermalize among themselves much faster 

than with atoms, thereby transiently establishing two different equilibrium distributions: for 

electrons and for ions [6–8]. 



378  Chapter 15 

   

 

The idea to divide the processes in the momentum space (Figure 15.1 c) was used since the 

classical Boltzmann equation, in which the left-hand side described long-range fields which 

change a particle momentum continuously (small change of momentum at short time), whereas 

the right-hand side describes collisions (instantaneous large changes of momentum) [9]. This idea 

also found another application within the MC modelling, identifying the so-called close and far 

collisions [10]. Since a majority of scattering events are distant collisions (with only small energy 

and momentum exchange), they can be averaged and treated as continuous energy loss of a 

particle. In close (or head-on) collisions, the energy and momentum exchange is significant, and 

thus they are treated as individual scattering events. Simulation schemes that use such a 

separation in energy-momentum space are called condensed history (or condensed collisions) 

MC, whereas methods that treat all collisions individually, without average energy loss, are 

referred to as event-by-event (or analog) MC (see Chapter 7)  [10]. 

In case if different kinds of particles under consideration have different densities, they may also 

be described with different approximations. Dense and strongly interacting or delocalized 

ensembles may be approximated with continuous methods (such as kinetic equation, 

hydrodynamics, or two temperature model), while low-density ensembles of particles can be 

traced individually (with Monte Carlo simulations) [11], see Figure 15.1 d. Another example of a 

combination of atomistic and continuum methods is a two-temperature molecular dynamics, 

TTM-MD [12] (discussed in Chapter 8). 

Of course, Figure 15.1 shows but a few examples of cutting the parameter space used so far in the 

literature. Depending on the peculiarities of the problem, one may find different parameters along 

which the parameter space can be divided. According to these conditions, various models may be 

chosen to describe different processes. This can serve as the basis for constructing a hybrid model. 

The beautiful thing is, the hybrid modelling approach does not restrict one in using only one 

division along a chosen parameter, but allows for chopping up the parameters space along 

multiple lines. For example, one can divide the space in energy and time domains simultaneously, 

at the same time dividing the system into subsystems of particles with different masses [13]. If 

useful, one can keep dividing the models along other parameters, thereby ending up with a large 

number of simple models, but complexly interconnected. An example of such a code, XTANT [14], 

will be given below in Sec. 15.3. And even if the hybrid modelling is implemented by dividing along 

a single parameter (e.g., time), one can use more than two models: for instance, different models 

for short, middle, and long timescales. An example of such a model can be found in [15] (where 

the short timescales are modelled with Monte Carlo). 

 

15.1.2 Specifics of Monte Carlo methods 

MC models require a large number of iterations repeating the same processes over and over again 

with different random numbers sampled to cover all possible events and trajectories and to 

average over them. The standard way an MC code is constructed is to run a single iteration from 

start to end (defined by the energy cut off or simulation time), then start the next iteration, and so 

on. An illustration of this scheme is shown in Figure 15.2a. 

The problem with this method is that it only allows to obtain the final results after all iterations 

are computed. When the MC model needs to be combined with other methods, it only allows for 
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combination of models without feedback. It means, the other model cannot influence the MC 

simulation on the fly, it can only receive data from it. For instance, data on electron transport and 

the spatial distribution of the deposited dose obtained in an MC simulation may be passed to 

another code, such as TTM [1]. But the transient TTM data (such as target temperature) are not 

passed back into MC, and electrons are still modelled as if they propagate in an unperturbed cold 

target. 

To construct a model with feedback allowing the data to be passed between the models both ways 

on equal footing, a Monte Carlo code needs to have a time discretization synchronized with the 

other model.  In such a case, all the MC iterations need to be divided in time so that at each time 

step information could be collected from all of them, and passed to each of them. This way, models 

could communicate and respond to a change of parameters simulated by its counterpart. 

Schematics is shown in Figure 15.2b. This way, for example, a change of the atomic density 

modelled with MD enters into MC on the fly, affecting the mean free paths, and energy transferred 

from electrons to atoms is transferred from MC to MD on each time step [16]. Running all MC 

iterations simultaneously – or, in practise, sequentially, but discretized in the same time steps and 

propagated together – is memory consuming, but modern computers and clusters can handle it.  

 

Figure 15.2. Schematics of execution of Monte Carlo algorithms. (a) Standard scheme, in which MC iterations are 

performed independently. (b) Alternative way, in which all iterations are propagated simultaneously step by step with 

intermediate synchronizations. 

15.2 Hybrid models without feedback 

If the regions of application of different models do not overlap, or overlap only weakly, the models 

can be executed independently and only connected by means of one-directional information 

exchange. For example, below we will discuss a hybrid scheme consisting of MC and TTM and MD 

models, in which the MC pre-calculates a distribution of energy in space and time due to 

photoabsorption and secondary electron cascades [1,2]. The distribution of energy is then passed 

as a source term into the TTM (or MD), after which the TTM (MD) proceeds in calculating the heat 

transport and energy exchange with the lattice, resulting into local melting or phase transitions. 

Such combinations are possible under condition that electronic kinetics is short-lived, during 

which the target does not change its properties significantly – then a one-way passing of 

information between the models is justified. In this case, it suffices to use standard MC algorithm 

of independent iterations Figure 15.2a, and gathering the averaged information only after a 

completion of the entire MC simulation. 
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15.2.1 Example: XCASCADE(3D) 

The Monte Carlo code XCASCADE (which stands for X-ray-induced electron cascades) describes 

effects induced in electronic system of irradiated target upon X-ray photon impact [17,18]. It relies 

on atomic approximation for the target as described in Chapter 7, and uses EPICS-2017 database 

for photoabsorption cross sections [19]. Photo-electrons are then modelled assuming BEB impact 

ionization cross sections [20], which implies that during electron cascades, the target remains 

practically unaffected. This limits XCASCADE applicability to “low-dose” regime, where “low dose” 

in practice may be enough to eventually cause ablation of the target. 

Applied to X-ray free electron lasers, the  XCASCADE code predicted that electron cascades are 

typically over within a few to a few tens of femtoseconds, for typical irradiation parameters 

(photon energies from a ~30 eV up to ~ 25 keV) [17]. This fact allows to perform the Monte Carlo 

simulation at the early stages, before further models are applied, and use its output as input for 

those models. It is justified by the fact that during the timescales of a few tens of femtoseconds  

target’s atoms are practically frozen. Thus, cascades of high-energy electrons takes place within 

almost unaffected target. Examples of the situations when it is not the case will be considered in 

Section 15.3. 

Thanks to the assumption of the low dose, i.e., low number of excited electrons, we can assume 

that excited electrons almost never interact with each other and electron cascades evolve 

independently for each absorbed photon. It can significantly simplify simulation scheme: it is thus 

sufficient to model only a single photon absorption (in each MC iteration), and then place the 

evolved electron cascade at the actual position where the photon was absorbed (repeat for all 

photons and their absorbed places according to the laser spot shape and their in-depth 

distribution). This is equivalent to applying spatial convolution with the laser shape, which in 

practice greatly simplifies numerical implementation of the Monte Carlo algorithm [2,21]. 

Within XCASCADE, the electron cascades may be considered over when electron energy drops 

below a certain cut-off. Low-electron electrons are more strongly affected by ongoing 

modification of the electronic system of the target. XCASCADE(3D) was recently combined 

(without a feedback) with the two-temperature model that traces low-energy electrons. Such 

combination allowed to estimate the damage threshold of ruthenium metal under intense FEL 

irradiation [2]. Later, the TTM part was replaced with two-temperature hydro-dynamics, which 

allowed to trace evolution of the pressure waves in the target and describe its ablation [22]. To 

trace atomic dynamics with a good precision, a Molecular Dynamics simulation was added to the 

mix at later simulation times, thereby creating a combination of three models, Monte Carlo, 

hydrodynamics and molecular dynamics [15].  

Such a combination of three models helped to gain insights into microscopic processes of ablation 

of ruthernium under XUV and X-ray irradiation, from the initial photon absorption, to electron 

kinetics and transport, to atomic dynamics of material damage. In particular, it  delivered such 

interesting results as proving similarity in damage for different photon energies from optical to 

hard X-rays [22], and showed an effect of two-level ablation in ruthenium [15] in a good 

agreement with experiments, see example in Figure 15.3 
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Figure 15.3. Mass distribution of ruthenium irradiation with 100 fs XUV pulse with fluence of 120 mJ/cm2 obtained with 

a hybrid approach, at different time instants after irradiation. Figure is reproduced from Ref. [15]. 

15.2.2 Example: TREKIS 

Let us discuss another example of a combination of Monte Carlo method with molecular dynamics 

simulation, this time applied to modelling of swift heavy ion track creation. The MC code TREKIS 

(the acronym stands for Time-Resolved Electron Kinetics in SHI-Irradiated Solids [23,24]) was 

combined with MD simulation, performed with the simulation package LAMMPS [25]. 

The Monte-Carlo code TREKIS is an event-by-event individual particle simulation [23,24]. The 

used scattering cross sections are based on the complex dielectric function formalism as described 

in Ref.[23]. Based on these cross sections, TREKIS models the following processes: (a) traversing  

of an ion, producing ionization of a target and creating primary electrons (so-called delta 

electrons) and electronic holes (core and valence band); (b) scattering of delta electrons on atoms 

and target electrons, and the kinetics of all secondary generations of electrons; (c) Auger decays 

of core holes, also producing secondary electrons; (d) radiative decays of core holes, ensuing 

photon transport and photoabsorption exciting new electrons and holes; (e) valence holes 

transport and their scattering on the target atoms [23,24].  

The MC algorithm uses sequential iterations (Figure 15.4a). As a result, it delivers the radial 

distributions of the density and energy of electrons, holes in the valence band and atomic shells, 

and the energy transferred to the atomic system. For a typical SHI energy produced on linear 

accelerators, electron cascades nearly finish within ~100 fs [26]. 

The following simple but effective approximation was proposed to couple TREKIS with MD 

simulation in Refs. [27–30]: at the instant of 100 fs, the energy transferred to the atoms via elastic 

scattering of electrons and valence holes, as well as remaining potential energy of valence holes 

and electrons, is passed from MC to MD simulation. This energy is delivered as a momentary 

increase of the kinetic energies of lattice atoms in the simulation cell via assigning random 

additional momenta to atoms. The velocities of atoms in cylindrical layers counted from the SHI 

trajectory are set with the Gaussian-like dispersion of the kinetic energy, and a uniform 

distribution of momenta of atoms within each layer. This distribution of the velocities is then used 

to simulate the lattice response in the following ~150 ps applying the classical MD code LAMMPS 

[31].  
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Figure 15.4. Results of MC+MD simulation of U ion impact on Al2O3: an overlay of the stopping power (left axis) as a 

function of the ion penetration range, and the created track radius (right axis). Figure is reproduced from Ref. [29]. 

Such an approximation enables, e.g., to describe the radial sizes and atomic structure of SHI tracks 

in a reasonable agreement with experiments [32,33]. It revealed a curious effect that the created 

damage in insulators along an SHI path does not coincide with the deposited dose profile [29]. An 

example of this mismatch is shown in Figure 15.4, where one can see that the maximal damage is 

located deeper along an SHI path than the peak of the energy deposition (the Bragg peak). This 

demonstrates that estimation of the deposited dose alone (as typically done with standard MC 

codes) is insufficient to evaluate the formed material damage, and later stages of material 

response are necessary to consider (e.g. with an MD simulation). 

Calculations with this multiscale approach also showed an importance of valence holes kinetics, 

since valence holes transfer to atoms a significant amount of energy [27]. Standard MC codes 

usually do not include these effects.  

At later stages, it is found to be crucial to consider relaxation kinetics in detail: recrystallization 

around an SHI trajectory is the dominant factor defining the final material modifications [30]. 

Meaning, in different materials with different recrystallization efficiency, identical energy 

deposition and identical initial transient damage results in different final stable tracks [30]. So, it 

is also insufficient to estimate only the region where the melting temperature is reached, to 

evaluate where the final damage will be observed (as usually done with the so-called thermal 

spike model). Only a hybrid model, describing properly ultrafast nonequilibrium electron kinetics 

as well as long-term atomic dynamics, could reveal such new effects. 

15.3 Hybrid models with feedback 

A feedback between the models is needed when processes are not so clearly separable in the 

parameter space (time, real space, reciprocal space, etc., see Section 15.1.1). This occurs when 

parameters modeled with one model are noticeably affect some parameters of the other model on 

the fly. If various regions in the parameter space affect each other, the models describing them 

must be able to influence each other during a simulation run. First models with feedback included 

such methods as DFT-MD [5], and TTM-MD [12] combinations, which became standard tools in 

modeling laser irradiation of solids. 
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When subsystems in different parameter subspaces interact strongly, a self-consistency must be 

ensured. That means, a feedback loop between the models must be included, so that each model 

would react to the information passed from the other one. In such a case, the models cannot be 

executed sequentially; a parallel execution must be performed, exchanging information at each 

time step of the simulation. In this case, the hybrid code needs to have a unifying framework that 

would allow the models to be executed in parallel and exchange information on the fly. That being 

said, within each (sufficiently small) time step the models can still be executed sequentially, but 

before the next time step, they must exchange information and react to it. 

In practise, many models may in fact have different time steps, and some of them may not use time 

steps at all, such as the typical Monte Carlo simulations. For constructing a hybrid code, it is 

important to synchronize time steps in the models, and introduce them when needed (see 

description of alternative MC algorithms in section 15.1.2). For different time discretizations in 

different models, a larger time steps must be a multiple of the smaller time steps.  

Combining an MC approach with other models implies that average quantities are passed from 

the MC module into other models. Such quantities must be averaged over the statistics (over all 

iterations) at each time step (see Figure 15.2b, Section 15.1.2). Monte Carlo codes utilizing this 

algorithm were tested and proved their capabilities to be combined with other models, as will be 

shown in the next section. 

15.3.1 Example: XTANT 

Here, we will discuss an example of a recently developed hybrid code XTANT (the acronym stands 

for X-ray-induced Thermal And Nonthermal Transitions [14]). The idea behind this hybrid 

approach comes from the specifics of its application: to model a material response to irradiation 

with X-ray femtosecond lasers (free-electron lasers, FEL [34]). An FEL pulse creates a transient 

nonequilibrium electron distribution and electron cascades. It has been demonstrated that in 

materials under FEL irradiation the transient electron distribution function is in nonequilibrium 

state which consists of two distinct parts in the energy space: a low energy fraction of electrons 

that are in near-thermal equilibrium (which can be described with thermodynamic approach), 

whereas high-energy electrons are highly nonequilibrium (can be described with nonequilibrium 

methods such as MC) [11]. Such a distribution was demonstrated with different theoretical 

methods in various materials, and thus can be assumed a universal transient distribution under 

FEL irradiation [11,35–37]. This shape of the distribution was named a ‘bump-on-hot-tail’ [38]. 
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Figure 15.5. Schematics of XTANT. Different modules incorporated in the codes are depicted. Arrays show the data flow 

in connections between them. Figure adapted from Ref. [14].  

Having two distinct region in the energy space – the majority of low-energy electrons in near 

thermal equilibrium, and a minority of high-energy out-of-equilibrium electrons – immediately 

hints at a construction of a hybrid approach. Additionally, the electrons and atoms can be treated 

with independent methods, with proper connections between them. All models must be executed 

in parallel, as they are not separated in time, and an explicit feedback between the models must 

be taken into account [16]. Thus, XTANT code was constructed from the following modules (as 

schematically depicted in Figure 15.5): 

(a) A Monte Carlo module that follows nonequilibrium high-energy electron and core-hole 

kinetics. The cross sections of inelastic scattering used are based on the complex-dielectric 

function formalism as developed by Ritchie and Howie [39]. On each time step, the data from all 

MC iterations are collected to pass into other models. The following parameters are passed: the 

number of electrons entering or leaving the low-energy domain (with energies below cut-off of 

10 eV counted from the bottom of the conduction band), the energy of these electrons, and the 

energy transferred to atoms via elastic scattering of high-energy electrons. As a feedback, MC 

receives the details of the band structure and adjusts the probabilities of electron ionization and 

corresponding mean free paths every time step. 

(b) The module tracing a temperature evolution of valence and low-energy conduction-band 

electrons relies on the Fermi distribution (a thermodynamic approximation). This distribution 

populates a transient and evolving band structure of the material modelled with the tight binding 

method mentioned below. The evolution of the electronic distribution is defined by the sources 

and sinks of particles and energies from the MC module and the energy exchange with the atomic 

system. 

(c) The energy exchange (coupling) of low-energy electrons with atoms is calculated via the 

Boltzmann collision integral beyond simple Fermi’s Golden Rule [40]. The Boltzmann collision 

integral is calculated with the probabilities of electron transitions calculated via overlap of the 

electronic wave functions obtained within the tight binding method. It thus depends on the 

transient positions of all the atoms within the simulation box [41]. 



Combining Monte Carlo methods with other techniques 385 

   

 

(d) Molecular dynamics traces the atomic trajectories of all atoms in the super-cell with 

periodic boundary conditions [42,43]. The energy transferred from both MC (a) and TTM (b) 

electron fractions is fed to atoms on each time step via velocity scaling [40]. The transient 

potential energy surface defining the forces acting on atoms in MD simulation is calculated with 

the tight binding method. 

(e) The transferable tight binding method is used for calculations of the transient Hamiltonian, 

electronic band structure, collective potential energy surface for atoms, and matrix elements used 

in the electron-ion (electron-phonon) coupling entering Boltzmann collision integral [16,40]. This 

method allows to include influence of electron distribution on the interatomic potential, thereby 

allowing to model nonthermal phase transitions [44,45].  

This hybrid code was cross checked against experiments with free-electron lasers irradiation of 

diamond [46–48]. It demonstrated an excellent agreement with the femtosecond time-resolved 

experiments, which measured optical properties of the irradiated diamond [47]. Under intense 

femtosecond irradiation, diamond experiences ultrafast phase transition into graphite, completed 

within ~200 fs, the fastest solid-solid phase transition observed so far [47]. XTANT predicted that 

this phase transition takes place as a sequence of the following processes [16]: first, 

photoabsorption induces nonequilibrium electron cascades, see Figure 15.6a. The cascades excite 

secondary electrons across the band gap of diamond into the conduction band. During these 

processes, the high-energy electrons lose their energy and disappear from the MC-energy domain 

leading to decrease of their density.  

Once the density of the low-energy electrons in the conduction band (shown in Figure 15.6b) 

overcomes the threshold of ~1.5% of the valence electrons, it induces a band gap collapse (Figure 

15.6c) – the material turns from an insulating into a semimetallic. The shrinkage and collapse of 

the band gap promotes even more electrons into the conduction band, and having overcome the 

threshold of ~3-3.5% it induces diffusionless atomic transition into the graphite phase, see 

snapshots in Figure 15.6e [14,16]. All of these phases influence the optical properties of the 

material, and thus could be tracked in experiment, validating the model [47]. 

 



386  Chapter 15 

   

 

 

Figure 15.6. Example of results obtained with XTANT for diamond irradiated with 92 eV photon pulse, 10 fs FWHM 

duration, 0.85 eV/atom deposited dose. (a) Density of high-energy (Monte Carlo) electrons. (b) Density of low-density 

(TTM) electrons in the conduction band. (c) Electronic and atomic temperatures. (d) Band gap of the material. (e) 

Atomic snapshots at different time instants after irradiation. Figures are compiled from Refs. [16,46,49]. 

Such a sequence of processes leading to the phase transition is of a clearly nonthermal nature 

[16]: the phase transition is induced by the modification of the interatomic potential due to 

electron excitation, and not by the heating of the atomic system via electron-phonon coupling. At 

such timescales, electron-phonon coupling does not transfer any significant energy to atoms, so 

the atomic temperature remains low (Figure 15.6d) [47]. The atomic temperature increases 

during the phase transition, but as a result of changes of atomic potential energy surface which 

accelerates the atoms and not as the cause of the phase transition. We emphasize that this increase 

at 150-200 fs is not the result of the electron-phonon coupling, but a response to nonthermal 

phase transition [14,16]. 

XTANT code also allowed to calculate the interplay of the thermal and nonthermal effects, which 

is significant in silicon [40,50] and group III-V semiconductors [51]. The nature of damage in this 

materials depends on the fluences: at low laser fluences, it is typically slow thermal melting 

(limited by the timescales of the electron-phonon coupling, a few picoseconds), whereas at high 

fluences, nonthermal melting takes place at sub-picosecond timescales [50]. 

Simulations with the hybrid code XTANT predicted existence of nonthermal phase transitions in 

oxides, including creation of such exotic matter as superionic state in highly electronically excited 

Al2O3 [52,53]. The superionic state is a phase that is liquid and solid simultaneously [54] – in case 

of Al2O3 irradiation, oxygen subsystem melts into liquid, whereas aluminium subsystem stays 

crystalline [52,53]. 

XTANT also predicted nonthermal phase transitions in finite size metals, in contrast to bulk metals 

where nonthermal phonon hardening takes place under irradiation [55]. It calculated electron-

ion (electron-phonon) coupling in metals across the Periodic Table [41].  

Overall, the hybrid approach combining Monte Carlo and other methods with feedback proved it 

capabilities, thereby showing the power of such methods. 
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16. Molecular dynamics simulations of collision 

cascades in semiconducting materials 

Thomas Jarrin*  

In radiative environments like space or nuclear facilities, the interaction of energetic particles 

with semiconducting materials may trigger the creation of electron-hole pairs or displace atoms 

from their equilibrium position, thus degrading the microelectronic devices performances. 

Although the effects of the displacement of atoms, known as displacement damage (DD), are well 

identified from a technological point of view, with the appearance of phenomena like Dark Current 

(DC) or Random Telegraph Signal (RTS) arising into image sensors for example, a complete 

fundamental picture capable of explaining those technologically observed effects is still missing 

[1]. In this purpose, we have been developing a multiscale simulation approach, capable of 

treating physical processes ranging from particle-matter interactions to electronic properties of 

the defects, thus involving simulation techniques of very different size and time scales. Among 

those simulation techniques, Molecular Dynamics (MD) is employed for simulating the 

propagation of the collision cascades in the materials. The nature of collision cascades, stochastic 

highly out of equilibrium phenomena encompassing nuclear and electronic stopping power 

physics, makes it a challenge to be accurately simulated with MD. This chapter clearly presents 

the issues related to collision cascades simulations and offers solutions.  

                                                             
 Contact: thomas.jarrin@cea.fr 
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16.1 Introduction 

DC and RTS both correspond to a measured current in an image sensor in the absence of light. 

When the measured current is constant it is called DC, whereas when it oscillates between discrete 

values of current, it is called RTS. Both mechanisms can be explained by the promotion of electrons 

in the conduction band, and holes in the valence band, via mechanisms which do not involve 

photons. Such events are highly improbable in bulk materials without energy levels in the band 

gap created by the presence of defects in the material which reduces the energy necessary for the 

promotion of electrons. Figure 16.1 illustrates the processes made possible by the creation of 

defect levels in the band gap, named Shockley-Read-Hall (SRH) mechanisms [2].  

 

Figure 16.1. Mechanisms of devices degradation due to defects level: (i) trapping; (ii) recombination: (iii) thermal 

generation; (iv) majority carriers (here electrons) concentration decrease. 

Among those four processes, only thermal generation (iii) results in an increase in the number of 

carriers (electrons in conduction, holes in valence) and can thus be considered responsible for DC 

and RTS in image sensors. However, linking specific defects structures to DC-RTS signal is not an 

easy task. Indeed, the carrier generation rate of defects levels in the band gap are different for 

every defect, as each defect type has its own properties (energy level, electronic activity …) and 

will therefore contribute differently to DC-RTS. Moreover, experimentally linking a particular 

defect with DC-RTS measurements is very difficult, as the intrinsic electronic properties of defects 

are hardly accessible experimentally. Thus, getting to understand the technologically observed 

phenomena of DC-RTS from a fundamental point of view requires resorting to simulations. 

We have developed a global simulation approach, already entirely applied on Si [3–5] and partially 

on Ge and Si-Ge alloys [6], whose purpose is to simulate the complete process of DD in 

semiconductors, in order to link simulation-based atomistic observations with experimentally 

observed electronic phenomena like DC and RTS. Figure 16.2 represents the scheme of the global 

simulation approach. 

 

Figure 16.2. Scheme of the global simulation approach. 

The first step in the process of DD and also the first step of our simulation approach is the 

interaction between the incident energetic particle and the matter. It is performed with a Monte 
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Carlo (MC) code in the Binary Collision Approximation (BCA) [7], Geant4 [8–10]. Matter being 

described as continuous and not discrete (atomistic description) within Geant4, the main 

information which can be obtained from this step is the energy of the created Primary Knock-On 

atoms (PKAs) following the interaction with the incident energetic particle. The typical energies 

retrieved from the MC step will be employed to obtain an atomistic description of the propagation 

of the cascades of collisions in the materials thanks to the MD code LAMMPS [11]. The MD step is 

initiated by giving one atom (the PKA) a direction and an energy representative of the energies 

obtained in the previous step. It allows to investigate collisions between atoms and thus the 

creation of defects up to a simulation time of few ns at most, after which there is not enough energy 

in the system to cross the energy barriers and further relax the system. This is the reason why, in 

order to reach longer timescales, we employ the kinetic Activation Relaxation Technique (kART) 

implemented in the code of the same name [12,13], specifically designed to observe defects 

diffusion and structure relaxation on long timescales (up to the second and more). At the end of 

the kART run, the damage structure is relaxed on time scales comparable to experimental 

timescales. The defects remaining in the structure at the end of this step can be classified and the 

most prominent ones in terms of frequency should be characterized with ab initio techniques 

aiming at accessing their structural, vibrational and electronic properties, finally making the link 

with experiments [14]. This consists in the fourth and last step of our simulation approach. 

Each step of this simulation approach requires expertise in the simulation technique employed 

and the physical processes simulated. In this case study, we will focus on the second step, i.e., MD. 

Collision cascades are highly out of equilibrium phenomena, due to the high energies involved 

during the collision phase. The interatomic potential employed should be adequate for calculating 

forces between atoms separated by very short distances (less than 1 Å). However, commonly 

employed classical interatomic potentials are not accurate at short interatomic distances. 

Moreover, collision cascades are stochastic. Depending on the initial direction of the PKA (the 

direction taken by the PKA after the interaction with the neutron), the cascades properties, i.e., 

mainly size, shape, number of defects and clusters, can be drastically different. MD simulations of 

collision cascades should explicitly cope with the stochasticity of the cascades. Finally, electronic 

stopping power, although it contributes less to total stopping than nuclear stopping power at the 

considered energies (tens of keV), is not negligible and should be included. This means 

incorporating the effects caused by inelastic collisions between ions and electrons in a simulation 

technique where the electrons are not explicitly taken into account. The first part of the case study 

explains how to derive an adequate interatomic potential, the second part presents in detail the 

issue related to stochasticity and propose solutions and the last part focuses on the inclusion of 

electronic effects into MD simulations.      

16.2 Interatomic potential 

Most of the applications for which MD is used for concerns materials in equilibrium or near 

equilibrium. Interatomic potentials are thus designed to correctly model the materials when the 

interatomic distances are not too far from the equilibrium ones [15]. For collision cascades, the 

physics of the phenomena at stake makes their use inappropriate. At first glance, a collision 

cascade can be divided into two phases. A first phase in which some atoms having a very high 

kinetic energy (the PKA and the atoms it shocked, Secondary Knock-On Atoms (SKAs)) collide 
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with other atoms in the matter and thus get very close one from each other (the higher the energy, 

the shorter the interatomic distance). A second phase, during which there is no collision anymore 

because the atoms have lost most of their kinetic energy through shocks, and during which the 

defective structure will relax and defects eventually heal. The second phase can be described with 

general purpose interatomic potential, but the first collisional phase requires an accurate 

description of the physics at short interatomic distances, which goes beyond the capabilities of 

general-purpose commonly employed potentials. It is therefore mandatory to employ a potential 

accurate in a very broad range of interatomic distances. 

Developing an interatomic potential from scratch is a cumbersome work that may repel many. In 

order to benefit from the huge amount of work carried out on the development of interatomic 

potentials during the last decades, we present a method, already employed in early studies of DD 

with MD [16] which eases the development of an interatomic potential suitable for collision 

cascades simulations. The idea is to combine an existing general-purpose potential to an existing 

repulsive two-body potential accurate to describe collisions. In the case of Si and Ge, we have 

successfully combined the two-body part of the well-known Stillinger-Weber (SW) [17] potential 

to the Ziegler-Biersack-Littmark (ZBL) [18] repulsive potential with a Fermi function F(r) as 

follows: 

𝑉𝑡𝑜𝑡(𝑟) = (1 − 𝐹(𝑟))𝑉𝑍𝐵𝐿(𝑟) + 𝐹(𝑟)𝑉𝑆𝑊(𝑟) (16.1) 

With: 

𝐹(𝑟) =
1

1 + exp (𝑏𝑓(𝑟 − 𝑟𝑓))
 (16.2) 

Where Vtot is the final total potential, bf and rf parameters of the Fermi function that needs to be 

chosen so that the transition is smooth for the potential but also for the first and if possible second 

derivatives of this potential. Equation (16.1) ensures accurate forces calculations for every 

possible interatomic distance in a simple and efficient way. 

16.3 Stochasticity 

At the very early stage of the collision cascade, right after the collision with the neutron, the PKA 

can be ejected from its equilibrium site in an infinity of direction. Each possible direction will lead 

to a different sequence of collisions and therefore to different cascades sizes and number of 

defects created. To base observations on steady, trustworthy ground, it is thus necessary to work 

with statistical quantities obtained by running large number of simulations in various directions. 

As an example, and to prove the necessity of treating collision cascades results in a statistically 

rigorous way, we have performed a convergence study of cascades properties in Si initiated with 

PKAs of 1 keV, with respect to the number of simulations performed. In this study, we look at three 

properties: the number of defects, the number of clusters and the PKA penetration depth. We are 

interested in the mean values and the whiskers plot distributions for each of these properties with 

respect to the simulation performed. Moreover, two methods to choose the initial direction of the 

PKA are compared. In the first one the initial directions of the PKA are randomly chosen, whereas 

in the second one the initial directions of the PKA are chosen based on the symmetry of the 

material under investigation.  
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For sake of conciseness, only the main conclusions of this study are presented here (see more 

details in [19]). We have found that even for a simple material like Si, and energies as low as 1 keV, 

the cascades properties cannot be considered converged, i.e., reproducible and precise, with less 

than 50 simulations performed: important variations in mean values and distributions are 

observed. We would recommend performing at least 70 simulations. Moreover, the methods 

based on crystal symmetry to choose the initial directions of the PKA gave better results in terms 

of reproducibility. This study performed on 1 keV collision cascades in Si reveals the convergence 

of cascades results with respect to the number of simulations performed is not trivial at all. It 

should always be checked, even for low energy cascades. We know a complete study like the one 

we did cannot be performed prior to every study, but a lighter computationally non-prohibitive 

study should be performed each time. Also, statistical quantities should always be clearly 

presented with quantitative incertitude, error bars and graphical representation of distributions. 

16.4 Electronic effects 

In MD simulations of Swift Heavy Ion (SHI) irradiation, the inclusion of electronic effects is a 

mandatory established step as the defects track produced by the passage of the ion is directly 

linked to electronic excitations [20–22]. Although the main energy loss mechanism for the PKAs 

and SKAs in collision cascades is nuclear stopping power, the effects of electronic stopping are far 

from being negligible. According to SRIM, a 10 keV Si+ ion loses up to 18% of its energy to electrons 

in Si.  

The most widely employed model to include electronic effects into MD simulations is the 

derivation of the Two-Temperature Model (TTM) [23] specifically designed to be used with MD, 

by Duffy et al. [24]. Electronic stopping and electron-ion coupling effects are incorporated into the 

simulations via the formalism of a Langevin thermostat [25,26]: ions are immersed into a bath of 

electrons. Electronic stopping power is described by a friction force and the coupling between 

electrons and ions both by a friction force and a random stochastic force term. The classical 

equations of motions of MD thus have to be modified accordingly: 

𝑚𝐼
𝑑𝑣 𝐼
𝑑𝑡

= −Δ𝑈𝐼 − 𝛾𝐼𝑣 𝐼 + 𝐹𝐼⃗⃗  ⃗
𝑠𝑡𝑜𝑐ℎ

 (16.3) 

 

𝛾𝐼 = {
𝛾𝑝, ||𝑣𝐼⃗⃗  ⃗|| < 𝑣0

𝛾𝑝 + 𝛾𝑠, ||𝑣𝐼⃗⃗  ⃗ || ≥ 𝑣0
 (16.4) 

 

Where mI is the mass of ion I, vI its velocity, −Δ𝑈𝐼 the gradient of adiabatic forces deriving from 

the interatomic potential, 𝛾𝐼 the friction coefficient being composed of 𝛾𝑠 the electronic stopping 

power and 𝛾𝑝 the electron-ion coupling, v0 is the cutoff velocity for the electronic stopping power 

and 𝐹𝐼⃗⃗  ⃗
𝑠𝑡𝑜𝑐ℎ

 the stochastic force term.  

Within the TTM, the simulation box is divided into a regular grid of cubic cells. In each cell is 

defined an electronic temperature Te (the temperature of the bath) and an ionic temperature Ta. 

Heat diffusion in the electronic subsystem is governed by the following heat diffusion equation: 



396  Chapter 16 

   

 

𝐶𝑒
∂Te
∂t
= ∇(𝜅𝑒∇𝑇𝑒) − 𝑔𝑝(𝑇𝑒 − 𝑇𝑎) + 𝑔𝑠𝑇𝑎

′ (16.5) 

Where Ce is the electronic specific heat, 𝜅𝑒 the electronic heat conductivity gp a parameter deriving 

from 𝛾𝑝, gs a parameter deriving from 𝛾𝑠 and Ta’ a source term homogeneous to a temperature.  

The TTM is implemented in many open access MD codes (LAMMPS, DL_POLY [27]), has proven to 

allow the study within MD of complex phenomena involving electrons [28] and is not 

computationally demanding. However, it suffers from some limitations.  

Firstly, many parameters have to be specified by hand by the user. The influence of those 

parameters on collision cascades outputs is not very well known and understood. Moreover, 

choosing the values for the parameters of the TTM is tricky as in some cases trustworthy 

experimental or theoretical values are missing. For example in Si, two values different by a factor 

of three exist in the literature for 𝛾𝑝 [29,30] and 𝐶𝑒 is known only in a narrow temperature range 

compared to the temperature range spanned during the simulations [31]. In order to assess the 

influence of the TTM parameters on simulation results in Si and Ge we have realized a parametric 

study [32] covering the main parameters of the TTM. Again, for sake of conciseness, only main 

conclusions are presented here. Readers are referred to the original article for more details. This 

study pointed out the significant influence 𝛾𝑠 and 𝛾𝑝 have on the number of defects created. 

Increasing both parameters results in a drastic decrease of the number of defects. 

 Table 16.1 shows the mean (over 100 simulations) number of defects obtained in Si and Ge 

depending on the values chosen for 𝛾𝑠 and 𝛾𝑝 for self PKAs of 10 keV. The parameter chosen for 

the first line of Table 16.1 corresponds for 𝛾𝑠 to the value calculated with SRIM at 10 keV and for 

𝛾𝑝 to the value given by [29]. As no value is available for 𝛾𝑝 in Ge, we choose to use the same as for 

Si. The significant influence of those parameters on the number of defects highlights the fact that 

they have to be chosen with care. As far as 𝛾𝑠 is concerned, the value can be expected to be accurate 

as it can be calculated with SRIM. However, 𝛾𝑝 values are badly defined and the incertitude on 

those values is huge, sometimes pushing people to treat it as a parameter and to perform 

simulations with a range of values [24]. 

Table 16.1. Mean number of defects in Si and Ge at the end of collision cascades initiated with self PKAs of 10 keV with 

respect to the γ parameters chosen. Mean values are calculated over 100 simulations. Between brackets is indicated the 

Standard Error of the Mean. The number of defects is calculated based on the Lindemann [33] methods described in [6]. 

Units given are the one used within LAMMPS for “metal units”. 

Si Ge 

Parameters Defects Parameters Defects 

𝜸𝒔=39.4 g/mol/ps 

 𝜸𝒑=24.4 g/mol/ps 
622 (13) 

𝛾𝑠=39.4 g/mol/ps 

 𝛾𝑝=24.4 g/mol/ps 
2361 (58) 

𝜸𝒔=100.0 g/mol/ps 

 𝜸𝒑=24.4 g/mol/ps 
416 (9) 

𝛾𝑠=100.0 g/mol/ps 

 𝛾𝑝=24.4 g/mol/ps 
1569 (44) 

𝜸𝒔=24.4 g/mol/ps 

 𝜸𝒑=100.0 g/mol/ps 
410 (8) 

𝛾𝑠=24.4 g/mol/ps 

 𝛾𝑝=100.0 g/mol/ps 
1338 (33) 

    

The second significant limitation of the TTM is the treatment of electronic density. In the TTM, 

electronic density is considered constant in the entire simulation box. As there is no concept of 
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locality and position dependence of the density, the electronic stopping power does not vary with 

the density. As a matter of fact, a projectile in a channelling direction will lose as much energy to 

the electrons as a projectile passing very close to other ions whereas it is known both by 

experiments [34] and Real-Time Time Dependent Density Functional Theory (RT-TDDFT) 

calculations [35] that the electronic stopping power is crystal direction (i.e. electronic density) 

dependent.  

The two limitations exposed in this section constitute strong motivations to try to refine the TTM. 

A novel model by Caro et al. [36] has been developed in this sense. In this model, the concept of 

locality arises in the electronic density and the electronic stopping power is not scalar anymore 

but tensorial. It is therefore dependent on electronic density (and thus position of other atoms) 

and velocity of nearby atoms. Moreover, electron-ion coupling and electronic stopping power are 

treated as originating from the same physical basis, making unnecessary the specification by the 

user of parameter values both for electronic stopping and electron-ion coupling. In practice, the 

relation between electronic stopping power and the electronic density seen by the projectile has 

to be derived from RT-TDDFT calculations and given as input to the code under the form of 

tabulated values. The same tabulated values are used by the code to treat the electron-ion 

coupling part of the model. For details about the model and data used as input see [37] and [38]. 

This model overtakes the main practical and theoretical limitations of the TTM.    

16.5 Conclusions 

A global simulation approach aiming at simulating DD in semiconducting materials has been 

presented. The MD step of this simulation approach has been covered. Extensive care should be 

given to the interatomic potential to accurately describe collisions. Coping with the stochasticity 

of the cascades requires running large sets of simulations and working with statistical quantities. 

Concerning electronic effects, we have seen that their inclusion has significant outcomes on 

cascades results [32]. The most widely used model so far, also the model we have been using in 

our research group, the TTM, suffers from some intrinsic limitations which should be overtaken 

to more accurately assess the influence of electronic effects into collision cascades. A very recently 

developed model specifically targets the limitations of the TTM by benefiting from the recent 

developments in TDDFT calculations of electronic stopping power. We believe this model will 

become in the next few years the standard procedure for incorporating electronic effects into MD 

simulations.       
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17. Modelling ion implantation ranges with ab 

initio electronic stopping power 
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We present the results of combining high-fidelity quantum mechanical simulations of ion-electron 

interactions, using real-time time-dependent density functional theory (rt-TDDFT), with larger 

scale atomistic simulations. The larger scale simulations employ a molecular dynamics-based 

method for efficiently simulating ion ranges. The combination of these methods offers a way to 

directly compare rt-TDDFT predictions to experimentally measureable quantities in the form of 

ion ranges and implantation profiles. 
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17.1 Introduction 

Fast charged particles interact with both the electrons and the nuclei in a material, leading to a 

loss of kinetic energy of the traveling particle. The average rate of energy losses, dE/dx, is known 

as the stopping power. Accurate values of the stopping power for projectiles in different materials 

are needed in order to correctly predict ion implantation ranges, energy deposition, and damage 

production under different irradiation conditions. Different mechanisms dominate the stopping 

power, depending on the nature and kinetic energy of the projectile. 

Tungsten (W) is a prime candidate material for future fusion reactors, where radiation damage 

predictions are of paramount importance for safety considerations. Under neutron irradiation, 

energetic atomic recoils become charged projectiles in the target material, and the resulting 

radiation damage depends sensitively on the energy dissipation mechanisms from such recoils. 

Therefore we investigate here the energy losses of W projectiles in W. Tungsten recoils from the 

14 MeV D-T fusion neutrons have velocities in the range v < v0, where v0 is the Bohr velocity. 

For stopping power considerations, this energy range is generally referred to as the low-energy 

range. The stopping power of low-energy ions can be divided into (i) the contribution from energy 

losses to electrons through excitation and ionization of atoms in the target materials and of the 

projectile itself, called the electronic stopping power Se, and (ii) the nuclear stopping power Sn, 

which describes the average slowing down of an energetic projectile due to elastic collisions with 

nuclei in the target material. 

Several theories have been developed to describe Se for low-energy ions. The LSS theory, 

developed by Lindhard, Scharff and Schiott [15], is based on the assumption of a homogeneous 

electron density, as is the theory by Fermi and Teller [9]. The electronic stopping for a 

homogeneous electron density has also be derived quantum mechanically by Echenique, 

Nieminen and Ritchie [6]. The Firsov model, on the other hand, describes the electronic stopping 

as a series of atomic collisions, where the stopping is atom-specific. These theories all have in 

common a linear dependence on the projectile velocity v. 

Typical for the theories of electronic stopping in this energy range is that they contain parameters 

that are difficult  to  determine,  such  as  the  charge state of the projectile, or the impact parameter 

of the atomic collisions. Semi- empirical models address such shortcomings by extensive fitting to 

experimental data. A commonly used software package providing this type of semi-empirical 

prediction of the stopping power is the Stopping and Range of Ions in Matter (SRIM) [27]. SRIM 

gives very good predictions of the stopping power for cases where experimental data is available, 

but can deviate up to 10-20% in cases where data is unavailable [25]. 

The stopping power can be determined experimentally based on the range profile of projectiles 

implanted in a target [7, 8], or by measuring the energy change of projectiles passing through a 

thin foil [19, 16]. Even an experimentally rigorous method and accurate measurement requires 

the separation of the different components of the stopping power, which relies heavily on 

theoretical considerations. For projectiles with increasing energy, the electronic stopping 

increasingly dominates over the nuclear stopping, at some point allowing the latter to be 

neglected. For lower energy projectiles, nuclear stopping can be strongly reduced by employing 

channeling trajectories. However, even for such trajectories, the nuclear stopping cannot be 

completely disregarded, and it in- creases as the projectile energy decreases. This is demonstrated 
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in the work by Eriksson et al. [7], who base their analysis on the expected velocity proportionality 

of the electronic stopping. A linear dependence on velocity is clear in the experimental data down 

to the velocities where also nuclear stopping is assumed to affect results, but a definitive 

separation of Se and Sn is not possible in the lower velocity limit. 

For low-energy projectiles, the electronic band structure of the material, and the orbital structure 

of the projectile, play an important role in the interactions between the projectile and the 

electrons. The first principles method of real-time time-dependent density functional theory (rt-

TDDFT) allows us to explicitly calculate energy losses accounting for both band structure, local 

atomic orbitals, as well as the specific trajectories or local environments of the projectile. One of 

the original TDDFT calculations of electronic stopping demonstrated the effect of the band gap in 

insulators, providing an explanation for the experimental observation of a non-linearity in the 

electronic stopping in LiF [20]. 

Here, we show how the electronic stopping power of W ions in W calculated from first principles 

can be used in a multi-scale approach, allowing us to benchmark the TDDFT predictions against 

experimental ion implantation ranges. 

17.2 Electronic stopping power calculations 

A review of the method for calculating electronic stopping using rt-TDDFT can be found in [4]. We 

give a brief description of the main elements of the procedure here. 

The total energy of the system to be simulated consists of several components, which roughly can 

be considered as a) the kinetic energy of the projectile, b) the kinetic energy of the target atoms, 

c) the interaction, or potential energy, of all the particles in the system, and d) the excitation 

energy of the electronic system. The goal is to determine the change in (d) as a function of the 

projectile displacement. We can approach the problem through a number of simplifications. 

(1) We fix the velocity of the projectile to a constant value. This makes the analysis more 

straightforward, and is motivated by the dependence of the electronic stopping power on the 

velocity of the projectile, and our desire to determine the value for a given velocity. Furthermore, 

the simulation covers a very short period of time, on the order of a femtosecond, and the projectile 

velocity would not change considerably during this time along a channeling trajectory. 

(2) We fix the positions of the target atoms. This approach is motivated by the fact that the 

projectile travels through the material significantly faster than the target atoms respond to the 

interaction with the projectile, which is particularly true for a channeling trajectory.  

(3) We identify the potential energy of the interactions as the ground state energy in the Born-

Oppenheimer (BO) approximation of the system with the given atomic configuration, including 

the projectile. With the above computational simplifications and approximations, we can identify 

the energy increase of the system, minus the BO energy, as the excitation energy of the electrons 

[2]. This is the energy gained by the electronic system, and hence lost by the projectile. When we 

average this quantity over the (periodic) trajectory, we obtain a value for the electronic stopping 

power experienced by the projectile in the given geometry. To obtain an average value for 

trajectories in an amorphous target, or equivalently for random trajectories in a crystalline target, 
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one would need to average over many different trajectories [12]. However, in the current study 

we are interested specifically in the channeling geometry, hence only one trajectory is needed. 

The rt-TDDFT calculations [23] were carried out with the Qb@ll code [13, 5, 24], where Kohn-

Sham wave functions expanded in a plane-wave basis were used to represent the electrons. A cut-

off energy value of 140 Ry provided converged results for this geometry. The adiabatic local 

density approximation (ALDA) 

[3] was used to represent the exchange and correlation (XC) functional. The ions were 

represented by normconserving nonlocal pseudopotentials, factorized in the Kleinman-Bylander 

form [14]. 

The initial state of the system can be obtained either with or without the projectile.  Obtaining the 

ground state without the projectile can be motivated in the view that the material through which 

the projectile travels exists without the projectile prior to its approach. However, since our 

projectile W has a fairly high Z-number, the sudden introduction of this into the lattice would 

likely cause severe disruptions. The initial ground state was therefore obtained with the projectile 

already present in the channel. 

As the projectile begins to move, there is an initial transient period as the system adjusts to the 

movement, but a steady state is reached quite quickly. The steady state captures the response of 

the target material to the traveling projectile, in other words the quantity identified with the 

electronic stopping power. Figure 17.1 shows the electron density perturbation caused by the 

traveling W projectile in the W lattice. The perturbation of the electronic system extends past the 

nearest atomic rows. The image also illustrates how the perturbations are more pronounced in 

the wake of the projectile.  When a simulation cell with periodic boundaries is used, care must also 

be taken to avoid traversing the same region of the material multiple times [4].  For a periodic 

trajectory and oscillating energy loss, an average rate of energy transfer can be obtained 

straightforwardly [21]. Figure 17.2  shows the Born-Oppenheimer energy for the trajectory in the 

〈1 0 0〉 channel in W, the excitation energy of the electronic system obtained with TDDFT for a 

range of projectile velocities along this trajectory, and the energy difference, which in the center 

of the 〈1 0 0〉 channel shows only minimal oscillations. 

 

 

Figure 17.1. Perturbation of the electron density around a W projectile in the 〈1 0 0〉 channel in W. 
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Obtaining a value for the electronic stopping power with rt-TDDFT nevertheless involves a 

number of approximations, as well as computational restrictions due in particular to the many 

core electrons participating in the energy dissipation. For increasing projectile energies, and 

decreasing impact parameters, increasing numbers of core electron states must be calculated 

explicitly. While it has been shown that the projectile core electrons play a more important part 

than the target atom core electrons [26], computational limits are rapidly approached with the 

high-Z species W. For these calculations, a pseudopotential with 12 explicit electrons was used, 

and a number of runs were tested with a 20- electron pseudopotential. No difference was found 

in the predicted electronic stopping value. A further uncertainty arises from the fact that 

trajectories with small impact parameters may be inaccurately captured with the restricted 

dynamics employed in the computational technique that allows extracting the electronic energy 

losses from the total energy of the system. Although the channeling geometry minimizes these 

uncertainties, validating the predictions of rt-TDDFT by comparison to experiments is 

nevertheless desirable. 

 

 

Figure 17.2. The BO and TDDFT electronic energies for W ions travelling through the 〈1 0 0〉 channel in W. 

17.3 Validation of rt-TDDFT predictions 

Fitting to the steady state region for different velocities gives the results shown in Figure 17.3(a) 

[23]. The predicted stopping power is proportional to the projectile velocity, in agreement with 

theoretical predictions. Figure 17.3(a) also shows the SRIM prediction of the stopping power for 

W in (amorphous) W. The stopping power predicted by rt-TDDFT in the 〈1 0 0〉 channel is lower 

than that given by SRIM, by a factor of three. However, a lower value from these calculations can 

be expected based on electron density considerations for the channeling trajectory. Furthermore, 

the rt-TDDFT value is in the expected range compared to the experimentally measured values for 

other projectile species through the 〈1 0 0〉 channel in tungsten (Figure 17.3(b)). 

An experimental value for the electronic stopping power for low velocity W projectiles in the W 

〈1 0 0〉 channel is not available. However, a value for the maximum ion range Rmax is given in [7]. 
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We therefore employ a multi-scale approach to compare the rt-TDDFT predictions directly to the 

experimentally measured range of the channeled ions. This involves explicitly including also the 

nuclear interactions. Here, the universal Ziegler-Biersack-Littmark (ZBL) potential [28] is used to 

describe the W-W interaction, but increased accuracy could be obtained by using DFT-based 

repulsive potentials fitted for the specific projectile–target combination under study [29]. 

 

Figure 17.3. Electronic stopping prediction by rt-TDDFT, compared to SRIM and experiment. 

It is illustrative to investigate the effect of the nuclear stopping along an ideal channeling 

trajectory. Although nuclear stopping is much reduced in the channeling geometry, it is not 

completely negligible.  This is demonstrated by a calculation of the ideal center-channel path with 

and without the effect of the nuclear repulsive potential. Figure 17.4 illustrates the impact of the 

nuclear stopping on the range, and the stopping power deduced from the range calculation.  The 

experimental ion energy of 50 keV is indicated in the graphs, and it can be seen that the value of 

the total stopping power calculated from the range where nuclear interactions were included 

would not be significantly different from the electronic stopping power. The effect on the range is 

nevertheless non-negligible. If one integrates the equations of motion only accounting for 

electronic stopping, with no nuclear interactions, the total distance travelled would be over-

estimated by 57% [23]. Hence, it is indeed necessary to take into account also the nuclear 

interactions when calculating the range of the projectile. 
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Figure 17.4. Ranges and stopping power calculated along an ideal channeling trajectory with and without nuclear 

interactions. 

17.4 Reaching experimental scales 

For 50 keV W projectiles, the maximum range along the 〈1 0 0〉 channel direction, according to the 

experimental work [7], is almost 350 nm.  In order to simulate the full trajectory of such particles, 

a simulation cell with tens of thousands of atoms would be needed. In comparison, rt-TDDFT 

calculations can manage around 200 atom systems, depending on the number of explicit electrons 

modeled per atom. 

Here, we are interested in the depth the projectile reaches in the material, and not in the effect on 

the material itself, such as damage formation. The binary collision approximation (BCA), used e.g. 

in the codes SRIM [27], or MARLOW [22], would offer a computationally efficient method for 

simulating ion ranges. The latter code also takes crystal structure into account, which in principle 

allows for simulating the channeling geometry. However, BCA is not able to treat well 

simultaneous collisions [22, 10], in other words the interactions that take place when an atom 

passes centrally between two or more neighbors within interaction distance. This is a source of 

uncertainty in particular for channeling trajectories [10], which are the focus of this study. The 

channeling phenomenon is also essentially a many-body interaction, with the projectile 

experiencing the collective “string” potential along the atomic rows adjacent to a channel [11]. 

One can therefore question the validity of the asymptotic trajectory obtained as a solution to the 

binary scattering integral during the multiple soft collisions experienced by the channeling ion, in 
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particular at the end of the trajectory when the time spent in the collision grows. These 

considerations motivate the use of a molecular dynamics (MD) based method [1]. 

While full MD simulations can be performed for multi-million atom systems using modern 

supercomputers, such simulations nevertheless require large amounts of computing resources. 

This would not be a problem for a single ion trajectory, but the maximum range Rmax measured 

in ion implantation experiments refers to the depth reached by 0.1% of the incident ions. This is 

because many ions de-channel along the way, and when the goal is to measure the stop- ping 

power along the channel, the quantity of interest is the depth reached by the furthest traveling 

projectiles, which can be assumed to stay in the channel for the entire trajectory. The individual 

trajectories are strongly stochastic, so to obtain enough statistics for a reliable comparison 

requires simulating on the order of a million trajectories. This requires a computationally more 

efficient method than full MD simulations. 

Here, we use a “stripped down” molecular dynamics method called RIA (re- coil interaction 

approximation), developed explicitly for simulating ion ranges with high accuracy and in different 

crystalline structures, and implemented in the MDRANGE code [17]. In RIA, the interactions of the 

projectile with the atoms in the target material are computed using the molecular dynamics 

method of integrating the equations of motion taking interactions with all neighbors into account. 

However, in RIA only interactions with the projectile are considered, while interactions between 

target atoms are neglected. To take into account the effects of target temperature within this 

framework, target atoms are given initial thermal displacements which are determined based on 

the Debye model [18]. Since energetic projectiles interact strongly and rapidly with target atoms, 

compared to the interactions and relaxation time scale of the solid, neglecting the target-target 

interactions provides a reasonable approximation. This offers a significant increase in efficiency, 

while retaining the full many-body treatment, capable of handling simultaneous interactions, 

which is inherent in the MD formalism. With this method, it is also not necessary to model the 

whole system at all times. Instead, only the region around the projectile is modelled, and the target 

material is continuously replicated in front of the projectile as it moves through the material. 

The RIA calculations thus include explicitly the effect of nuclear stopping through the nuclear 

repulsive potential. The nuclear stopping power is small for the strongly channeled ions, but 

dominates over the electronic stopping power immediately if the trajectory exits the channel. 

After ejection from the channel, the trajectory is effectively random. For such trajectories, the total 

path outside the  channel  is  on  the  order  of  10 Ångstroms  at  most,  hence  the  value  of  the 

electronic stopping for those trajectories is of no consequence, and the constant value obtained 

with rt-TDDFT for the center channel can therefore be used everywhere in the RIA simulations.  

The ions that reach the Rmax depth, i.e. the depth past which exactly 0.1 % of the projectiles travel, 

all channel for the full extent of their trajectory. The RIA simulations are terminated at the point 

when the projectile reaches thermal velocity, and that position is taken as the final site of 

deposition of the projectile. 
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Figure 17.5. Trajectories of strongly channeled ions. 

It is known theoretically that channeling projectiles oscillate around the midpoint of the channel, 

and this behaviour is also observed in the RIA simulations. The electronic stopping power 

predicted by rt-TDDFT for off-center trajectories shows an increase compared to the center 

channel trajectory, which is also expected based on electron density considerations. Hence, the 

applicability of the constant electronic stopping value obtained for the ideal, centered straight 

trajectory was investigated for realistic trajectories computed with the RIA method, by 

determining the mean deviation of the projectiles’ position from the center of the channel, 

measured over the full trajectory. 

Investigation of all trajectories that reached to the depth Rmax, or beyond, showed that the 

channeling paths can display a range of different configurations in the perpendicular plane, from 

fairly random to very focussed. Figure 17.5 illustrates two typical trajectories. In all of the 

channeling trajectories, however, the projectile  stays  within  0.6 Å  of  the  center-channel  

position.  This  observation holds for both low temperature (with negligible thermal displacement 

of lattice atoms in the RIA simulations), and for initial displacements corresponding to room 

temperature. The electron density within this region of the channel is very flat [23], hence the 

electronic stopping is expected to vary only negligibly for strongly channeling ions. The RIA 

simulations therefore a posteriori validate the use of a constant electronic stopping power in this 

particular geometry. 

 

Figure 17.6. Integral range distributions predicted by simulations of implanted 50 keV W in W along the 〈1 0 0〉 lattice 

direction. 
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One million RIA simulations were performed for each case, with initial ion positions randomly 

distributed above the tungsten bcc lattice surface. Ions were given a velocity corresponding to 50 

keV kinetic energy perpendicular to the tar- get surface, with the incident direction oriented along 

the 〈1 0 0〉 crystal axis. Many of the ions scatter from the target surface atoms, and subsequently 

follow random trajectories through the material. These experience strong nuclear stop- ping, and 

travel only a short distance.  The same is observed in experiment, seen as a shallow peak in the 

differential range distribution [8]. A large portion of the ions finds a channel, however, and travel 

further. Channeling ions nevertheless experience a non-zero probability of ejection from the 

channel, giving rise to a somewhat uniform depth distribution beyond the initial peak. Those ions 

that stay in the channel for the whole trajectory travel the furthest, experiencing the weakest total 

stopping.  These all reach more or less the same depth, giving rise to a second, smaller peak in the 

differential range distribution. This depth is marked by a sharp drop in the integral range 

distribution, and is identified as the maximum range Rmax, which is also clearly present in 

experimental data. Figure 17.6 shows the integral range distribution obtained by the RIA 

simulations using the rt-TDDFT predicted electronic stopping, compared to the distribution 

obtained from simulations where the electronic stopping power predicted by SRIM’96 was used, 

along with a range of scaled stopping power values. One can see how decreasing the electronic 

stopping power yields identical distributions at shallow depth, where the atoms have been ejected 

from the channel and travel along random trajectories where the nuclear stopping dominates. The 

progressively deeper tails observed for decreasing electronic stopping correspond to the longer 

trajectories travelled within the channel. The experimentally measured Rmax value is also plotted, 

together with the 3% uncertainty reported for the measurement [7]. 

17.5 Discussion 

As was noted above, the nuclear stopping is not completely negligible when measuring ion ranges 

for channeling trajectories. Furthermore, the channeling ion is sensitive to any perturbations 

along the channel, which occur as a result of thermal motion of the target atoms. The magnitude 

of this thermal effect was also studied with the RIA method, and it was found that even a small 

local heating above room temperature within the irradiated material would result in a decrease 

in Rmax. 

Other possible effects in real materials include the likely presence of a thin oxide layer on the 

surface of the sample, and impurities and defects within the sample. These were not accounted 

for in the RIA simulations, but would potentially result in a slightly smaller Rmax than that 

obtained for the ideal crystal. Considering these effects, the agreement between simulation and 

experiment is very good, and shows the applicability of the rt-TDDFT method for calculating 

electronic stopping even for the heavy transition metal W. 
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18.1 Laser matter interaction FEM simulations- Introduction 

using LS-DYNA/LS-PREPOST 

The aim of the Finite Element Method - FEM, study is to provide to the readers the ability of 

understanding and implementing simulations of laser matter interaction thermal-structural 

problems using LS-DYNA FEM software. In this first introductory case, the users learn how to use 

the LS-PrePost tool that acts as a pre-processor and post-processor to the LS-DYNA FEM solver 

and a characteristic simple transient structural problem is demonstrated.  

18.1.1 LS-DYNA 

LS-DYNA from Livermore Software Technology Corporation (LSTC), is a highly advanced general 

purpose nonlinear finite element program that is capable of simulating complex real-world 

problems. The distributed and shared memory solver provides very short turnaround times on 

desktop computers and clusters operated using Linux, Windows and UNIX.   

LS-DYNA is suitable to investigate phenomena involving large deformations, sophisticated 

material models and complex contact conditions for structural dynamic problems. The software 

allows switching between explicit and different implicit time stepping schemes. Disparate 

disciplines, such as coupled thermal analyses, Computational Fluid Dynamics (CFD), fluid-

structure interaction, Smooth Particle Hydrodynamics (SPH), Element Free Galerkin (EFG), 

Corpuscular Method (CPM), Discrete Element Method (DEM) and the Boundary Element Method 

(BEM) can be combined with structural dynamics.  For pre- and post-processing, LS-DYNA comes 

with the LS-PrePost tool, which can be utilized to generate inputs and visualize numerical results. 

18.1.1.1  Keyword format input files 

An LS-DYNA input file is a text-file in so called Keyword format usually with a *.k, *.key or *.dyn 

suffix, e.g. laser.k. A finite element model in LS-DYNA is built up by different keywords, which is 

defined for all definitions and parameters in a model (e.g. *PART, *NODE). A short overview of the 

basic structure of such an input file for a basic 1 element finite element model is provided. 

 

Figure 18.1 Cube consisting of one element with eight node points 
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The *PART keyword is used to begin the definition of the finite element model. The keyword 

*PART contains data that points to other attributes of this part, e.g. material properties. Keywords 

for these other attributes, in turn, point elsewhere to additional attribute definitions. 

 

Figure 18.2 Organization of the keyword input for the cube 

A brief description follows: 

*PART: We have one part with identification pid=1. This part has attributes identified by section 

identification secid=1 and material identification mid=1. 

*SECTION_SOLID: Parts definitions that reference secid=1 are defined as constant stress 8 node 

brick elements (elform=1). 

*MAT_ELASTIC: Parts definitions that reference mid=1 are defined as an elastic material with 

density, Young’s modulus and Poisson’s ratio. 

*ELEMENT SOLID: The element with identification eid=1 are defined by nid=1 to nid=8 and 

belongs to pid=1. 

*NODE: The node identified by nid has coordinates x,y,z. 

 

Figure 18.3 Definition of boundary conditions and loads on the cube 

Boundary conditions and time dependent loads are also set by keywords and are usually applied 

on nodes, elements, segments or parts. Set definitions are often used to define groups of these 
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entities. Since all loads are time dependent, curves need to be defined that states time vs load unit 

(force, pressure etc.). 

About the keywords above: 

*BOUNDARY_SPC_SET: The node set with identification nsid=1 are constrained in y-translation 

and x- and z-rotations. 

*SET_NODE_LIST: This keyword defines that node 1, 2, 5 and 6 belongs to node set sid=1. 

*LOAD_SEGMENT: A pressure load is applied on a segment that are defined by node 4, 8, 7 and 3. 

*DEFINE_CURVE: The curve consists of two points that defines the time vs pressure. This curve 

with identification lcid=1 is used for the load. 

18.1.2  LS-PrePost 

LS-PrePost is an advanced pre- and post-processor designed specifically for LS-DYNA. It is 

developed for Windows, Linux and Apple and it is free to download from the web link 

http://ftp.lstc.com/anonymous/outgoing/lsprepost/4.5/. 

LS-Prepost main functions contain: 

• Full support of LS-DYNA keyword files 

• Full support of LS-DYNA result files 

• Robust handling of geometry data (new CAD engine)   

• Pre-processing (meshing, model clean-up, entity creation)    

• Post-processing (animation, fringe plotting, curve plotting) 

18.1.2.1 Graphical user interface 

 

Figure 18.4 Graphical interface of the LS-PREPOST 

http://ftp.lstc.com/anonymous/outgoing/lsprepost/4.5/
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On the right-hand side of figure 18.4, you can see the main toolbar. When clicking on one of these, 

a sub-toolbar just to the left will be shown. That is the location where you’ll find most of the tools 

needed to create/modify/delete entities in your model.   

In the bottom toolbar, are found the tools which are the most used to determine how LS-PrePost 

should render mesh/surfaces, orient the model, etc. There are a couple of the drop-down menus 

on the top left corner that you will use frequently: File/View/Application/Settings. The Floating 

Toolbar is used to toggle between different views.   

18.1.2.2 Menus 

Here are presented the useful menus for the user, the File Menu, the Geometry Menu and the FEM 

menu. 

 

 

Figure 18.5 File menu 
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Figure 18.6 Geometry menu 

 

 

 

Figure 18.7 FEM menu 

18.1.3 Transient structural problem 

Consider the deformation of a cube on the ground with an applied pressure on the top surface.  

The task is to compute the vertical displacement of the cube due to this pressure. 
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Figure 18.8 Applied pressure on the top surface and problem material properties 

 

The S2 unit system is used in this tutorial. 

 

Figure 18.9 Unit system 

18.1.3.1 Preparation LS-PrePost 

The most common way to work with/open LS-PrePost is to have a short-cut on the desktop 

directly. This gives you control over which version of LS-PrePost you would use and you can easily 

update LS-PrePost separately. 

In LS-PrePost, go to View > Toolbar and activate Text and Icon (Right) 

and Text and Icon (Bottom). This is done to easier navigate through the 

different toolbars.  

 

 

Check so you can see your Floating Toolbar in the LS-PrePost window.  

  

 

If not, activate it by clicking on Opti > ISO View in the bottom toolbar. 

Material properties  

Density, 𝜌    7850 kg/m3  

Young’s modulus, 𝐸  210 GPa  

Poisson’s Ratio, 𝜈  0.3 0.3 
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18.1.3.2 Create model 

18.1.3.2.1 Geometry and mesh  

• Click Mesh > ShapeM (always use the menu on the right side, if 

nothing else is mentioned).   

• Enter the values as in the picture to create a 1000x1000x1000 mm 

solid cube with two elements in the x-, y- and z-directions.   

• Set Target Name to Cube.  

• Click Create, Accept and then Done.  

If you can’t see your mesh, activate Mesh in the bottom toolbar.  

   

 

 

 

 

18.1.3.2.2 Boundary conditions  

Apply boundary conditions to fix one side of the cube: 

 Click Model > CreEnt 

 In the Entity Creation box, double-click on Boundary and click Spc in the dropdown that 

appears.  

 Select Cre 

 Set shall be activated. 

 Select XOZ as Sym Plane, Y, RX and RZ will then be activated. The boundary conditions 

will then have a translational constraint in global y –direction and rotational constraints 

about x- and z-axis. 

 From the ISO-views on the top of the screen, click at the one called Top. 
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Check that your coordinate system looks like the one above. To show the coordinate system, click 

Opti and activate Triad.  

 

This box shows alternatives to select the nodes. Select 

Area.  

    

 

 

 

 

 

• Select the nodes in the yellow square by making a box with the mouse.   

• A node set will be created from the nodes that were chosen, NSID = 1 in Entity Creation 

indicates that it will get an Id = 1.  

• Click Apply, then Done in the Entity Creation box.  

The nodes are now constrained.  

18.1.3.2.3 Apply the load 

For loads, a curve must be defined that states the variation of the load over time. Click Model > 

Keywrd. In the dialog window that opens, there one can change between Model and All.  Model 

shows the keywords that already have been created. All shows all possible keywords that are 

available in LS-DYNA.  

Select All at the top of Keyword Manager window. Double-click DEFINE > CURVE. Name the curve 

Curve – Pressure for example. All titles are optional, but it is good practice to make use of them to 

make the model clear and structured.   The points for the curve will be written in A1 and O1: 
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 Write 0 and 0, Click Insert.  

 Then 1 and 1, Insert.  

 Finally, 1.1 and 1, Insert.  

 Click Accept  

It is important that the curve extends beyond the end time of the simulation. The simulation will 

have the termination time 1 s (will be set later). Therefore, the last point of 1.1 was added.  

 

 

To view the curve, Click Plot. Close the PlotWindow (X or Quit) and the *DEFINE_CURVE (Done) 

window. 
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 Now click Model > CreEnt:  

 In the Entity Creation box, double-click on Load and click on 

Segment in the dropdown that appears.  

 Click Cre  

 Change Type: to LOAD_SEGMENT_SET.  

 Give the load the title Pressure.  

 Click on LCID and select 1 Curve – Pressure, press Done.   

 To obtain a pressure of 10 MPa, the scale factor SF will be used.  

 Set SF to 10 (the pressure unit is MPa for the selected unit system).  

 From the selection box, Pick can be activated.  

 Click on the four segments on the top of the cube, as in the figure. If necessary, deactivate 

entities with right mouse button.   

 Click Apply, then Done   

18.1.3.2.4 Termination 

The end time for the simulation needs to be set. This keyword is almost always mandatory for any 

simulation using LS-DYNA: 

 Click Model > Keywrd.   

 Double-click CONTROL > TERMINATION  

 Set ENDTIM to 1. The simulation will then last for 1 time unit, which is second in this case.  

 Accept, then Done.    

  

 

 

 

18.1.3.2.5 Output 

The user must request all the data needed to post-process an analysis using LS-DYNA, before 

starting the simulation. We will create a d3plot file, which gives complete output states of the 

simulation:  

 Click Model > Keywrd.   

 Double-click DATABASE > BINARY_D3PLOT  

 Set DT to 0.1. This implies that results will be printed every 0.1 time unit.  

 Accept, then Done  
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18.1.3.2.6 Material properties 

 To create a material card to define the material properties:  

 Click Model > Keywrd   

 Double-click MAT > 001-ELASTIC. This is an isotropic elastic material   

 Name the material to Steel.  

 Set the material properties RO, E and PR as in the figure below (also stated in section 1.3). 

 Click Accept, then Done.   

 

18.1.3.2.7 Element properties 

The element type to be used:  

 From Keyword Manager, double-click SECTION > SOLID.  

 Name the section to Cube  

 Use ELFORM = 1, which is the default element formulation. 

 Click Accept, then Done.  

 

Now apply the material and element properties to the part. Since the part already is created, one 

can activate Model, instead of All, in the Keyword Manager. This makes it easier to navigate 

through the list of keywords.  

 Double-click PART > PART  

 Click on the black dot next to SECID, defined entities will then be shown. Select your newly 

created section (1 Cube) and Accept and then Done  

 Do the same thing for MID. Click Accept, then Done.  
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The result should be as shown below.  

 

18.1.3.2.8 Check the model before running 

Now check for errors using the Model Check:  

 From the top menu, click Application > Model Checking > General Checking.   

 Switch to Keyword Check. The warnings and error should not exist.  

 Click Done.  

Note that even if no errors or warnings occurs, the model can still be incomplete or wrong. There 

is no way for any pre-processor to know your intended use of the model. Hence, the loadings and 

boundary conditions can only be checked if they make any sense, not if they are correct with 

respect to your load case.  
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18.1.3.3 Save and run the simulation 

It is preferable to run each simulation in a separate folder, thus create one before saving if you 

have not done so, e.g. CUBE. First save the finished keyword model from LS-PrePost in the new 

“CUBE” folder that you have created on your computer using File > Save As > Save Keyword As. 

Use the file name cube.k, note the .k suffix.   

 

 

18.1.3.4 Post processing 

To visualize the results, you need to open the d3plot result file. This is done by selecting 

File>Open>LS DYNA Binary Plot. Once Binary Plot is opened, the animate toolbar is the tool that 

enables you to step through the different states of the simulation. Hold the mouse over the 

different buttons, a text box will pop up and show information about the different possibilities 

using the animator toolbar. Play around with the buttons to see what happens. Note that the 

deformations are very small, therefore you will probably not notice that anything happens with 

the cube.   
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To easier see what happens, you can scale up the deformations:  

• Click Settings > Post Settings in the top menu.  

• Select Displacement Scale Factor, write 5000 as the factor. X, Y and Z shall be activated, 

which implies that the displacements will be scaled in all directions.  

• Click Apply, then Done.  

Play around with the animate toolbar again and see how the cube deforms.  

   

    

  

Then plot the deformation history as a curve:  

• Click Post > History.  

• In the History Box, select Nodal > Y-displacement. 

• Select a node on the top of the box.  

• Click Plot.  
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In the Plot Window, Y-displacement vs Time are stated. Zoom by pressing Ctrl and make a box 

with the mouse. A right-click will reset the window to original. Zoom in on the curve around 

Time=1, click on the final state. Note that the Y-displacement is -0.0476 mm.  

 

When you click on the curve, information about the picked point will be stated in the Message 

box, which is located at the bottom of the LS-PrePost window. If you double-click in this box, a 

bigger box will pop up.  

Close the Message box and Plot Window.  

 

Now, click Post > FriComp> Ndv > y-displacement. Use the Animate toolbar and go to the last 

state. The values in the Fringe Level shows that the maximum y displacement is -4.761e-02 mm. 
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18.1.3.5 Analytical solution 

The analytical solution of the vertical displacement due to a 10 MPa pressure load is derived from 

Hooke’s law.   

 

The simulation result should be nearly identical to the analytical solution.  

18.1.3.6 Exercises  

There are several possibilities to try out different features in LS-DYNA with this simple model. 

What happens if you change:   

• material?  

• boundary conditions?  

• element formulations?  

• load level?  

18.1.4 References 

Tutorials taken from:  

https://www.dynasupport.com/tutorial/introduction-ls-dyna-ls-prepost-for-explicit-and-

implicit-analysis  

https://www.dynasupport.com/manuals 

18.2 Laser matter interaction FEM simulations - Tensile stress 

& thermal stress problem 

The aim is to understand a structural problem with elastoplastic properties taken into account 

and a thermal stress problem, since thermal stresses are developed during laser irradiation. 

Initially, a tensile test on a flat specimen is performed. The end of the specimen is constrained 

while a prescribed motion is applied on the other end.  

 

 

 

 

 

 

Figure 18.10 Tensile test and problem material properties 

Material properties  

   Density, 𝜌     
                   7850kg/m3  

Young’s modulus, 𝐸    
                210 GPa                

 

Poisson’s Ratio, 𝜈  0.3  

   Yield limit    250 MPa  

Tangent modulus  1000MPa   

https://www.dynasupport.com/tutorial/introduction-ls-dyna-ls-prepost-for-explicit-and-implicit-analysis
https://www.dynasupport.com/tutorial/introduction-ls-dyna-ls-prepost-for-explicit-and-implicit-analysis
https://www.dynasupport.com/manuals
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18.2.1 Explicit elastoplastic structural analysis 

Open tensile_test.k in LS-PrePost, which contains the geometry of the test specimen.   

 

Figure 18.11 Geometry and mesh of the specimen 

18.2.1.1 Material properties 

LS-DYNA accepts, for most materials, input in terms of true stress vs. true strain. Normally an 

experimental uniaxial tension test is performed and engineering stress and strain data are 

obtained. Before these data are used as an input in a material model in LS-DYNA, they are 

converted to true stress and strain. The curves behave as in the figure.  

Engineering stress is the applied load divided by the original cross-sectional area of a material, 

while true stress is the applied load divided by the actual cross-sectional area (changing area with 

respect to time) of the specimen at that load. 

 

 

 

 

 

 

 

Figure 18.12 Engineering and true stress-strain curves 

To create the material card: 

Click Model > Keywrd. Activate All in the Keyword Manager. Double-click MAT > 024-

PIECEWISE_LINEAR_PLASTICITY, which is an elasto-plastic material.  

Define Yield stress SIGY and Tangent Modulus ETAN, which gives linear hardening.  
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Enter the title and the values as in the figure above and click Accept, then Done.   

18.2.1.2 Element properties 

To set the element formulation and properties do as follows:  

 Double click SECTION > SHELL in the Keyword Manager.  

 Enter Specimen_shell as TITLE.  

 Set T1 to 1.5 and press Enter, T2-T4 will then be changed to 1.5 as well and this defines 

the thickness of the nodes in every element.   

 Click Accept, then Done.   

Now go to Part in the Keyword Manager and assign the newly created material and section. There 

one can also change the name of the part, to Tensile specimen for example. Click Accept, then 

Done.  

18.2.1.3 Boundary conditions 

Apply the fixed boundary conditions as follows:  

 Click on the Bottom view in the Floating 

Toolbar.  
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 Click Model > CreEnt.   

 Double-click Boundary > Spc, click Cre.  Make sure that Set 

is selected in the Entity Creation window.  

 Select Area in the node selection window (Sel.Node).  

 Make a box around the nine nodes as in the figure.  

 Fix the nodes in X- and Z-translation and all rotations. This 

is done by activating X, Z, RX, RY and RZ.   

 Click Apply.  

    

  

 Now create another boundary condition:  

 In the node selection window, write 80 in the ID box and press Enter. Write 87 and press 

Enter. Two nodes will now be selected at the outer edges of the test specimen. Fix the nodes in 

Y translation by only activating Y.   

 Click Apply.  

 Close Entity Creation window.   

 

18.2.1.4 Prescribed motion/displacement 

For motions and loads, a curve must be defined that states the variation of the 

load/displacement/velocity etc. over time.   

First create the curve defining the motion:  

 In the top menu, click Application > Tools > CurveGen  

 Change Method to X-Y.  

 Deactivate Smooth.   

 Write X=0 and Y=0 (ignore the value of smooth)  

 Click Insert.  Then 0.01 and 1, Insert.   

 Finally, 0.011 and 1, Insert (the termination time 

will be 0.01 s for this tutorial).  

 Change Curve Name to e.g. Motion.  

 Click Create, then Done.  
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Note that the curve could alternatively have been created using DEFINE > CURVE in the Keyword 

Manager. A curve created in CurveGen will contain a larger amount of points, compared to a curve 

created by DEFINE > CURVE. 

Now apply the motion to the end of the tensile 

specimen: 

● Click Model > CreEnt.  

● In the Entity Creation window, double-click 

Boundary > Prescribed Motion.  

● Select Cre. Change Type to SET and activate Pick.  

● Make a box around the nine nodes as in the figure.  

● Set DOF = 1 (X-translational as degree of freedom) 

and VAD = 2 (displacement as the prescribed nodal 

quantity, there are possibilities to prescribe the 

nodal velocity or acceleration as well).  

● Click on LCID and select the previously created 

curve.  

● Set SF = 20, which implies that the node set will be 

moved 20 mm.  

● Click Apply, then Done.  

18.2.1.5 Set the termination time 

To set the termination time:  

 Click Model > Keywrd.   

 Double-click CONTROL > TERMINATION.   

 Set ENDTIM to 0.01. The simulation will then last for 0.01 seconds.   

 Click Accept and then Done.  

18.2.1.6 Output 

Here the output to be saved by LS-DYNA during the simulation is defined, first specify d3plot 

output:  

 Create d3plots.  

 Click Model > Keywrd.   

 Double-click DATABASE > BINARY_D3PLOT.   

 Set DT = 5e-4.   

 Click Accept and then Done.  

Since the task was to compare the stress vs. strain curve for an element with the material curve, 

we want to obtain this data frequently. The time-history graphs created by History, use 



434  Chapter 18 

 

   

 

information found in the d3plot files. To obtain data more frequently we can specify which type 

of data are of interest and how often it will be printed for selected elements. Therefore:  

 Click Model > Keywrd.  

 Double-click DATABASE > ASCII_option. We are interested in the stress and strains in 

the elements, therefore activate ELOUT. On the same row, set DT = 5e-6.  

 Click Accept, then Done.  

The element/elements that we want to gather data from must be defined:   

 Double-click DATABASE > 

HISTORY_SHELL in the Keyword 

Manager.   

 Write, for example, shell element 

number 314 under ID1, which is an element close to the center of the specimen.   

 Click Insert, Accept, then Done.   

 Check the model to see that everything looks okay.  

18.2.1.7 Save and run the simulation 

The model is now ready to be saved. File > Save As > Save Keyword As. Choose a folder path and 

name your file tensile_test_model.k for example. Note that the folder path cannot contain any 

spaces. Close LS-PrePost and run the simulation, as shown in 4.1.3.3. 

18.2.1.8 Post processing 

Open the d3plot in LS-PrePost from LS-Run or from the File menu of LS-PrePost. Start to press 

the Forward button in Animate toolbar to see what happens with the specimen. Now select the 

elout file, first plot and save stress vs. time:  

 Click Post > ASCII.   

 Select elout* and click Load.  

 Select Sh-314, Ip-1 or Ip-2 (doesn’t matter which integration point in this case) and 9-

Effective Stress (v-m).  

 Click Plot.  

 In the PlotWindow, click Save.   

 Let the Output Type be Curve file.  

 Enter Stress as the Filename (also set correct folder path).   

 Click Save (located at the bottom toolbar, see red square).  

Quit 
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18.2.2 3D Thermal stress problem 

This problem addresses the unconstrained expansion of a block due to heating. The model 

consists of one 8 node brick element at an initial temperature of 10°C. The brick material is given 

a volumetric thermal generation rate. It holds: 

 

 

The problem should be specified as a coupled thermal structural analysis in the 

(*CONTROL_SOLUTION) section. 
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LS-DYNA uses a tangent coefficient of thermal expansion, which is defined as the slope of the 

thermal strain versus temperature curve for the material. 

The mechanical mass scaled time step is set to 0.01 seconds (*CONTROL_TIMESTEP) and the 

thermal time step is set to 0.1 seconds (*CONTROL_THERMAL_TIMESTEP). Explicit time 

integration is used for the structural calculations and implicit time integration is used for the 

thermal calculations. Implicit time integration is unconditionally stable and, therefore, a larger 

thermal time step can be taken.  

Task: You are given the LS-DYNA input file and the results. Your task is to understand the 

building of the model and the usage of the keywords. 

18.2.2.1 Code piece 

The following keywords are needed for the simulation: 

 

*CONTROL_SOLUTION 

$#    soln       nlq     isnan     lcint      

         2         0         0       100 

The Keyword *CONTROL_SOLUTION is used to specify the analysis solution procedure when 

thermal, coupled thermal or structural analysis is performed. 

 

Variables: 

Soln: Analysis solution procedure: 

0: Structural analysis only, 

1: Thermal analysis only, 

2: Coupled structural thermal analysis. 

 

*CONTROL_TERMINATION 

$#  endtim    endcyc     dtmin    endeng    endmas     nosol      

       1.2         0       0.0       0.01.000000E8         0 

The Keyword *CONTROL_TERMINATION is used to set the termination conditions. 

 

Variables: 

endtim: It defines the termination time of the analysis. It is a mandatory variable for the LS-

DYNA software. 

endcyc: It defines the maximum number of steps that will be analyzed, according to the step time 

(dtstart) that we will set for out problem’s analysis. Always variable endtim is more important 

and analysis will be terminated if we reach endtim value.  
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dtmin:  It defines the minimum time between steps that is allowed. When the time step drops to 

dtmin, LS-DYNA terminates. By default, is inactive. 

endeng: This variable sets the maximum total energy change ratio that is allowable. If succeeded 

analysis is terminated. By default, is inactive. 

endmas: This variable sets the maximum total mass change ratio that is allowable. If succeeded 

analysis is terminated. By default, is inactive. 

 

*CONTROL_THERMAL_SOLVER 

$#   atype     ptype    solver     cgtol       gpt    eqheat     fwork       sbc 

         1         2         31.00000E-6         1       1.0       1.0       0.0 

$#  msglvl    maxitr    abstol    reltol     omega    unused    unused       tsf 

         0       5001.0000E-101.00000E-4       1.0                           1.0 

 

The keyword *CONTROL_THERMAL_SOLVER sets options for the thermal solution in a thermal 

only or coupled structural-thermal analysis. To use it is required the usage of the proper solver 

(variable soln) in *CONTROL_SOLUTION keyword. 

 

*CONTROL_THERMAL_TIMESTEP 

$#      ts       tip       its      tmin      tmax     dtemp      tscp      lcts 

         0       0.5     0.0011.00000E-7    0.0139     100.0       0.5         0 

The keyword *CONTROL_THERMAL_TIMESTEP sets timestep for a thermal only or coupled 

structural-thermal analysis.  To use it is required the usage of the proper solver (variable soln) in 

*CONTROL_SOLUTION keyword and the *CONTROL_THERMAL_SOLVER keyword. 

 

*CONTROL_TIMESTEP 

$#  dtinit    tssfac      isdo    tslimt     dt2ms      lctm     erode     ms1st 

       0.0       0.6         0       0.0       0.0         0         0         0 

$#  dt2msf   dt2mslc     imscl    unused    unused     rmscl      

       0.0         0         0                           0.0 

The keyword  *CONTROL_TIMESTEP sets the timestep for structural problem analysis. 

 

dtini: This variable defines the initial timestep size. By default, is blank or 0 and LS-DYNA 

determines initial step size. 
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*DATABASE_BINARY_D3PLOT 

$#      dt      lcdt      beam     npltc    psetid       

       0.0         0         0       100         0 

$#   ioopt      

         0 

The keyword *DATABASE_BINARY_D3PLOT defines parameters for the output from the entire 

model. From these outputs by post processing them we will conclude to an final presentable 

output of our solution analysis. 

 

dt:  In this variable we set the time interval between output states. 

nr:  In this variable we set Number of RUNning ReStart Files, RUNRSF, written in a cyclical fashion. 

The default is 1, i.e., only one runrsf file is created and the data there in is overwritten each time 

data is output. 

npltc: In this variable we calculate DT = ENDTIME/NPLTC applies to D3PLOT and D3PART only. 

This overrides the DT specified in the first field.  

 

*DATABASE_GLSTAT 

$#      dt    binary      lcur     ioopt      

     0.003         0         0         1 

 

The keyword *DATABASE has many options to define to obtain output files containing results 

information. One of them is the *DATABASE_GLSTAT, which provide us with the global data of the 

solution analysis of our model. 

 

Dt :  In this variable we se the time step between outputs. If is set to 0 then no output is printed.  

binary  :  In this variable we set the type for binary output. 

 1 : Data written to an ASCII file default for SMP LS-DYNA. 

 2 : Data written to binary database “binout”, default for MPP LS-DYNA. 

 3 : Both ASCII and binary outputs. 

 

*PART 

$#                                                                         title                                      

$#     pid     secid       mid     eosid      hgid      grav    adpopt      tmid 

            2           1           1            1           0           0             0          1 
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The keyword *PART is essential for the model identification and characterization in the solution 

analysis. Within it variables we combine various properties and meshes to form the parts we want 

to analyze. To form a part in LS-DYNA we combine the identity of a formed mesh with the identity 

of the material, with the identity of the used Equation Of State for that material, with the thermal 

properties identity, etc. 

pid: In this variable we put the part id number 

secid: In this variable we put the section id number, defined in a *SECTION keyword. 

mid: In this variable we put the material id number, defined in a *MAT keyword. 

eosid: In this variable we put the Equation Of State id number, defined in a *EOS keyword. 

tmid: In this variable we put the thermal properties id number, defined in a *MAT_THERMAL 

keyword. 

*SECTION_SOLID 

$#   secid    elform       aet    

             1            1           0 

In this keyword, we define section properties for solid continuum and fluid elements. 

secid: In this variable we put the section id number, defined in a *SECTION keyword. 

elform: Element formulation options: 

-2: Fully integrated S/R solid intended for elements with poor aspect ratio, accurate formulation  

-1: Fully integrated S/R solid intended for elements with poor aspect ratio, efficient formulation 

  0: 1 point corotational for *MAT_MODIFIED_HONEYCOMB  

              1: Constant stress solid element: default element type.  

    2: Fully integrated S/R solid 

    3: Fully integrated quadratic 8 node element with nodal rotations 

    4: S/R quadratic tetrahedron element with nodal rotations 

    5: 1 point ALE 

    6: 1 point Eulerian 

    7: 1 point Eulerian ambient 

    8: Acoustic 

    9: 1 point corotational for *MAT_MODIFIED_HONEYCOMB 

    10: 1 point tetrahedron 

    11: 1 point ALE multi-material element 

and various others. 

     

 



440  Chapter 18 

 

   

 

*MAT_ELASTIC_PLASTIC_THERMAL 

Task: Determine the usage of this material keyword. 

*MAT_THERMAL_ISOTROPIC 

$#    tmid       tro     tgrlc    tgmult      tlat      hlat     

         1          0.0       0.0       0.0       0.0       0.0 

$#      hc        tc   

     560.03.70000E-5 

 

This keyword *MAT_THERMAL_ISOTROPIC  defines thermal isotropic properties to the material 

that selects it. 

 

tmid:  In this variable we set the unique ID number of the thermal material identification. 

tro:  In this variable we set the thermal density of the material. If set to 0.0 then it is equal to the 

structural density. 

hc:  In this variable we set the specific heat of the material 

tc:  In this variable we se the thermal conductivity of the material. 

 

*ELEMENT_SOLID 

$#   eid     pid      n1      n2      n3      n4      n5      n6      n7      n8 

       1       1    4313    4309    5283    5313    4308    4308    5138    5138 

       2       1    5313    5283    5284    5314    5138    5138    5139    5139 

       3       1    5314    5284    5285    5315    5139    5139    5140    5140 

In this keyword *ELEMENT_SOLID we define each element of the created mesh of our model that 

we are going to perform solution analysis. Elements are defined in three-dimensional solid 

elements including 4 noded tetrahedrons and 8-noded hexahedrons. Most common are the 8-

noded hexahedrons.  

eid:  In this variable we set the unique ID number of the element. 

pid:  In this variable we set part ID number from with this element comes from. 

n1 – n8:  In these variables we set the nodal points ID that consists the element. If we use 

tetrahedron shape for our elements then we set only n1 – n4 nodal point variables. 

 

*NODE 

$#   nid                   x                     y                    z      tc      rc   

       1        -0.027596        0.019934          0.2715       0       0 
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       2       0.0576701                  1.0          0.2715       0       0 

       3        -0.027596        0.019934          0.1285       0       0 

 

In the keyword *NODE we define the nodes of our model. We also can define boundary conditions 

for the nodes. Nodes are defined by setting their coordinates at X-Y-Z axis. 

nid:  In this variable we set the unique node ID number 

x:  In this variable we set the X coordinate of the node 

y:  In this variable we set the Y coordinate of the node 

z:  In this variable we set the Z coordinate of the node 

tc:  In this variable we set the translational constraint: 

0: no constraints, 

1: constrained x displacement, 

2: constrained y displacement, 

3: constrained z displacement, 

4: constrained x and y displacements, 

5: constrained y and z displacements, 

6: constrained z and x displacements, 

7: constrained x, y, and z displacements. 

rc:  In this variable we set the rotational constraint: 

0: no constraints, 

1: constrained x rotation, 

2: constrained y rotation, 

3: constrained z rotation, 

4: constrained x and y rotations, 

5: constrained y and z rotations, 

6: constrained z and x rotations, 

7: constrained x, y, and z rotations. 

 

*INITIAL_TEMPERATURE_NODE 

It defines the initial temperature for the selected nodes. 
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18.2.3 References 

Tutorials taken from:  

https://www.dynasupport.com/tutorial/introduction-ls-dyna-ls-prepost-for-explicit-and-

implicit-analysis  

https://www.dynaexamples.com/thermal/thermal-stress 

18.3 Laser matter interaction FEM simulations- Laser heating 

of a metal 

The heating of an AISI H13 steel workpiece is examined during irradiation by a CW continuous 

laser. 3D transient coupled thermal-structural numerical simulations [1,2] take place using LS-

DYNA. Similar procedure may be followed to study a problem of matter’s electronic excitation.  

The workpiece is defined as a deformable body. The laser beam is modeled as a Gaussian moving 

heat source. For the dynamic elastoplastic behavior of the workpiece: a Johnson-Cook constitutive 

strength material model will be used [3-5]. 

18.3.1 Governing equations 

18.3.1.1  3D transient heat conduction equation 

 

𝜌𝑐 (
𝜕𝑇

𝜕𝑡
+ 𝑉𝑥

𝜕𝑇

𝜕𝑥
) =

𝜕

𝜕𝑖
(𝜅(𝛵)

𝜕𝛵

𝜕𝑖
) + 𝑄̇ − 𝑎𝑇𝑇0(3𝜆 + 2𝜇)𝜀𝑖̇𝑖  

 

 

 

(18.1) 

 

i=x,y,z coordinates, t time 

ρ the density, c the specific heat, V
x
 the laser scanning speed along the x-direction 

k thermal conductivity and 𝑄̇ the power generation per unit volume 

T temperature, T
0
 ambient temperature, α

Τ
 thermal expansion coefficient,  

λ, μ lame coefficients, 𝜀𝑖̇𝑖  strain rate 

18.3.1.2 3D transient mechanical equation 

 

𝜌
𝜕2𝑈𝑖
𝜕2𝑡

= 𝜇
𝜕2𝑈𝑖
𝜕2𝑘

+ (𝜆 + 𝜇)
𝜕

𝜕𝑖
(
𝜕𝑈𝑘
𝜕𝑘
) − (3𝜆 + 2𝜇)𝛼𝛵

𝜕𝛵

𝜕𝑖
 

 

(18.2) 
 

U the displacement, ρ the density, λ and μ lame coefficients, α
Τ
 thermal expansion coefficient 

https://www.dynasupport.com/tutorial/introduction-ls-dyna-ls-prepost-for-explicit-and-implicit-analysis
https://www.dynasupport.com/tutorial/introduction-ls-dyna-ls-prepost-for-explicit-and-implicit-analysis
https://www.dynaexamples.com/thermal/thermal-stress
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The strain tensor 

𝜀𝑖𝑗 =
1

2
(
𝜕𝑈𝑖
𝜕𝑈𝑗

+
𝜕𝑈𝑗

𝜕𝑈𝑖
) 

 
(18.3) 

The stress tensor 

𝜎𝑖𝑗 = 2𝜇𝜀𝑖𝑗 + 𝜆𝜀𝑘𝑘𝛿𝑖𝑗 − (3𝜆 + 2𝜇)𝑎𝑇 (𝛵 − 𝛵0)𝛿𝑖𝑗 (18.4) 

18.3.1.3 Modeling of laser heat source 

The Gaussian distribution of the q(r) absorbed laser heat flux or laser power intensity is given by: 

𝑞(𝑥, 𝑧) =
2𝑃𝑡𝑜𝑡

𝜋𝑟𝑏
2 𝑒

−(
2((𝑥−𝑡𝑉𝑥)

2+𝑧2)

𝑟𝑏
2 )

 
 

(18.5) 

 

where Ptot is the total absorbed power and rb is the laser beam radius.  

It also holds that:  

 

𝑃𝑡𝑜𝑡 = 𝜂𝑃𝑖𝑛𝑐 (18.6) 

where Pinc is the incident laser power, η is the average absorptivity of the workpiece material and 

t is the time. 

The laser heat flux is applied to the top surface of the workpiece. The boundary condition on the 

top laser irradiated surface takes into account the heat flux, convection and radiation and it holds: 

−𝑘
𝜕𝑇

𝜕𝑦
= 𝑞(𝑥, 𝑧) − ℎ(𝑇 − 𝑇0) − 𝜎𝜀(𝛵

4 − 𝛵0
4) 

(18.7) 

where h is the convective heat transfer coefficient, T0 is the ambient temperature, σ is the Stefan–

Boltzmann constant (5.67 108W/m2K4) and ε is emmisivity. Heat flux is considered to be normal 

to the laser irradiated surface, while the motion of the laser beam is considered along the X-

direction. 

Moreover, the laser beam diameter is considered to be 250 μm, the laser power is 98.2 W and the 

heat flux is 2 kW/mm2. 
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18.3.2 Finite Element Modeling 

The workpiece dimensions are 3.0 x 0.4 x 0.5 mm. The workpiece is modeled with approximately 

115,000 solid elements. The mesh of the workpiece is shown below. 

 

Figure 18.13 Mesh and geometry of the workpiece 

Regarding the initial and boundary conditions, all translations and rotations of the bottom and the 

right side of the workpiece are fully constrained and Z translations at its front and back side are 

also constrained. The ambient temperature is assumed to be 20 0C. 

18.3.2.1  Material model 

The adoption of a suitable material-constitutive model for the workpiece is critical. Τhe selected 

material model is the Johnson-Cook (J-C), a purely empirical one that takes into account the effect 

of plastic strain, strain rate and temperature. The flow stress is expressed as: 

 

𝜎𝑦 = (𝐴 + 𝐵𝜀
𝑛)(1 + 𝐶𝑙𝑛

𝜀̇

𝜀0̇
)(1 −

𝛵 − 𝛵𝑟
𝛵𝑚 − 𝛵𝑟

)𝑚 
(18.8) 

where ε is the equivalent plastic strain, 𝜀̇/𝜀0̇ is the dimensionless plastic strain rate, 𝜀0̇=1s-1 is a 

reference strain rate used to normalize the strain rate, A is the yield stress, B is the hardening 

constant, C is the strain rate sensitivity, n is the hardening exponent, m is the thermal softening 

exponent, Tm is the melting temperature of the workpiece and Tr the room temperature. The 

material constants A, B, C, n, m are determined from experimental results. 

18.3.2.2  Material properties 

The physical properties of the AISI H-13 steel workpiece and the J-C material model and failure 

parameters of the workpiece are listed.  
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Table 18.1. Mechanical and physical properties of AISI H-13 in room temperature. 

Property Workpiece 

Density [kg/m3] 7800 

Elastic modulus [GPa] 211 

Poisson’s ratio [-] 0.28 

Specific heat [J/kg K] 560 

Thermal conductivity [W/m K] 37 

Thermal expansion [10-6C] 10.4 

Melting Point [K] 1700 

 

Table 18.2 Johnson-Cook material model and failure parameters of AISI H-13 

Material model 

Parameters 

A [MPa] B [MPa] n [-] C [-] m [-] 

Values 674.8 239.2 0.28 0.027 1.3 

 

Furthermore, a mean value of absorptivity η=0.5 and a mean value of emmisivity ε=0.4 are 

considered based on the work of Singh et al. For the convectional heat transfer to the surrounding 

air, a heat transfer coefficient of h=5 W/m2K is also considered. The laser scanning speed is 

considered to be 150 m/min. 

18.3.3 Work to be done 

1) Read the keywords of the code so you can understand what each of them does. 

2) From the code that you will be given identify first which consistent units you use. 

3) Create a mesh that will have dimensions 3 x 0.4 x 0.5 mm along the x,y,z directions and the 

discretization will be 225 x 30 x 30 respectively resulting in a total number of 202500 elements 

using the Shapemesher command.  
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Figure 18.14 Shapemesher 

4) Constrain all the translations and rotations at the bottom and the right side of the workpiece. 

Moreover constrain the Z translations at its front and back side. For this purpose you will need 

to use the keywords *BOUNDARY_SPC_SET, *SET_NODE_LIST. 

5) Define the surface where the laser heat flux is applied. This will be on the top of the workpiece. 

Use the *SET_SEGMENT command. 

6) Then your work will be examined by the instructor and he will further help you to complete 

the simulation. 

18.3.4 Code pieces 

The following keywords needed for the simulation are explained: 

*CONTROL_SOLUTION 

$#    soln       nlq     isnan     lcint      

         2         0         0       100 

The Keyword *CONTROL_SOLUTION is used to specify the analysis solution procedure when there 

is thermal, coupled thermal or structural analysis is performed. 

 

Variables: 

Soln: Analysis solution procedure: 

0: Structural analysis only, 
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1: Thermal analysis only, 

2: Coupled structural thermal analysis. 

 

*CONTROL_TERMINATION 

$#  endtim    endcyc     dtmin    endeng    endmas     nosol      

       1.2         0       0.0       0.01.000000E8         0 

The Keyword *CONTROL_TERMINATION is used to set the termination conditions. 

 

Variables: 

endtim: It defines the termination time of the analysis. It is a mandatory variable for the LS-

DYNA software. 

endcyc: It defines the maximum number of steps that will be analyzed, according to the step time 

(dtstart) that we will set for out problem’s analysis. Always variable endtim is more important 

and analysis will be terminated if we reach endtim value.  

dtmin:  It defines the minimum time between steps that is allowed. When the time step drops to 

dtmin, LS-DYNA terminates. By default, is inactive. 

endeng: This variable sets the maximum total energy change ratio that is allowable. If succeeded 

analysis is terminated. By default, is inactive. 

endmas: This variable sets the maximum total mass change ratio that is allowable. If succeeded 

analysis is terminated. By default, is inactive. 

*CONTROL_THERMAL_SOLVER 

$#   atype     ptype    solver     cgtol       gpt    eqheat     fwork       sbc 

         1         2         31.00000E-6         1       1.0       1.0       0.0 

$#  msglvl    maxitr    abstol    reltol     omega    unused    unused       tsf 

         0       5001.0000E-101.00000E-4       1.0   

 

The keyword *CONTROL_THERMAL_SOLVER sets options for the thermal solution in a thermal 

only or coupled structural-thermal analysis. To use it is required the usage of the proper solver 

(variable soln) in *CONTROL_SOLUTION keyword. 

 

*CONTROL_THERMAL_TIMESTEP 

$#      ts       tip       its      tmin      tmax     dtemp      tscp      lcts 

         0       0.5     0.0011.00000E-7    0.0139     100.0       0.5         0 

 

The keyword *CONTROL_THERMAL_TIMESTEP sets timestep for a thermal only or coupled 

structural-thermal analysis.  To use it is required the usage of the proper solver (variable soln) in 

*CONTROL_SOLUTION keyword and the *CONTROL_THERMAL_SOLVER keyword. 
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*CONTROL_TIMESTEP 

$#  dtinit    tssfac      isdo    tslimt     dt2ms      lctm     erode     ms1st 

       0.0       0.6         0       0.0       0.0         0         0         0 

$#  dt2msf   dt2mslc     imscl    unused    unused     rmscl      

       0.0         0         0                           0.0 

The keyword  *CONTROL_TIMESTEP sets the timestep for structural problem analysis. 

dtini: This variable defines the initial timestep size. By default, is blank or 0 and LS-DYNA 

determines initial step size. 

 

*CONTROL_THERMAL_NONLINEAR 

$#  refmax       tol       dcp    lumpbc    thlstl    nlthpr    phchpn       

       100       0.0       1.0         0       0.0         0       0.0 

 

The keyword *CONTROL_THERMAL_NONLINEAR set parameters for a nonlinear thermal or 

coupled structural-thermal analysis. The control card, *CONTROL_SOLUTION, (variable soln) is 

also required. 

 

*DATABASE_BINARY_D3PLOT 

$#      dt      lcdt      beam     npltc    psetid       

        0.0          0             0       100           0 

$#   ioopt      

             0 

The keyword *DATABASE_BINARY_D3PLOT defines parameters for the output from entire of the 

model. From these outputs by post processing them we will conclude to an final presentable 

output of our solution analysis. 

dt:  In this variable we set the time interval between output states. 

nr:  In this variable we set Number of RUNning ReStart Files, RUNRSF, written in a cyclical fashion. 

The default is 1, i.e., only one runrsf file is created and the data there in is overwritten each time 

data is output. 

npltc: In this variable we calculate DT = ENDTIME/NPLTC applies to D3PLOT and D3PART only. 

This overrides the DT specified in the first field.  
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*DATABASE_GLSTAT 

$#      dt    binary      lcur     ioopt      

     0.003         0         0         1 

 

The keyword *DATABASE has many options to define to obtain output files containing results 

information. One of them is the *DATABASE_GLSTAT, which provide us with the global data of the 

solution analysis of our model. 

 

Dt:  In this variable we se the time step between outputs. If is set to 0 then no output is printed.  

binary:  In this variable we set the type for binary output. 

 1: Data written to an ASCII file default for SMP LS-DYNA. 

 2: Data written to binary database “binout”, default for MPP LS-DYNA. 

 3: Both ASCII and binary outputs. 

 

*MAT_ADD_THERMAL_EXPANSION 

$#     pid      lcid      mult      lcid     multy      lcid     multz      

            2        69       1.0         0        1.0           0        1.0 

 

With this keyword *MAT_ADD_THERMAL_EXPANSION we add thermal expansion properties to 

all nonlinear solid, shell, thick shell and beam elements and all material models.  

 

pid: In this variable we put the PART ID of the part that we add thermal expansion 

lcid: For isotropic material models, LCIDY, MULTY, LCIDZ, and MULTZ are ignored, and LCID is 

the load curve ID defining the thermal expansion coefficient as a function of temperature. If zero, 

the thermal expansion coefficient is constant and equal to MULT.  

mult: Scale factor scaling load curve given by LCID. 

 

*PART 

$#                                                                         title 

                                                                                 

$#     pid     secid       mid     eosid      hgid      grav    adpopt      tmid 

            2           1           1            1           0           0             0          1 

 

The keyword *PART is essential for the model identification and characterization in the solution 

analysis. Within it variables we combine various properties and meshes to form the parts we want 
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to analyze. To form a part in LS-DYNA we combine the identity of a formed mess with the identity 

of the material, with the identity of the used Equation Of State for that material, with the thermal 

properties identity, etc. 

 

pid: In this variable we put the part id number 

secid: In this variable we put the section id number, defined in a *SECTION keyword. 

mid: In this variable we put the material id number, defined in a *MAT keyword. 

eosid: In this variable we put the Equation Of State id number, defined in a *EOS keyword. 

tmid: In this variable we put the thermal properties id number, defined in a *MAT_THERMAL 

keyword. 

 

*SECTION_SOLID 

$#   secid    elform       aet    

              1           1           0 

In this keyword, we define section properties for solid continuum and fluid elements. 

 

secid: In this variable we put the section id number, defined in a *SECTION keyword. 

elform: Element formulation options: 

-2: Fully integrated S/R solid intended for elements with poor aspect ratio, accurate formulation  

-1: Fully integrated S/R solid intended for elements with poor aspect ratio, efficient formulation 

  0: 1 point corotational for *MAT_MODIFIED_HONEYCOMB  

  1: Constant stress solid element: default element type.  

    2: Fully integrated S/R solid 

    3: Fully integrated quadratic 8 node element with nodal rotations 

    4: S/R quadratic tetrahedron element with nodal rotations 

    5: 1 point ALE 

    6: 1 point Eulerian 

    7: 1 point Eulerian ambient 

    8: Acoustic 

    9: 1 point corotational for *MAT_MODIFIED_HONEYCOMB 

    10: 1 point tetrahedron 

    11: 1 point ALE multi-material element 

    and various others 
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*MAT_JOHNSON_COOK_TITLE 

*MAT_JOHNSON_COOK_TITLE 

blank 

$#     mid        ro         g         e        pr       dtf        vp    rateop 

         17.80000E-6      81.0     211.0      0.281.80000E-7       0.0       0.0 

$#       a         b         n         c         m        tm        tr      epso 

     0.675     0.239      0.28     0.027       1.3    1427.0      20.0     0.001 

$#      cp        pc     spall        it        d1        d2        d3        d4 

     560.0       0.0       2.0       0.0      -0.8       2.1      -0.52.00000E-4 

$#      d5      c2/p      erod     efmin    numint       

       2.7       0.0         01.00000E-6       0.0 

 

Johnson-Cook is an empirical model for the flow stress and strain rate. It is the most common used 

Viscoplasticity and yield stress model. 

 

So in this keyword (*MAT_JOHNSON_COOK_TITLE) we set the variables of the Johnson-Cook 

model for a material. 

 

mid:  In this variable we put the material identification number. 

ro:  In this variable we set the mass density of the material 

g:  In this variable we set the shear modulus of the material. 

e:  In this variable we set the Young’s modulus of the material 

pr:  In this variable we set the Poisson’s ratio of the material 

dtf:  In this variable we set the Minimum time step size for automatic element deletion (shell 

elements). 

vp:  In this variable we set the formulation for rate effects: 

0.0  for scale yield stress 

1.0  for Viscoplastic formulation 

a,b,n,c,m: These variables are the input constants of the Johnson-Cook formula 

tm:  In this variable we set the melt temperature of the material 

tr:  In this variable we set the room temperature 

cp:  In this variable we set the specific heat  

pc: In this variable we set the tensile failure stress or tensile pressure cutoff (PC < 0.0) 
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*EOS_LINEAR_POLYNOMIAL 

*EOS_LINEAR_POLYNOMIAL 

$#   eosid        c0        c1        c2        c3        c4        c5        c6 

         1       0.0     160.0       0.0       0.0       0.0       0.0       0.0 

$#      e0        v0   

       0.0       1.0 

 

This is the keyword *EOS_LINEAR_POLYNOMIAL where we define coefficients for a linear 

polynomial Equation Of State and initialize the thermodynamic state of the material. 

 

 

 

eosid: In this variable we set the unique number ID of the EOS 

c0: In this variable we set the 0th polynomial equation coefficient. 

c1:  In this variable we set the 1st polynomial equation coefficient (when used by itself, this is 
the elastic bulk modulus) 

 

*MAT_THERMAL_ISOTROPIC 

$#    tmid       tro     tgrlc    tgmult      tlat      hlat     

         1       0.0       0.0       0.0       0.0       0.0 

$#      hc        tc   

     560.03.70000E-5 

 

This keyword *MAT_THERMAL_ISOTROPIC defines thermal isotropic properties to the material 

that selects it. 

tmid:  In this variable we set the unique ID number of the thermal material identification. 

tro:  In this variable we set the thermal density of the material. If set to 0.0 then it is equal to the 

structural density. 

hc:  In this variable we set the specific heat of the material 

tc:  In this variable we se the thermal conductivity of the material. 

 

*ELEMENT_SOLID 

$#   eid     pid       n1       n2        n3        n4        n5        n6        n7        n8 

          1       1   4313    4309    5283    5313    4308    4308    5138    5138 

          2       1   5313    5283    5284    5314    5138    5138    5139    5139 

          3       1   5314    5284    5285    5315    5139    5139    5140    5140 
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In this keyword *ELEMENT_SOLID we define each element of the created mesh of our model that 

we are going to perform solution analysis. Elements are defined in three-dimensional solid 

elements including 4 noded tetrahedrons and 8-noded hexahedrons. Most common are the 8-

noded hexahedrons.  

 

eid:  In this variable we set the unique ID number of the element. 

pid:  In this variable we set part ID number from which this element comes from. 

n1 – n8:  In these variables we set the nodal points ID that consists the element. If we use 

tetrahedron shape for our elements then we set only n1 – n4 nodal point variables. 

 

*NODE 

$#   nid                  x                      y                   z      tc      rc   

       1       -0.027596        0.019934          0.2715       0       0 

       2       0.0576701                 1.0          0.2715       0       0 

       3       -0.027596        0.019934          0.1285       0       0 

 

In the keyword *NODE  we define the nodes of our model. We also can define boundary conditions 

for that nodes. Nodes are defined by setting their coordinates at X-Y-Z axis. 

 

nid:  In this variable we set the unique node ID number 

x:  In this variable we set the X coordinate of the node 

y:  In this variable we set the Y coordinate of the node 

z:  In this variable we set the Z coordinate of the node 

tc:  In this variable we set the translational constraint: 

 

0: no constraints, 

1: constrained x displacement, 

2: constrained y displacement, 

3: constrained z displacement, 

4: constrained x and y displacements, 

5: constrained y and z displacements, 

6: constrained z and x displacements, 

7: constrained x, y, and z displacements. 

rc:  In this variable we set the rotational constraint: 

0: no constraints, 
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1: constrained x rotation, 

2: constrained y rotation, 

3: constrained z rotation, 

4: constrained x and y rotations, 

5: constrained y and z rotations, 

6: constrained z and x rotations, 

7: constrained x, y, and z rotations. 

 

*DEFINE_FUNCTION 

$#     fid                                                               heading 

         3                                                                       

$#                                                                      function 

f(x,z,time,temp)=-(2)/(exp(128*((x-2.5*time)*(x-2.5*time)+(z-0.2)*(z-0.2))))+(5*10**(-

8))*(temp-20)+(5.7*10**(-17))*0.5*((temp**4)-160000) 

 

In this keyword *DEFINE_FUNCTION we define a function that can be used by other keywords.  

 

fid:  In this variable we set the function ID number 

heading:  In this variable we set an optional descriptive heading. 

function: In this variable we set the arithmetic expression that represents our function.  

 

*BOUNDARY_FLUX_SET 

$#    ssid     

         1 

$#    lcid      mlc1      mlc2      mlc3      mlc4       loc     nhisv       fid 

         3       1.0       1.0       1.0       1.0         0         0         3 

The keyword  *BOUNDARY_FLUX  is to apply a flux boundary condition.  

 

ssid: In this variable we set the set ID number 

lcid : In this variable we set the ID of a reference load curve 

mlc1-mlc4: In these variables we set the curve multipliers.  

fid: in this variable we set the ID number of the function we use 
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*SET_SEGMENT 

$#     sid       da1       da2       da3       da4    solver       

         1       0.0       0.0       0.0       0.0MECH 

$#      n1        n2        n3        n4        a1        a2        a3        a4 

    129285    129645    129647    129287       0.0       0.0       0.0       0.0 

    123165    123525    123527    123167       0.0       0.0       0.0       0.0 

    117045    117405    117407    117047       0.0       0.0       0.0       0.0 

 

In this keyword *SET_SEGMENT we define set of segments with optional identical or unique 

attributes. 

 

sid: In this variable we set the unique set ID number. 

solver: In this variable we set the name of the solver of the set. 

n1–n4: In this variable we set the nodal points  

18.3.5 References 

[1] V. Dimitriou, E. Kaselouris, Y. Orphanos, E Bakarezos, Nikolaos Vainos, M. Tatarakis, N. A. 
Papadogiannis, Three dimensional transient behavior of thin films surface under pulsed laser 
excitation, Appl. Phys. Lett. 103 (2013) 114104. 

[2] E. Kaselouris, I.K. Nikolos, Y. Orphanos, E Bakarezos, N. A. Papadogiannis, M. Tatarakis, V. Dimitriou, 
Elastoplastic study of nanosecond-pulsed laser interaction with metallic films using 3D multiphysics 
fem modeling, Int. J. Damage Mech. 25 (2016) 42-55. 

[3]    E. Kaselouris, A. Skoulakis, Y. Orphanos, K. Kosma, T. Papadoulis, I. Fitilis, E. Clark, A.P. Markopoulos, 
M. Bakarezos, N.A. Papadogiannis, M. Tatarakis, and V. Dimitriou, Analysis of the heat affected zone 
and surface roughness during laser micromachining of metals, Key Engineering Materials 827 (2020) 
122-127. 

[4]    E. Kaselouris, A. Baroutsos, T. Papadoulis, N.A. Papadogiannis, M. Tatarakis, and V. Dimitriou, A study 
on the influence of laser parameters on laser-assisted machining of AISI H-13 steel, Key Engineering 
Materials 827 (2020) 92-97.  

[5] R. Singh, M.J. Alberts and S.N. Melkote, Characterization and prediction of the heat-affected zone in a 
laser-assisted mechanical micromachining process, Int. J. Mach. Tools Manuf. Nucl. 48 (2008) 994–
1004. 

18.4 Plasma-pinch MHD simulations 

MHD simulations are performed to describe matter/plasma dynamics when heated by high pulsed 

currents.  

The goal is to give the User a first insight of the PLUTO code [1,2] and test it in a simple example 

as a Z-pinch one wire configuration. 
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18.4.1 What is PLUTO? 

PLUTO (version 4.2) is an astrophysical code that has been modified to simulate laboratory 

plasmas. It is a finite volume/finite difference, shock-capturing code designed to integrate a 

system of conservation laws of the form: 

 

(18.9) 

 

U represents a set of conservative quantities, T(U) is the flux tensor and S(U) defines the source 

terms. An equivalent set of primitive variables V is more conveniently used for assigning initial 

and boundary conditions. 

The sets of conservative and primitive variables U and V are correlated by:  

 

Figure 18.15 Conservative and primitive variables [6] 

where ρ is the material density, m is the momentum density with m=ρu, E is the total energy 

density, B is the magnetic field, p is the thermal pressure and u the bulk velocity. The open C and 

C++ program environment of PLUTO is flexible for the introduction of: 

• user geometries,  

• functions of topologies e.g. of the magnetic field,  

• functions of the densities e.g. inhomogeneous plasmas   

• boundary conditions at the computational domains to simulate the real physical 

problem. 

 

The PLUTO manual [3,4] can be downloaded from:   

http://plutocode.ph.unito.it/files/userguide.pdf 

18.4.2  PLUTO Configuration 

Five different files are important: 

 definitions.h 

 pluto.ini 

 init.c 

( ) ( )
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
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http://plutocode.ph.unito.it/files/userguide.pdf


Case studies on FEM and MHD  457 

   

 

 res_eta.c 

 cooling.c 

The first three are necessary for all physical problems while the last two are needed for our case. 

With these five files and Pluto code implemented in a Unix/Linux platform the User can run the 

code modifying its file via the physical problem. The analysis of each one follows. 

18.4.2.1  definitions.h 

 

In this header file the user must specify: physics equations (e.g. MHD), dimensions, geometry, 

optically thin cooling losses and so on. For our case crucial is the dimensionalization process 

through the definition of three physical constants: 

 Lο(UNIT_LENGTH) in cm (e.g. 0.001≡0.001 cm=10 μm is the picture’s unit length) 

 ρο(UNIT_DENSITY) in gr/cm3 

 uo(UNIT_VELOCITY) in cm/s 

 

 All other units are derived from the combination of these three: 

 to=Lo/uo(time unit) 

 po= ρο uo
2(thermal pressure unit) 

 Bo= uo(4π ρο)1/2(magnetic field unit).  

For resistivity implementation n=(c2/4π)nr, where n is the diffusivity tensor n≡ diag(nx1, nx2, nx3), 

c the speed of light and nr the resistivity tensor. So no is in cm2/s: 

 n0= Lo
2/to=uoLo (diffusivity unit) 
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The User sets the dimensionless units in PLUTO files by dividing the physical variables with the 

above units. Therefore: 

L=Lcgs/Lo,   ρ= ρcgs/ρο,  u= ucgs/uo,   t=tcgs/to,  p=pcgs/po,  B=Bcgs/Bo,  n=ncgs/no 

The modification of the other switches is in the manual. This file is modified every time the user 

runs the python script. 

18.4.2.2  pluto.ini 

 
This file defines the physical domain. The first three lines give the size of the computational 

domain for each dimension. For the above picture X1 is the X axes (Cartesian grid) and has 24Lo 

(UNIT_LENGTH) length. The same counts for the other axes. The number of computational zones 

(points) is the middle number. So in our example the X axes is from -12<X<12 Lo units and is 

separated in 48 zones. The same holds for the other axes. The whole mesh is 48x160x80=614400 
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unit cubes. If the unit length Lo is 0.001cm=10 μm the X axes is 240 μm long and the computational 

unit cube has a spatial volume of 5x5x5=125 μm3.   

The tstop stands for the computational time execution.  

For our example tstop=40 PLUTO units. For the real time we have tstop(real)=40to=40Lo/uo= 

=40(0.001 cm/2.057.106 cm/s)=19.44 ns. 

The static grid output comes with a variety of files. Here we chose vtk file format (the only positive 

value of 0.2) at every 0.2 unit time to be saved. So for the whole execution time we will have 

40/0.2=200 vtk files. Each file has the information of the primitive physic variables. So for this 

example 200 time frames can be visualized for each variable from t=0 to t=19.44 ns, every 

19.44/200=0.0972 ns. 

For every other switch the User can see the manual. 

18.4.2.3 init.c 

This is the most important file for the physical problem. The User sets the initial condition physical 

variables functions for the physics model. 

 

The programming language is C. In the above code is defined a physics problem of a plasma sphere 

(r<1.0), where r is defined in a Cartesian grid x1,x2,x3 corresponding to the X,Y,Z axes coordinates 

respectively. RHO is the mass density (ρ), VX1,VX2,VX3 are the three components of bulk velocity, 

PRS is the thermal pressure (p) and BX1,BX2,BX3 are the three components of the magnetic field. 

Inside the sphere we have Gaussian shaped mass density and thermal pressure while the magnetic 

field is zero. Outside the sphere the plasma is thinner and has a constant density (0.01) and 

pressure (0.01) while the magnetic field is constant at the Z axis. 
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If we have the dimensions of definitions.h file of the previous picture the interpretation of the 

dimensionless units of the init.c file is: 

r<=1.0 →r/Lo<=1.0 →r<=Lo=10μm 

v[RHO]=1.0*exp(-r*r) → ρ/ρο=1.0e-(r/ Lo)(r/ Lo) → ρ=ροe-(r/ Lo)(r/ Lo) →  

ρ=1.203e-(r/0.001cm)(r/0.001cm) where r in cm and ρ in gr/cm3 etc.   

For all the other variables and implementations the User can see the documentation. 

18.4.2.4  res_eta.c 

The resistive module is enabled by setting RESISTIVITY to SUPER TIME STEPING in definitions.h 

file or running the code and setting it at the Python script. 

  

Here we can see the three components of the resistivity tensor as eta[IDIR], eta[JDIR], eta[KDIR]. 

The dimensions are in n0 units. So in this example the three components are constant and  

nx=ny=nz=4.0n0=4.0Louo→nx=ny=nz=4.0.0.001 cm.2.057.106 cm/s=8.228.103 cm2/s. 

18.4.2.5  cooling.c 

The cooling module is implemented in definitions file or through the running procedure by setting 

it at the Python script. The cooling module we will use is the Power Law Cooling that accounts 

for bremsstrahlung cooling with the appropriate correction for the mean molecular weight of the 

plasma Tungsten ions and electrons. 

18.4.3  Running the code 

PLUTO file is in a separate working directory in the hard drive of the computer. In the same 

directory is the specific file of the test case e.g. Z_pinch_test. The procedure is the following. 
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If the User is using a bash shell the first line command is: 

>export PLUTO_DIR=/home/User/PLUTO 

Changing directory to the test problem: 

>cd Z_pinch_test 

Next step is invoking the Python script with: 

>python PLUTO_DIR/setup.py 

 

The next screen will appear: 

 

Selecting the Setup problem The User begins to modify the definitions.h file. For the specific case 

an implementation example is:  
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the next screen is: 

 

For the first run the User chooses the makefile file to compile PLUTO and link C source code files. 

For every next run if the User selects Change makefile from the Python setup, a new makefile will 

be created, otherwise the existing one will be automatically updated. 
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After the creation of the makefile the Python script returns to the first screen and the User selects 

Quit. If the compilation is successful the User can compile the code with the command: 

>make  

If the compilation is successful, the User can type: 

> ./pluto for a single run, or 

> mpirun ./pluto for a parallel run. 

After, the execution of the code begins. 

18.4.4 Setting up the test case of a Z-pinch single wire with the initial 

form of the code 

 

 

 

 

Figure 18.16 Plasma Z-pinch column, the plasma current at Z-axis and its magnetic field lines 

 

 Cylindrical Plasma Column + An Axisymmetric magnetic field   

 Interplay between thermal pressure (outwards) and magnetic pressure (inwards) 
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For jz =const., we have in cylindrical coordinates, inside the cylinder, from the Ampere's Law (r0  

is the plasma radius):    

BΘ=Β0.r (Magnitude of the Magnetic field) and p=f(r) (Plasma pressure) [if there is an equilibrium 

state p=p0
.(1-r2/r0

2) ]. 

And outside: 

BΘ=Β0.r0/r and p=0. The maximum magnetic field Β0 is calculated as a simple application of the 

Ampere's Law. The function of the thermal pressure is depending whether it is considered plasma 

equilibrium or not. The distribution of the mass density can be any function that preserves the 

conservation of the initial mass distribution. Usually a good choice of both ρ (mass density) and p 

(thermal pressure) are Gaussian functions due to their smooth transition from the dense plasma 

regions to the thinner ones. 

18.4.4.1 Visualization with VisIt 

VisIt is an Open Source, interactive, scalable, visualization, animation and analysis tool [5]. 

From Unix, Windows or Mac workstations, users can interactively visualize and analyze data 

ranging in scale from small (<10 core) desktop-sized projects to large (>105 core) leadership-class 

computing facility simulation campaigns. Users can quickly generate visualizations, animate them 

through time, manipulate them with a variety of operators and mathematical expressions, and 

save the resulting images and animations for presentations. VisIt contains a rich set of 

visualization features to enable users to view a wide variety of data including scalar and vector 

fields defined on two- and three-dimensional (2D and 3D) structured, adaptive and unstructured 

meshes. Our VisIt version is 2.10.2. It can be downloaded from https://visit.llnl.gov/. 

The first page is the following with the command window at the left and the visualization at 

the right. The first button to press is the Open button and the User can find the files that he wants 

to visualize from a specific directory. The next step is to use the Add button to choose the kind of 

the visualization plot and the physical variable that wants to be visualized. We usually use the 

Contour and Pseudocolor plot. The User has a lot of choices such as 2D or 3D plots of all the physical 

variables and he/she can create any variable expression through the Controls→Expressions 

button. 

https://visit.llnl.gov/
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Figure 18.17 VisIt main window 

An example of the visualization of the mass density, of the 75 vtk file at the XZ plane of a Z-pinch 

model is next shown 

 

 

 

 

 

 

 

 

 

 

 

Figure 18.18 Visualization of the mass density 

 

For more information about the plots and the use of VisIt the User can see the manual from VisIt 

window. 

18.4.4.2 Running a test case-Exercise 1 

It is time to run a test case. The model of our choice is a Z-pinch single wire. No modifications of 

the original code exist at this test case.  
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 Make a Z_pinch_test file at the working directory. Inside this file are the five important files 

we mentioned earlier (definitions.h, pluto.ini, init.c, res_eta.c, cooling.c) 

 Inside definitions.h the three user defined constants have the same values as in the 

definitions.h picture. Define the t0 (unit time), po (unit pressure), Bo (magnetic field unit) and 

no (diffusivity unit) in cgs units. 

 Inside pluto.ini make a spatial window of 500x500x500μm with 50 points(zones) at each 

axis with the beginning of the axes at the center of the spatial window. Select tstop=5.0 and 

evaluate it in nanoseconds. The vtk file format will be selected and we want 10 vtk files at the 

end of the run. 

 The init.c file must be in Cartesian coordinates. Two different regions exist one cylindrical 

(r<=2.0) plasma region and the vacuum one(r>2.0). We want Gaussian shapes of the prs 

(thermal pressure) and rho (mass density) of the form: 

v[RHO]=1.0*exp(-r*r), v[PRS]=1.0*exp(-r*r) for r<=2.0(material plasma) and v[RHO]=0.01, 

v[PRS]=0.01 for r>2.0(vacuum plasma).  

 Define 2.0 for the plasma radius and 1.0 for the density and pressure, in cgs units. The 

magnetic field geometry is the one described at the Z-pinch single plasma distribution. The 

two components BX1, BX2 will have the azimuthal form of the previous description in 

Cartesian coordinates while the BX3 is zero. The Bo maximum value is 1.0 and must be 

defined in cgs units also. 

 The res_eta.c file must have three components eta[IDIR]=2.0, eta[JDIR]=2.0, eta[KDIR]=2.0 

spatial constant. Estimate 2.0 in cgs units. 

 Run the code following the steps described previously. 

 After the end of the run open VisIt and make 3D Contour plot of the mass density and see the 

cylindrical plasma evolution along time. Then make 2D Pseudocolor plots at the XY and XZ 

plane of the mass density and the magnetic field magnitude. The Expressions button must be 

opened and Bmag=sqrt(bx1*bx1+bx2*bx2+bx3*bx3) must be created and applied. See the 

evolution of the magnetic field. At the end make a lineout plot of the magnetic field at the XY 

plane at t=0 and confirm the linear rising until the plasma surface and the inverse radius 

decrease in the vacuum region. 
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