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We present 3D fully kinetic shearing-box simulations of pair-plasma magnetorotational turbulence with
unprecedented macro-to-microscopic scale separation. While retrieving the expected fluid behavior of the
plasma at large scales, we observe a steepening of turbulent spectra at kinetic scales and substantial
angular-momentum transport linked with kinetic processes. For the first time, we provide a definitive
demonstration of nonthermal particle acceleration in kinetic magnetorotational turbulence agnostically of
shearing-box initial conditions by means of a novel strategy exploiting synchrotron cooling.
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Introduction—Recent years have witnessed a surge of
interest in the plasma and astrophysics communities toward
high-energy environments such as the surroundings of
supermassive black holes (SMBHs).Groundbreaking obser-
vations with the Event Horizon Telescope [1,2] and Gravity
[3] hinted at the existence of (quasi)stationary plasma
structures (e.g., disks) around SMBHs, underlining the
importance of modeling plasma flows in strong-gravity
environments. Most efforts in this direction have relied
onmagnetohydrodynamic (MHD) simulations [4–10], often
resorting to relatively simple prescriptions to include limited
microscopic (i.e., kinetic) effects [11–15]. However, it is
commonly accepted that plasmas around low-luminosity
SMBHs are collisionless, and that kinetic plasma physics
can shape the global dynamics, thereby invalidating basic
MHD assumptions. For example, accretion onto low-
luminosity SMBHs is subject to enhanced angular mo-
mentum transport (AMT) by beyond-MHD collisionless
turbulence. Moreover, electron-ion plasmas in disks likely
exist in two-temperature states where relativistic electrons
produce most of the radiation [e.g., via synchrotron cooling
(SC)]. Finally, relativistic electron energies could result from
nonthermal particle acceleration (NTPA) via turbulent dis-
sipation ofmagnetic fields.MHDmodels cannot completely
capture these effects, rendering fully kinetic simulations of
accreting plasmas necessary.

Because of computational constraints, only local par-
ticle-in-cell (PIC) kinetic simulations of turbulent accretion
(e.g., considering individual disk-plasma patches) are
possible to date [18–21,23] (with recent, important pro-
gress for large-scale and global modeling [24–28]). The
shearing-box (SB) paradigm is a reliable tool for such local
simulations [29–35] focusing on the magnetorotational
instability (MRI) [36–39], whose nonlinear development
drives turbulence. However, the handful of existing PIC-SB
MRI simulations suffer from severe limitations [18–21,23].
Of particular importance is scale ordering: for realism,
macroscopic (MRI–MHD) scales should be well separated
from kinetic plasma scales, but PIC simulations often
employ rescaled parameters to limit computing costs.
This can dramatically alter the MRI development and
produce large deviations in overall dynamics between
MHD and PIC-SB runs. Recently, we demonstrated that
“large-enough” 3D PIC simulations retrieve the expected
MHD-like dynamics [23], attaining a saturated, nonlinear
turbulent state. However, it is still essential to explore larger
scale separations to definitively determine the MHD-to-
kinetic transition of MRI turbulence in magnetic and bulk-
velocity power spectra. Limited scale separation in earlier
3D works also caused the unrealistically slow growth of
kinetic (especially mirror) instabilities regulating pressure
anisotropy, thereby affecting overall AMT.
Importantly, previous PIC-SB MRI simulations [18–

21,23] did not distinguish NTPA in the initial transient*Contact author: fabio.bacchini@kuleuven.be
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stages (including linear MRI growth) that precede fully
developed MRI turbulence. These “preturbulent” stages
develop macroscopic (system-scale) current sheets that
undergo magnetic reconnection, releasing large amounts
of energy and producing considerable NTPA in PIC simu-
lations; however, these early stages are artificial (i.e., only
related to the development of the MRI in the SB paradigm)
and hence irrelevant for realistic accretion disks, and should
therefore be excluded. Indeed, we assert that the capability
of MRI turbulence to accelerate particles has not been
assessed at all thus far in a manner that clearly distin-
guishes turbulent energization from earlier artificial injec-
tion mechanisms.
In this Letter, we advance the frontier of collisionless

MRI studies by performing the largest (to date) 3D PIC-SB
simulations. We employ unprecedented scale separations to
obtain PIC results retrieving expected MHD dynamics, and
allowing us to study detailed microphysical effects poten-
tially affecting the global accretion flow. Moreover, by
imposing radiative cooling to suppress NTPA during (only)
the preturbulence stages, we distinctly characterize NTPA
solely due to MRI turbulence. We also show that cooling (if
kept active only during the preturbulence stages) has
negligible effect on the MRI evolution aside from extin-
guishing the high-energy nonthermal particles; this is the
first exploration of radiation-reaction (RR) effects in PIC-
SB simulations.
Numerical model and setup—We conduct 3D PIC-SB

simulations with ZELTRON [40], employing the kinetic SB
with orbital advection (KSB-OA) [23] to model a local
Cartesian (x≡ radial direction from the central SMBH,
y≡ toroidal, z≡ vertical) sector of an accretion disk
[22]. The local plasma patch represented by the simulation
box has orbital frequency Ω0 and is subjected to a back-
ground force corresponding to a (linearized) Keplerian
shearing-velocity profile vsðxÞ ¼ −ð3=2ÞΩ0xŷ. We apply
shearing-periodic boundary conditions at x boundaries,
while y and z boundaries are purely periodic [23]. Our
initial setup consists of a thermal pair plasma for simplicity
(m ¼ mi ¼ me), with uniform per-species number density
n0 ¼ ni;0 ¼ ne;0, nonrelativistic uniform (normalized) tem-
perature θ0 ≡ kBT0=ðmc2Þ ≪ 1 (with T0 ¼ Ti;0 ¼ Te;0),
and zero (fluctuating) bulk speed. A weak, purely vertical
magnetic field B0 ¼ ð0; 0; B0Þ initially threads the plasma.
The free parameters of our model are therefore the physical
box size Lx × Ly × Lz, the initial temperature θ0, the initial
Alfvén-to-light speed ratio (including both particle species)
vA;0=c≡ B0=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8πn0mc2

p
, and the initial cyclotron-to-rota-

tional frequency ratio ωc;0=Ω0 where ωc;0 ≡ eB0=ðmcÞ. On
the basis of previous work [23], we choose Lz ¼ 2λMRI
(with λMRI ≡ 2πvA;0=Ω0 the most-unstable MRI wave-
length), θ0 ¼ 1=128, vA;0=c ≃ 0.007, and ωc;0=Ω0 ¼ 30

to obtain the nonrelativistic length-scale ordering [41]
c=ωp < ρc;0 < λMRI < Lz ≤ H0; here, ωp ≡

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8πe2n0=m

p

is the total plasma frequency, ρc;0 ≡ ffiffiffiffiffi
θ0

p
mc2=ðeB0Þ is the

(initial) typical particle gyroradius, and H0 ≡ ffiffiffiffiffi
θ0

p
c=Ω0 is

the disk scale height. These parameters thus determine
a separation ρc;0=ðc=ωpÞ ≃ 12.5, λMRI=ρc;0 ≃ 15, and
H0=λMRI¼Lz=λMRI¼2 between the macroscopic andmicro-
scopic length scales involved. Our choice of parameters
results in an initial plasma β0 ≡ 2n0kBT0=½B2

0=ð8πÞ� ¼
2θ0=ðvA;0=cÞ2 ¼ 2ðρc;0=ðc=ωpÞÞ2 ≃ 312. Additionally, we
choose Lx ¼ 2Lz such that the shearing-velocity offset
between x boundaries (�Lx=2) is ð3=2ÞΩ0Lx < c, and we
set Ly=Lz ¼ 4. We employ 54 particles per cell with grid
spacing Δx ≃ ðc=ωpÞ=2, and 8 current-filtering passes per
time step, to combat numerical noise.
To model SC in MRI turbulence, we add a synchrotron-

cooling force to the right-hand side of the KSB-OA particle
equations of motion [23]. As in several other works
including SC in PIC [40,42–46], we write this term as

�
du
dt

�

SC
¼ −κγ

��
Eþ u

γ
×B

�
2 −

�
u
γ
·E

�
2
�
u; ð1Þ

where u is the spatial part of the particle four-velocity, γ ≡ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ u2=c2

p
is the particle Lorentz factor, E is the electric

field, and κ tuned such that SC maintains a quasithermal
state at γ − 1 ∼ 1. The MRI in our setup grows out of
numerical noise; we evolve the initial state for a total time
tend ¼ 15P0 (P0 ≡ 2π=Ω0).
Results—Via background shearing and small-scale per-

turbations, initially vertical magnetic-field lines bend and B
acquires x, y components. The system’s evolution encom-
passes an initial stage, where small-scale perturbations are
excited; an exponential magnetic-field growth due to linear
MRI modes; and a nonlinear, saturated stage where primary
MRI channel flows decay into a turbulent state. The
channel decay is driven by parasitic instabilities (e.g.,
tearing and kinking of current sheets at channel interfaces)
feeding off the primary MRI [37,38]. These instabilities
require sufficiently large domains to develop, and can be
suppressed if specific conditions are not met [47]; our
system size ensures that current-sheet kinking and tearing
efficiently destroy the primary MRI channels and initiate
the nonlinearly turbulent stage [23]. A typical spatial
distribution of magnetic-field components during the non-
linear stage is shown in Fig. 1 [panels (a1–3)], where we
observe the chaotic configuration of the MRI-driven
turbulence. As outlined above, we inhibit NTPA until
the turbulent state is established by keeping SC active
until right after the initial channel disruption. (Smaller
simulations show that deactivating SC at later times
produces qualitatively similar results.) At t ≃ 4P0, we
remove SC, such that particles can be energized by the
MRI turbulence only, starting from an approximately
Maxwellian state (see below).
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The right panels in Fig. 1 show the evolution of the
physical properties of MRI turbulence. Panel (b) shows the
evolution of each component of magnetic-field energy,
averaged over space. The exponential amplification of
magnetic fields, due to the primary MRI, can be observed
until t ∼ 4P0. At that time, the MRI channel flows decay
into a sustained-turbulence state with a statistically constant
total magnetic energy. This quasisteady state is due to a
balance between constant energy injection by the MRI and
turbulent energy cascade. When the turbulence reaches
kinetic scales, plasma heating and high-energy particle
acceleration can occur. Panel (c) shows that the volume-
averaged β and average particle gyroradius slowly increase
during the nonlinear stage, as a consequence of turbulent
heating. (Note that β ∼ 10 during the whole nonlinear stage,
implying that turbulent models of disk plasmas should
consider a high-β collisionless regime [48].) In this
turbulent state, we can evaluate AMT throughout the disk,
e.g., via the α parametrization [49], involving the Maxwell
[Mxy ≡ −BxBy=ð4πÞ], Reynolds (Rxy), and anisotropic
(Axy) stresses. Here, Rxy ≡mnUxUy=Γ2 is subdominant
due to the lack of macroscopically coherent flows in the
turbulent accretion disk (with density n and bulk velocity
U ≡ ð1=nÞ R ufðx; u; tÞd3u calculated from the distribution

function, f, and Γ≡ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þU2=c2

p
). We evaluate the

anisotropic stress Axy ≡ −ðp⊥ − pkÞBxBy=B2 [50] by com-

puting parallel and perpendicular plasma pressure, pk ≡
P∶BB=B2 and p⊥ ≡ P∶ðI − BB=B2Þ=2, where P≡
m
R ðuu=γÞfðx; u; tÞd3u is the full pressure tensor; Axy

does not exist in standard MHD calculations with isotropic
pressure. In panel (d), we observe a positive volume-averaged
pressure anisotropy hp⊥ − pki > 0 during the entire non-
linear stage, indicating the presence ofperpendicular-pressure
enhancementmechanisms [e.g., approximate conservation of
the first adiabatic invariant p⊥=ðmnBÞ in growing fields].
Perpendicular-pressure growth is limited by kinetic effects, as
shown in panel (e) by the ðβk; p⊥=pkÞ distribution (where
βk ≡ pkðB2=ð8πÞ)) at a representative time t ¼ 8.1P0 during
the turbulent stage. Here, we observe the presence of mirror
modes: as p⊥ increases, approximate thresholds for mirror
instabilities (top dashed line) [51] are crossed, scattering
particles efficiently and limiting further increase in
anisotropy. Similarly, the fire hose instability (bottom dashed
line) [51] prevents the growth of pk (due to turbulent
reconnection and/or conservation of the adiabatic invariant
pkB2=ðmnÞ3 [20] when B is dissipated). Panel (f) shows our
first-principles measurement of AMT: we observe that
pressure anisotropy does indeed substantially contribute to

FIG. 1. Properties of mesoscale MRI turbulence. (a1–3) Component-wise magnetic-field distribution at t ¼ 8.1P0. (b)–(c) Average
magnetic-field amplification, plasma β, and gyroradius throughout the run. (d)–(e) Average pressure anisotropy over time and
ðβk; p⊥=pkÞ distribution with respect to mirror or fire hose approximate thresholds during the nonlinear stage. (f) α-model stresses
(contributing to AMT) over time.
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α, via hAxyi ∼ hMxyi at all times. The resulting hαi≡ hRxy þ
Axy þMxyi=hpi ≃ 0.1 throughout the nonlinear stage.
Figure 2 [panel (a)] shows the isotropic power spectra of

the poloidal (Bpol ≡
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2
x þ B2

z

p
) and toroidal (By) magnetic

field with respect to perpendicular wave numbers k⊥,
averaged over t∈ ½7; 8�P0 during the nonlinear stage.
Our simulation allows us to attain a decade-wide separation
between MHD and kinetic scales, observable in this figure:
energy is injected around the most-unstable MRI wave
number kMRI; a distinct inertial range is identified by
characteristic power laws ∝ k−2⊥ (for By) and ∝ k−5=3⊥ or

∝ k−3=2⊥ (for Bpol) at k⊥hρci < 1. The spectral slopes in the
inertial range are compatible with earlier MHD and hybrid
studies [52,53]. We then observe a spectral break around
k⊥hρci ¼ 1, followed by a modification of the spectra to
power laws steeper than ∝ k−3⊥ .
Panel (b) of Fig. 2 shows the isotropic power spectra of

compressive (Vcompr) and solenoidal (Vsol) bulk-velocity
fluctuations, calculated from V ≡ U=Γ ¼ Vcompr þ Vsol

such that ∇ × Vcompr ¼ 0, ∇ · Vsol ¼ 0. We observe that
the Vsol spectrum possesses a spectral slope k−2⊥ in the
MHD range; Vcompr follows a roughly similar scaling,
although numerical noise makes it harder to identify a clear
spectral slope. These spectra are fundamental for identify-
ing the type of turbulent fluctuations that contribute to
plasma heating, including differential-heating mechanisms
of electron-ion plasmas in low-luminosity accretion flows
[54–56]. Here, we observe that solenoidal (predominantly
Alfvénic) fluctuations strongly dominate, in terms of
spectral power, at all scales (including sub-Larmor scales,
where, however, numerical noise impacts the results). This
is expected, since the MRI acts, in general, as a solenoidal
driver for turbulence [56].
Particle energy spectra fðγÞ≡ dN=dγ are shown in

Fig. 3 for t∈ ½4; 15�P0, i.e., during the nonlinear stage.
When SC is turned off at t ¼ 4P0, the distribution lacks
strong nonthermal features. (In contrast with previous

studies, where the initial distribution of the turbulence
stage was already strongly nonthermal.) We then observe
the effect of MRI turbulence on this initial distribution:
Fig. 3 [panel (a)] showcases continuous plasma heating,
indicated by a shift of the distribution peak toward higher
energies over time. Concurrently, a steep nonthermal tail
fðγÞ ∼ γ−4 develops and evolves toward fðγÞ ∼ γ−2.5 at the
end of the run. At that point, particles have accumulated
around the highest possible energy determined by ρc ∼ Lz
as also observed in previous MRI simulations [23]. The
power-law tail is less steep than in externally driven-
turbulence simulations of similar plasma beta [57]. For
comparison, in panel (b) we show spectra for an equivalent

(a) (b)

FIG. 2. (a) Toroidal and poloidal magnetic-field power spectra versus k⊥ averaged over t∈ ½7; 8�P0 during the nonlinear stage.
(b) Likewise for compressive and solenoidal velocity-fluctuation spectra.

(a)

(b)

FIG. 3. Particle energy distributions throughout the MRI non-
linear stage, (a) without SC and (b) with SC activated for the
whole run.
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simulation (same initial parameters except for Δx ≃ c=ωp),
where SC remains active throughout the nonlinear stage.
Here, fðγÞ settles onto a low-energy Maxwellian state that
is maintained indefinitely, resulting from a balance between
energy gain from turbulence and energy loss from SC. This
is consistent with previous externally driven turbulence
simulations of strongly radiative pair plasmas [58,59].
Despite the lack of NTPA, the radiative and nonradiative
simulations proceed almost indistinguishably, in terms of
magnetic-field amplification, average pressure anisotropy,
and turbulent spectra (not shown), at least over the
simulated timescale t ≤ 15P0.
Discussion—We have presented the largest (to date) 3D

PIC-SB simulations of collisionless pair-plasma MRI
turbulence, with and without radiation-reaction forces.
Our unprecedentedly large runs are critical for determining
the mesoscale steady-state behavior of the 3D MRI from
first principles. We found that magnetic-field amplification
and overall MRI dynamics, from the initial linear instability
to the quasistationary nonlinear turbulence, broadly align
with MHD and hybrid expectations: a saturated β ∼ 10 is
maintained throughout the nonlinear stage, with plasma
slowly heating due to cascading turbulence from MHD
down to kinetic scales. However, our fully kinetic runs also
add novel, fundamental information to the picture.
For the first time, we obtain an MHD-like, fully kinetic

ordering of stresses contributing to AMT in collisionless
MRI turbulence. Braginskii MHD simulations [16,17] have
shown that substantial AMT can occur in anisotropic-
pressure fluid models. Those simulations necessarily
employ ad hoc closures from kinetic plasma theory to
limit pressure-anisotropy growth. Enhanced AMTwas also
observed in hybrid (fluid electrons and kinetic ions) SB
simulations [52]. These earlier models provided an expect-
ation for the hierarchy of the different stresses contributing
to AMT, showing that Axy ≤ Mxy. All previous 2D/3D PIC-
MRI studies [18–21,23]) showed AMT enhancement, but
often with a reversed orderingMxy ≤ Axy especially during
the late nonlinear stage, where Mxy ≪ Axy was typically
observed. This was likely due to limited separation between
macro- and microscopic scales. The present study employs
a scale separation ωc;0=Ω0 twice as large as employed
among all previous 3D works [23]; this proved sufficient to
recover the expected fluid trend Axy ≲Mxy. We also
showed that pressure anisotropy, regulating Axy, remains
well-controlled by fast mirror and fire hose instabilities,
which are naturally included in our first-principles model.
Our results could be used as an input, e.g., for (global or
local) Braginskii MHD simulations of accretion, replacing
ad hoc mirror or fire hose thresholds with PIC-derived
functions of local plasma conditions.
Exploiting our large-scale separation, we analyzed the

MRI-turbulent magnetic and velocity-fluctuation spectra
from macroscopic to microscopic scales over two decades
in k⊥. Magnetic spectra show a clear steepening of spectral

slopes, from ∼ − 2 (for By) and ∼ − 5=3 or ∼ − 3=2 (for
Bpol) at large scales, aligning with MHD expectations [53],
to slopes < −3 at kinetic scales. It is presently difficult to
compare our results with existing analytic and/or simu-
lation expectations, due to our specific plasma conditions
and injection time scales characteristic of the MRI dynam-
ics. Standard pair-plasma-turbulence simulations have
shown a steepening of magnetic spectra at kinetic scales
broadly aligning with ours [57]; in the future, we will
conduct thorough comparisons between these results.
Velocity-fluctuation spectra display a spectral slope
∼ − 2 in the inertial range, steeper than the ideal-MHD
expectation of −5=3. This could be attributed to the effect
of anisotropic viscous stresses damping velocity fluctua-
tions, as observed in Braginskii-MHD simulations [17].
Earlier reduced-MHD MRI-turbulence estimates, showed a
dominance of slow (i.e., compressive) over Alfvenic
fluctuations [55], which may influence particle energiza-
tion at small scales. Applying the same diagnostic in our
simulations would be interesting but less than straightfor-
ward, since a clear way to distinguish between these modes
in PIC runs is not available in literature. In addition, those
previous MHD studies considered a substantially different
setup with a strong, unidirectional toroidal field throughout
the disk. This is not the case for our runs, where a strong
mean By is absent. A thorough comparison between full
PIC and reduced-MHD results is beyond the scope of this
work but certainly worth pursuing, and will be investigated
in future work.
Finally, the main result of this study is the first

definitive demonstration that MRI turbulence can effi-
ciently accelerate particles to nonthermal energies. Our
quantification is, for the first time, agnostic of initial
nonthermal particle injection, i.e., we completely sepa-
rated NTPA due to steady-state MRI turbulence from
“spurious” NTPA due to initial MRI stages, where non-
thermal particles are preaccelerated by magnetic recon-
nection associated with the collapse of transient
macroscopic channel flows. We suppressed this effect
by including SC at preturbulence stages, and turning SC
off upon reaching the nonlinear stage. We then followed
the evolution of particle energy spectra from a “clean,”
near-Maxwellian state, measuring significant NTPA creat-
ing high-energy power-law tails. This also marks the first
time that radiation reaction is included self-consistently in
kinetic SB-MRI simulations. For demonstration, we also
conducted a full simulation where SC is kept active at all
times; there, a stationary thermal distribution arises from
the balance between MRI energy injection and SC back-
reaction, as expected. Our addition of SC is fundamental
for future, more realistic electron-ion semirelativistic MRI
scenarios (E. Gorbunov et al., in prep.), where electron SC
must be included in simulations to correctly interpret
SMBH observations [1,2].
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