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ABSTRACT. The applications of the methods of dynamical systems to 
the analysis of climatic variability are discussed. Climatic change 
is viewed, successively, as the transition between multiple steady 
states, as the manifestation of sustained oscillations of the limit 
cycle type and as a non-periodic behavior associated to a chaotic 
attractor. A method to reconstruct the climatic attractor from time 
series data independent of any modelling is presented. The results 
suggest that long term climatic change is described by a chaotic 
attractor of low fractal dimensionality. 

1. INTRODUCTION 

In this chapter we attempt to clarify the relative role 
of internally generated and external mechanisms of climatic change. 
Much of our discussion will be concerned with long term problems and, 
in particular, with the quaternary glaciations. However, similar ideas 
and techniques could most certainly be applied to short and inter­
mediate scale problems as well. 

The classical tool of the paleoclimatologist is the analy­
sis of variance spectra of various climatic indices, such ~s the 
oxygen isotope record of ice or deep sea core sediments 1,2) (Figs. 
1 and 2). Although the importance of this tool should not be under­
estimated, we believe that it is essential to develop alternative 
methods. Indeed, besides allowing one to identify the characteristic 
time scales involved in a problem, spectral analysis gives only limit­
ed information on the nature of the underlying system, since it refers 
to gross, averaged properties. As a matter of fact a striking theorem 
proved recently3) asserts that a power spectrum does not even allow 
one to differentiate between noisy or deterministic evolutions! 

The approach we shall adopt is motivated by the concepts 
and techniques of the theory of nonlinear dynamical systems. At the 
basis of our analysis is the idea that climatic change reflects the 
ability of a certain dynamical system to undergo instabilities and 
transitions between different regimes. We will examine some typical 
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deep sea core') 
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scenarios of such transitions. We will also assess the role of 
external periodic perturbations, arising from the earth's orbital 
variations, or of internally generated fluctuations, on these 
transitions. Next, we will propose a new method of analysis of the 
climatic record based on developments of dynamical systems theory, 
which will allow us to actually identify the dynamical regime re­
presented by the data. This conclusion will finally be confronted 
with the predictions of mathematical models. 

2. CLIMATIC VARIABILITY VIEWED AS TRANSITION BETWEEN MULTIPLE STEADY 
STATES 

As shown in the chapter by G. NiCOlis4 ), the simplest 
attractor representing the long term behavior of a dynamical system 
is the point attractor. If only one such attractor is available the 
system will end up in a unique stationary state, and the problem of 
variability simply will not arise. We therefore inquire, in this 
section, on the possibilities arising from the coexistence of 
multiple point attractors in climate dynamics. 

Energy balance models, a Jlasss of climatic models treated 
more amply in the chapters by Ghil 5 and Saltzman6 ), are known to 
generate quite naturally this behavior. To simplify matters as much 
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Fig. 2. Typical variance spectra deduced from the 
paleoclimatic record of the last million 
years. 

as possible consider the case of globally averaged (also referred 
to as zero-dimensional O-d) models 

dT 
dt c 

1 
C 

{ (
incoming ) 
solar energy (

outgoing ) } 
infrared energy 

(1) 

where T is the space averaged surface temperature, C the heat capaci­
ty, Q the solar constant, a the albedo, U the Stefan constant and 
£8 the emissivity factor representing the deviation from black body 
radiation. The surface-albedo feedback can be readily incorporated 
in this picture by modelling the albedo as a stepwise linear func­
tion 7). The resulting energy balance is represented in Fig. 3. 

For plausible parameter values it can give rise to two 
stable steady states, T and T

b
, representing respectively a glacial 

and a more favorable cl~mate, separated by an intermediate unstable 
One, T . If (as suggested by the record) the difference T - Tb is 
small,Othe system could be further assumed to operate nea¥ a p~tch-
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Fig. 3. Incoming and outgoing radiative energy curves 
as functions of T (global average temperature). 
Their intersections T , Tb and T are the 
steady states predict~d by eq. (9). 
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fork bifurcation point. As shown in the chapter by G. Nicolis JUCh a 
system can be brought to the following universal, normal form 4 : 

dx 
- = f(x A) d,; , Ax- 3 

ux (2) 

where x, ,; ,u and A are appropriately scaled combinations of initial 
variables, time and parameters. 

Whether viewed in the form of (1) or (2), climatic change 
necessitates a transition between states a and b. Now, in the model 
elaborated so far no mechanism allowing for such a transition is 
present except for the trivial one, whereby the system initially at 
Tb (say) is perturbed and brought near T . Such massive perturba-
tions are however hard to imagine. We th~refore enlarge now our des­
cription by incorporating the effect of random fluctuations F(t) which, 
as explained in ~revious chapters, are always present in a complex 
physical system4 . We model these fluctuations as a Gaussian white 
noise 8 ) : 

< F(t) > = a 

< F(t) F(t') > q o(t - t') (3) 
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where q is the variance of fluctuations, and write the augmented 
energy balance equation as 

dx 
do, 

where g(x) represents the coupling of the internal dynamics to F(~). 
This equation can be studied by the methods of the theory 

of stochastic processes. The main result is that the random forcing 
induces a diffusion-like motion between stable attractors which 
occurs on a time scale given by9) 

~ a, b exp {% 6U a, b } (5) 

The quantity 6U
a 

or 6U
b 

is known as potential barrier. It is defined 
by 

6U = U - U (6a) 
a,b 0 a,b 

where U is the integral of the right hand side of eqs (1) or (2) 

U(x, A) = _ IX dx' f(x', A) (6b) 

By analogy to mechanics U can be referred to as climatic potential, 
since its derivative au/ax represents the "force", f responsible for 
the evolution. If as expected the variance of the fluctuations q is 
small and the barrier6U finite, ~ or, will be much larger than 
the local relaxation time and couYd wel~ be in the range of glacia­
tion time scales9 ). In contrast, the local evolution in the vicinity 
of each attractor is given by the inverse of the first derivative 
of f, evaluated on a or b. For an energy balance model it should be, 
typically, of the order of the year. Still, eq. (4) cannot be consi­
dered as a satisfactory model of quaternary glaciations : the transi­
tions between a and b occur at randomly distributed times, whereas 
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the climatic record suggests that quaternary glaciations have a cyclic 
character bearing some correlation with the mean periodicities of 
the earth's orbital variations. Let us therefore study the response 
of our multistable model to both stochastic and periodic perturba­
tions. Taking the simplest case of a sinusoidal forcing one is led 
to 

dx 
dr 

f(x, A) + g(x) [Gsinw~ + F(~)] 

where G and ware respectively the amplitude and frequency of the 
forcing. It should be pointed out that G is very small, of the order 
of a fraction of percent. 

The most striking result pertaining to eq. (7) is, undoub­
tedly, the possibility of stochastic resonance 1 0) : when 6U ~ 6U 
and the forcing period, 2n/w is of the order of the charac~erist~c 
passage times ~a b the response of the system is dramatically ampli­
fied. Specificaliy, the probability of crossing the barrier is sub-
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stantially increased and the passage occurs with a periodicity equal 
to the periodicity of the forcing. This allows us to understand, at 
least qualitatively, how despite its weakness a periodic forcing may 
leave a lasting signature in the climatic record. 

The interest of the description outlined in this section 
lies in its generality. Whatever the detailed features of a system 
might be, we know that near a simple bifurcation point (pitchfork 
or limit pOint), the dynamics will reduce to a universal form in­
volving only a few parameters. It is therefore tempting to develop 
a modelling whereby these parameters are first tuned to reproduce 
some known properties (like for instance the past record), and sub­
sequantly are used to make predictions about the future evolution. 

3. CLIMATIC VARIABILITY AND SUSTAINED OSCILLATIONS 

Ou·r next step will be to account for the cyclic character of 
long term climatic changes like quaternary glaciations in a more 
straightforward manner. Indeed, according to the theory of dynamical 
systems, one-dimensional attractors in the form of limit cycles can 
account for periodic, sustained oscillations. Let us therefore explore 
the possibilities afforded by oscillatory climate models. ) 

Large parts of the chapters by Ghil S ) and Saltzman6 are 
devoted to the derivation of such models. Here, we shall first adopt 
a more general viewpoint, and use later on these models to illustrate 
the basic ideas. 

Suppose that oscillatory behavior arises through a Hopf 
bifurcation, leading from a hitherto stable steady state to a self­
oscillation of the limit cycle type 4). We know that a dynamical 
sytem operating in the vicinity of such a bifurcation can be cast 
in a universal, normal form. Specifically, there exists a suitable 
linear (generally complex-valued) combination of the initial variables 
obeying to the equation 11 ) 

dz 
dt (~ + iw ) z - cz Izl2 

e 
(8) 

Here t is a dimensionless time, ~ the distance from the bifurcation 
point, we the frequency of the linearized motion around the steady 
state, and c = u + iv a combination of the other parameters occurring 
in the initial equations. In Appendix A a detailed illustration of 
the process of reduction to a normal form is provided, using 
Saltzman's model oscillator describing the interaction between sea-ice 
extent and mean ocean temperature 6 ). 

Coming back to the normal form, eq. (8), we switch to radial 
and angular variables through 

z = r ei<p (9) 

Substituting into (8) we readily verify that the evolution can be 
separated into a radial part, which is independent of <p, and an 
angular part depending solely on r : 
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dr 
dt 

~ 
dt 

Ar - ur 

w - vr 
o 

3 

2 
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(lOa) 

(lOb) 

The first of these equations allows us to evaluate analytica­
ly the radius of the limit cycle. Setting drldt = 0, which in the 
(r, ~) representation places us on the limit cycle, we obtain: 

r 
s 

( ~ )1/2 (Ila) 

This solution exists provided that A/u is positive. To test its stabi­
lity we study the evolution of a small perturbation op = r-r . Lineari­
zing eq. (10a) around r , by virtue of the theorem of linearIzed 
stability (see chapter 5y G. Nicolis4~, one obtains: 

~ 
dt 

(A - 3ur2) op 
s 

- 2 A op (ll b) 

As long aSA > 0 (and thus automatically u > 0 also) this predicts 
an exponential relaxation to the limit cycle. In other words the 
variable r enjoys in this range asymptotic stability, in the sense 
that any perturbation that may act accidentally on r will be damped 
by the system. 

The situation is entirely different for ~. Setting r equal 
to its value on the limit cycle, which is legitimate in the limit 
of long times (and provided of course that A > 0, u > 0), one can 
integrate eq. (10b) straightforwardly to get 

cP = CPo + (w
o 

- ~v ) t (lIe) 

In other words cp increases continuously in the interval (0, 2~) from 
the initial value cp • If cp is perturbed, this monotonic change will 
start allover agaiR from ~he new value, and there will be no tendency 
to reestablish the initial phase ~ 12). 

In order to realize moreOfully the consequences of this 
property let us consider the following thought experiment (Fig. 4) 
Suppose that the system runs on its limit cycle r = rs' At some moment, 
corresponding to a value cP = CPl of the phase, we displace the system 
to a new state characterized by the values r o ' CPa of the variables 
rand cpo According to eq. (llb) the variable r will relax from rO 
back to the value r , as the representative point in phase space will 
spiral toward the lImit cycle (cf. Fig. 4). On the other hand,according 
to eq. (11c) the phase variable cp will keep forever the memory of 
the initial value CPO' In other words, when the limit cycle will be 
reached again, the phase will generally be different from the one 
that would characterize an unperturbed system following its limit 



328 

Imz 

Rez 

Fig. 4. Schematic representation of the 
evolution following the action of 
a perturbation leading from state 
A1 on the limit cycle to state AO' 
in the space of the variables of 
the normal form. 
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cycle during the same time interval. In as much as the state into 
which the system can be thrown by a perturbation is unpredictable, 
it therefore follows that the reset phase of the oscillator will also 
be unpredictable. In other words, our non-linear oscillator is bound 
to behave sooner or later in an erratic way under the action of 
perturbations. This is tantamount to poor predictability. 

The above surprising property can be further substantiated 
by a stochastic analysis. As stressed repeatedly in this Institute 
complex physical systems possess a universal mechanism of per­
turbations generated spontaneously by the dynamics, namely the fluctua­
tions 12 ). Basically, fluctuations are random events. By modelling 
them as Gaussian white noises one is led to an augmented equation 
(8) in which the normal form variable z becomes itself a random process. 
The explicit form of this equation for Saltzman's model oscillator 
and its asymptotic solution are given in Appendix B. Here we summarize 
the most representative results. 

i) one shows that the separation of the radial and phase 
variables is reflected, at the stochastic level, by the factorization 
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of the probability distribution. In the limit of long times one obtains 
a stationary distribution, 

Per, ~) = P(~/r) per) = 1 
211 per) (12 ) 

ii) While the distribution of the phase variable is flat, 
the radial distributinn per) has the form 

per) ~ exp { - ~ UCr)} (13a) 

where Q is an effective variance of 
potential associated with the right 

2 4 ) 
( 

r r 
U(r) = - A 2 - u 4 

fluctuations and U(r) is 
hand side of eq. (lOa) 

(13b) 

the 

It follows that ~ is "chaotic", in the sense that the dispersion around 
its average will be of the same order as the average value itself. 
On the other hand, the dispersion of the radial variable around its 
most probable value is small, as long as the variance Q is small. 
Nevertheless, the mere fact that the probability of r is stationary 
rather than time-periodic implies that a remmant of the chaotic 
behavior of ~ subsists in the statistics of r : if an average over a 
large number of samples (or over a sufficient time interval in a single 
realization of the stochastic process) is taken, the periodicity pre­
dicted by the deterministic analysis will be wiped out as a result of 
destructive phase interference 12 ). 

In short, an autonomous oscillator cannot leave a marked 
signature on the long term climatic record : We have to look elsewhere 
to find an explanation of climatic changes believed to present a cyclic 
character, like the quaternary glaciations. 

We shall now outline the analysis of a climatic oscillator 
forced by a weak periodic perturbation simulating, for instance, the 
earth's orbital variations. We shall show that under certain condition~ 
a stabilization of the phase of the oscillator can take place. This 
will remove unpredictability and guarantee the subsistence of periodic 
behavior over arbitrarily long times. 

We shall illustrate this possibility by assuming the forcing 
to be additive. This is indeed the case for Saltzman's model as shown 
in Appendix C where further explicit results on the effect of forcing 
on this particular oscillator are outlined. The normal form, eq. (8) 
now reads'3) : 

dz 
dt 

2 
(A - iw ) z - czlzl + ~s cos w t 

a e 

Here 2nlw e is the external periodicity, ~ an effective forcing ampli­
tude assumed to be small, and s a complex-valued coefficient describing 
the coupling of the forcing with the normal form variable. 

It will prove convenient to work with the equations for 
the real and imaginary parts of our variable z. Setting 

z = x + iy s = s + is x y 
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we obtain from eq. (14) 

dx = AX _ W Y _ (ux _ vy) (x2 + y2) + £s t dt 0 x cos 6)e 

* () ( 2 y2) = W X + AY - vx + uy x + + £s cos W t (15) 
toy e 

A rather elaborate argument, which is not reproduced here, 
shows that phase stabilization - the phenomenon we are looking for­
cannot be expected unless the system ~s in the immediate vicinity 
of bifurcation (A = 0) and resonance (w = kw , k integer). Now, 
in this ran~e standard perturbation tecRnique§ fail (see also 
reference17». The following singular perturbation scheme seems 
to satisfy all requirements. First, we express the vicinity of bifurca­
tion and resonance through 

- 2/3 - 2/3 
=A£ ,we-wo=W£ (16a) 

Next, we introduce a fast time scale adjusted to the external forcing 
(T = w t) and a slow one (, =£2/3 t ) accounting for resonance: e 

d d 2/3 d 
dt = we dT + £ 

(16b) 

Finally, we expand x and y in perturbation series as follows: 

1/3 
x £ x 1 

1/3 
£ Y1 (16c) y 

Substituting into eqs 
system of equations 

dX1 

(15) we obtain, to order £1/3, a homogeneous 

dT = - Y1 

whose solution is a harmonic oscillation 

x1 A('d cos T + B(·r) sin T 

A(,) sin T - B(,) cos T (1S) 

The integration coefficients A, B remain undetermined at this stage, 
They are expected to depend on the slow time scale , which has not 
entered in eqs (17). To fix this dependence we consider the perturba­
tion equations to the subsequent orders. As seen more explicitly 
in Appendix C these equations are now inhomogeneous. In order that 
they admit non-singular solutions we must make sure that certain 
solvability conditions are satisfied which, roughly speaking, guarantee 
that there is no risk of dividing a finite expression by zer~8). For 
the problem under consideration there are two such solvability condi­
tions which provide us with the following set of equations for the 
coefficients A and B : 
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dA= (A2 B2) 
s 

M wB - (uA + vB) x 
d't' + + 2 

dB (A2 + B2) 
s 

wA + );,B + (vA - uB) J.. (19) 
d't' 2 

These equations can admit up to three real steady-state 
solutions which, by eqs (18), correspond to time-periodic solutions 
of the original system oscillating in resonance with the forcing. 
More importantly, since A and B are given once the parameters are 
specified, the phase of this oscillation relative to the forcing is 
well-defined 13 ). We have thus succeeded in reestablishing predictabi­
lity thanks to this phase-locking phenomenon. Naturally, in order 
that phase-locking be physically relevant we must make sure that it 
corresponds to a stable solution of eqs (19). This is indeed so in 
a certain range of parameter values. On the other hand, beyond this 
range eqs (19) may give rise to a Hopf bifurcation for A and B. 
According to eqs (18) this corresponds to quasi-periodic solutions of 
the original system. The phase of the system relative to the forcing 
will now be a complicated function of time, and this will result in a 
rather loose predictability. 
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As in the preceding section, the interest of the description 
based on the normal form lies in its generality. For instance, w , 
wand s in eq. (14) can be tuned to the values suggested by theOrecord 
a~d the astronomical theory, while parameters A and c are related 
to the amplitude of the oscillation. If information on this latter 
quantity is available, eq. (14) can then be used to study different 
scenarios concerning, for instance, the effect of disturbances of 
various kinds on the evolution. 

4. CLIMATIC VARIABILITY AND NON-PERIODIC BEHAVIOR 

Let us contemplate once again the climatic record, Figs 1 
and 2. We see a broad band structure, in which an appreciable amount 
of randomness is superimposed on a limited number of preferred peaks. 
So far the broad band aspect was discarded in our discussion. We now 
raise the question, whether it could not be accounted for by dynamical 
regimes more complex than the phase locked one analyzed in the previous 
section. As a byproduct such regimes could still lead to distinct 
peaks in some preferred frequencies, but this would by no means imply 
that the behavior is periodic in time. The question we have just raised 
will lead us to examine a class of oscillatory models in which the 
coupling with the external forcing introduces a completely aperiodic 
behavior 19 ,20). 

The normal form of a periodically forced oscillator in the 
vicinity of a Hopf bifurcation (eqs (14) - (15» cannot account for 
this type of solution 12 ,13). On the other hand in the theory of dyna­
mical systems one shows that such a behavior can arise near parameter 
values for which the system admits very special orbits known as homo-
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clinic orbits, a flavor of which is given in the chapter by G.Nicolis 4 ) 
Fig. 5 depicts a typical phase space portrait of a two-variable 
dynamical system involving a pair of homoclinic orbits. We observe 
two stable fixed points (x

a
' 0) and (x b ' 0) around which the system 

y 

x 

Fig. 5. Phase space portrait of a two variable system 
involving a pair of homoclinic orbits. 

performs damped oscillations. An intermediate unstable point ex = 
0, 0) gives rise to a pair of unstable and a pair of stable tra3ect­
ories known as separatrices, which eventually merge to form the double 
loop structure. These are precisely our homoclinic trajectories, which 
can also be viewed as infinite period orbits. Further away in phase 
space the system admits a large amplitude stable periodic solution 
of finite period. 

As an illustration of the phase space portrait of Fig. 5 
consider Saltzman's oscillator (see chapter by Saltzman6 ) and Append­
ices A to C). One has, in dimensionless variables, 

(20) 

where 1'] and e are, respectively, the (suitably scaled) deviations 
of the sine of latitude of sea ice extent and of the mean ocean tem­
perature from a reference state. The system given by eqs. (20) may 1/2 

admit up to three steady states ce = n = 0 and e' = n' = +(b-a) ). 
s " s s" s -
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The linearized equations (20) around the trivial state (~ 

a = a + oa) are simply 
s 

don = liB _ Ii~ 
dt 

dlia cit = bliB - ali~ 

333 

They admit solutions which depend on time exponentially, with an expo­
nent given by the characteristic equation (see chapter by G. Nicolis 4 » 

w
2 

_ web - 1) + a - b = 0 (21) 

When a > band b = this equation admits a pair of purely imaqina,y 
solutions. For b > and a > b the real part becomes positive 12 ,13). 
This is the range of Hopf bifurcation, which was discussed extensively 
in Section 3. On the other hand for a < b the characteristic equation 
admits two real solutions of opposite sign. The reference state 
(8 = ~s = 0) behaves then as a saddle, just like (x = 0, 0) in Fig. 
s. SSoth kinds of regimes merge for a = b, b = 1 for ~hich values both 
roots of the characteristic equation vanish simultaneously. 

We now set 

(22 ) 

Substituting into eqs. (20) we obtain 

~ 
dt 

3. 
dt 

3 2 
(b - 1) f, + (b - a)~ - 1'] - 1'] f, (23) 

Near the degenerate situation in which both characteristic roots vanish 
simultaneously one has 

b 

b - a = t: «1 
2 

(24) 

It can be verified that for € = 0.8 € eqs (23) generate the phase 
portrait of Fig. S. As a matt~r of fact eqs (23) are no less than 
the normal form of any dynamical system operating near the degenerate 
situation in which both characteristic roots vanish simultaneously19) 
The validity of our conclusions extends therefore far beyond the specif­
ic model of eqs (20). 

We now study the coupling between the above defined system 
and a weak periodic forcing. To simplify as much as possible we consider 
an additive periodic forcing acting on the second equation (23) alone: 

~ = C, 
dt 
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~ 
dt 

(25) 

where sand ware, respectively, the amplitude and the frequency of 
the forcing. We perform the following scaling of variables and para-
meters : 

, 1:; 
2 4 

1) xll Yll s Pil 

2 2 
<:: 1IIl <:: 121l Il « 

1 2 

-1 nil (26) t "t"1l w 

Eqs (25) become 

dx 
d, Y 

~ 3 2 n, ) (27) 
d, = 1 2x - x + 1l('lY - x Y + P sin 

r 

These equations can be viewed as the perturbations (for II « 1) of 
a reference system described by 

dx 
0 

d, Yo 

dyo 3 (28) 
d, = 1 x - x 

2 0 0 

Remarkably, this is a Hamiltonian system known as Duffing's oscill­
ator 19 ). For 12 > 0 its phase portrait is depicted in Fig. 6. We now 
have a continuum of periodic trajectories as well as a pair of homo­
clinic orbits existing for all positive values of the parameter 1 2 . 
Going from eqs (28) to eqs (27) amounts therefore to inquiring how 
this phase space structure and, in particular, the infinite period 
homoclinic orbits are perturbed by both the "dissipative" terms 
1 y - x2y and by the periodic forcing. 

1 Let us first formulate this problem analytically. Setting 
x = x + II u, Y = Y + Il v, we obtain the following equations for the 
pertu~bations u, yo: 

du 
d, 

dv 
d, 

v 

We now are in a situation similar to that arising in the perturbative 
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Yo 

1-~2'V2'O) 

Fig. 6. Phase space portrait of Duffing's oscillator for 72 > D. 

analysis of'eqs (15) : we have an inhomogeneous system of equations, 
which admits a non-singular solution provided that a solvability 
condition is satisfied. The argument is somewhat more elaborate than 
in Section 3 however, and will not be reproduced. We merely give the 
final result, known as Melnikov integra1 21 ) : 

/00 d1: YO [1'1 YO - x~ YO + P sin £'h] o (30) 

- "" 
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This relation allows us to identify a critical forcing amplitude, p 
beyond which the homoclinic orbit is destroyed by the periodic per~urba­
tion. One obtains, after a lengthy calculation22J 

Ch 
Qrt 

(2 )1/2 
+ 1 

1 3/2 4 
?'2) 

?'2 
(31) Pc 3" ?'2 (?'1 - 5 

Qrt 
Ch 1/2 

2(272) 

In the theory of dynamical systems one shows that for p > p a variety 
of complex non-periodic behaviors may arise 20 ). In order toCidentify 
the nature of these regimes we turn to numerical simulations. 

As stressed by other authors in this book, the most un­
ambiguous way to characterize the type of regime displayed by a dynami-
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cal system is to perform a Poincare surface of section. Remember that 
we are dealing with a forced system involving the two variables x 
and y. Effectively, suCh a dynamics takes place in a three-dimensional 
space, since one can always express the forcing through bsinx , 
dX /dt = Q, thereby introducing its phase X as a third variaBle. 
On~ can now map the original continuous dyn~mical system intoadiscrete 
time system by following the points at which the trajectories cross 
(with a slope of prescribed sign) the plane cos = C, corresponding 
to a given value of the forcing. One obtains, inethis way a 
Poincare map (Fig. 7) that is to say, a recurrence relation 

Sinfh; 

x 

Fig. 7. Schematic representation of a Poincare map 
for a forced system. As the system evolves, 
a representative trajectory cuts a plane of 
section C at discrete times , . The study 
of the dynamics on the surfac~ of the section 
gives valuable information of the qualitative 
behavior of the initial system. 

where n labels the successive intersections. 
Suppose now that the trajectories of the continuous time 

flow tend, as , -"'" to an asymptotic regime. In the three-dimensional 
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state space, this regime wil be characterized by an invariant object, 
the attractor. The signature of this object on the surface of the 
section will obviously be an attractor of the discrete dynamical 
system, eq. (32). Conversely, from the existence of an attractor on 
the surface of the section, we can infer the properties of the under­
lying continuous time flow. 

Figure 8 depicts the Poincare surface of section for values 
of p near the threshold p of eq. (31). We observe the coexitence 
of two attractors: A peri6dic one, with a period three times as large 
as the forcing period; and a quas~-periodic one, represented in the 
full phase space by a two-dimensional toroidal surface. 

y 
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Fig. 8. Poincare map of the forced system eqs. (27) 
for i = 1, i = 1.01,11 = 0.1, Q = 3 and 
q = q2 + 0.2. 10epending on the initial 
condi~ions the system evolves either to a 
quasi-periodic attractor (closed curve) or 
to a periodic one, with a period three times 
as large as the forcing period (points in 
crosses). 
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By increasing p further from p one observes the coexistence 
of two period three (Fig. 9a) and two pefiod two attractors (Fig. 
9b). As a matter of fact the attractors of a given period, differ 
by their phase relative to the phase of the forcing. 



338 C. NICOLlS 

y 

I I I I I 

2 - • -

- x x -

01- -

l- e • -

-2 l- x -

I I I I I 

-2 0 2 
)( 

Fig. 9a. Poincare map of the forced system eqs. (27) 
for the same parameter values as in Fig. 8 
but with q = 12q . Note the coexistence of 
two different pefiodic attractors (points 
and crosses) with a period three times as 
large as the forcing period. 

For still larger values of p the periodic attractors dis­
appear, and a manifestly non-periodic stable regime dominates (Fig. 
lOa). We conjecture that we are in the presence of a chaotic attractor. 
This seems to be corroborated by the time dependence of the variables 
(Fig. lOb), as well as by the power spectrum, which exhibits an import­
ant broad band component along with a well-defined peak at the forcing 
frequency (Fig. 10c). More complex dynamical regimes which can be 
qualified as intermittent are also observed. For instance, after 
spending some time on a seemingly chaotic regime the system jumps 
on a period-three regime. 

I n short, we. have i denti f ied an add i t ional mechan ism 0 f 
climatic variability. The final question to which we now turn our 
attention is, which of the various regimes described in Sections 2 
to 4 is best suited to interpret the climatic record? 
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Fig. 9b. Same paremeter values with Fig. 9a. Note 
the coexistence of two additional periodic 
attractors (points and crosses) with a 
period two times as large as the forcing 
period. 
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Fig. 10a. Non-periodic attractor of system (27) for 
the parameter values of Fig. 8 except q = 
20Qc· 
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Fig. lOb. Time evolution of variable x for the 
parameter values used in Fig. lOa. 
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Fig. 10c. Power spectrum of the variable x whose 
time evolution is given in Fig. lOb. 
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5. RECONSTRUCTION OF THE CLIMATIC ATTRACTOR FROM TIME SERIES DATA 

As pointed out in the Introduction much of our information 
on the climatic variabilit." of the last million years is based on 
the oxygen isotope record 1)(see Fig. 1). We will now show that it 
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is possible to extract from such a record information going far beyond 
the traditional spectral analysis. In particular, we will be able 
to characterize the nature of the dynamical regime involved as well 
as to determine the minimum number of variables needed for its des­
cription23 ). We will illustrate this new method of data analysis on 
a particular deep-sea core known as V28-238. 

Let X Ct) be the time series available from the data, and 
XkCt) , where kO: 0, 1, ... n-1, the full set of variables actually 
taking part in the dynamics. X

k 
is expected to satisfy a set of 

first-order nonlinear equations, whose form is generally unknown but 
which, given a set of initial data XkCO) , will produce the full 
details of the system's evolution. 

By successive differentiations in time one can reduce this 
set to a single Cgenerally highly nonlinear) differential equation 
of nth order in time for one of these variables. Thus instead of xkCt), 
k : 0, 1, ... n-1, we may consider X Ct), and its n-1 successive deri­
vatives xCk) C t), k : 1, ... , n-1, toObe the n variables of the problem 
spanning ~he phase space ofrthe system. Now, both X Ct) and its deri­
vatives can be deduced from a single time series CtRe one for X Ct) 
as provided by the data). We see therefore that, as anticiPatedOat 
the beginning of this section, we have in principle sufficient in­
formation in our disposal to go beyond the "one-dimensional" space 
of the original time series and to take into account the multi­
dimensional character of the system's dynamics. 

Actually, instead of X Ct) and xCk)Ct) it will be easier 
o 

to work with X Ct) and the set of variables obtained from it by 
shifting its vglues by a fixed lag ~24). It suffices for this to choose 
~ in such a way that one keeps n linearly independent variables 

XoCt 1) , Xo Ct
2

), ................... XoCt N) 

XoCt1+~) , Xo Ct 2+T), ................. XoCtN+~) 

X
o

Ct
1
+Cn-1)T), X

o
Ct

2
+Cn-1)T) ............. X

o
Ct N+Cn-1h) 

(33) 

We will be interested in the structure of the trajectories 
of the dynamical system in the above defined phase space. The theory 
of dynamical systems shows that the structure of these trajectories 
is conditioned by two basic elements : 

Ci) The dimensionality of phase space, in other words, the 
number n of variables present. 

Cii) The nature of the attractors, that is, of the asympto­
tically stable states attained in the course of time. The latter 
depends, in turn, on the dimensionality of the attractor. 
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The principal question to which w~ will try to answer is 
thus the following: ·Is it possible to obtain a lower bound on the 
numb~1Z n of variables which capture the essential features of the c. NICOLlS 

long term evolution of the climatic s¥stem? And, concomitantly, is 
it possible toT~ef~n~naiBilma~1~t~~~ra8t~~iwRi~~ ~~Pte~e~t~Ot~~swe~o!s 
lutibR~sahBetbo~!£!~Q~e:its ~ba~~t~t~~e k~oa~~~iQsaltR~elt~O~~~eRgibR~ 
alitQ~mber n of variables which capture the essential features of the 

10ng t~hW aXg*~ti~8 ~het~egO~~~lbhs ~~slnmth~ngffl~~a~~~~iat~y, is 
It i~tb~geaiBheat~e£nb6nreeentl~a~~~eibbe8ct~rG~Q~sBefgQfe~nats this evo­
Proc~~~lgQp)~nget8restl~~e~~bih9 ~H§l~~Bb~~Br~r~Ritt~!tll~~ibi~sugimension­
to oBtaiX?quantitative information on the nature of the climatic 23) 
attractor andIT'~ egf!!~uigr~hSAei!ye~i~gBlib~a~!t~h~ea~f~§w~~!v'n . 
Fi9.~~1~sab~fi2~,g£9~t~t~g~~i~~:g1tt~t·~e~5Jggt~igYa~~Rf~g;~~ffi~n~t~nal 
PhasergD~g~:aThi~ Yle~rt~le~¥IrI1e~~~b1t~ ~~gch~o~R~eXi~vf~thth~nl~na~r~s 
lYin~~~gtI~~~ ~~~~~~f~ t~;.a~ ~r~~~1~3g0~a~r~ent~uala§ an~ecgn~T~ttgo 
from ~hl~cf~~u~Q ~l5Re~altl~~ ~r~eog~f !~sRmi9sBRg~aBt~f!zePt~~en , In 
compl~~lt~10fatn~aE~h~Mlblt~8r~i§~a~pl~h~~d~bi~cpai£i~u~~f;eE81~§g~~~nal 
its ~~~tlaf~tl~s ~R~sd~+f~r~~e§§l~iiAhr~~~8mtRoisg~plexlty of the under-

lying motIon. However, the data are too coarse to draw any conclusion 
from this figure alone. It will be our task to characterize the 
complexity of the dynamics more sharply and, in particular, to assess 
its similari es and differences with random noise. 

-I.S 

Fig. 11. selPor 
generated by the time series 
Fig. 1 (1: = bot, bot = 2 Kyr). 

Conside~i~he1~etTBfe~-8b~n~§i8Bt~iR~BsfrB~rbo~itime series 
embedded in a phase !pace 8fnnr8iman~~Bh~:borb~ecOn9~n~eRfe we introduce 
a vector notation : Xi whi~~gst!n&~ for t & ~bint2o~yp~ase space whose 
coordinates are X (t.)l ... ' X (t.+(n-1).) . 

Cons~de~ ~he setOoflN points obtained from our time series 
embedded in a phase space of n dimensions. For convenience we introduce 
a vector notation : X. which stands for a point of phase space whose 
coordinates are X (t:), ... , X (t.+(n-1h) 

o 1 0 1 
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A reference point X. from these data is now chosen and all 
-> -> l 

its distances I \ - x. I from the N ~ 1 remaining points are computed. 
This allows us to cou~t the data pOInts that are within a prescribed 
distance, r from point X .. Repeating the process for all values of 
i, one arrives at the qu§ntity 

N 

C(r) 
1 L 
N

2 
i,j= 

B(r - Ix. - X.I ) 
1 ] 

if j 

where B is the Heaviside function, B(x) = 0 if x < 0, B(x) = 1 if 
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x > O. The non-vanishing of this quantity measures the extent to which 
the p~esence of a data point Xi,affects the position of the other 
points. C(r) may thus be referred to as the (integral) correlation 
function of the attractor. 

Suppose that we fix a given small parameter E and we use 
it to define the site of a lattice which approximates the attractor. 
If the latter is a line, the number of data points within a distance 
r from a prescribed point should be proportional to r/~. If it is 
a surface, this number should be proportional to (r/E) and, more 
generally, if it is a d-dimensional manifold it should be proportional 
to (r/E)d. We expect, therefore, that for r, relatively small C(r) 
should vary as 

C(r) d 
r " (3S) 

In other words, the dimensionality d of the attractor is given by 
the slope of the log C(r) versus log r in a certain range of values 
of r : 

log C(r) = d Ilog r I (36) 

This property remains valid for attractors of fractal dimensionality. 
The above results suggest the following algorithm: 
(1) Starting from a time series, we can construct the 

correlation function, equation (34) by considering successively higher 
values of the dimensionality n of phase space. 

(2) Deduce the slope d near the origin according to equation 
(36) and see how the result changes as n is increased. 

(3) If d reaches a saturation limit beyond some relatively 
small n, the system represented by the time series should possess 
an attractor. The saturation value d will be regarded as the 
dimensionality of the attractor. Thesvalue of n beyond which saturation 
is observed will provide the minimum number of variables necessary 
to model the behavior represented by the attractor. 

This procedure has been applied to the analysis of the data 
pertaining to core V28-238. Figure 12 gives the dependence of log C(r) 
versus log r for n = 2 to n = 6. We see that there is indeed an 
extended region over which this dependence is linear, in accordance 
with equation (36). Figure 13 (points in circles) shows that the slope 
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Fig. 12. Distance dependence of the correlation 
function on the climatic attractor. 
Parameter values as in Fig. 11, except 
that 1:" = 4 ""t. 
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reaches a saturation value at n = 4, which is about d = 3.1. The 
same plot also shows the way in which d var~es with nSif the signal 
considered is a Gaussian white noise : there is no tendency to saturate. 
In fact, in this case d turns out to be equal to n. It should be 
emphasized that the above results are independent of the choice of 
the time lag 1:", provided that the latter is of the order of magnitude 
of the time scales pertaining to the long-term climatic evolution, 
and the linear independence of the variables is secured. 

The existence of a climatic attractor of low dimensionality 
shows that the main feature of long-term climatic evolution may be 
viewed as the manifestation of a deterministic dynamics, involving 
a limited number of key variables. The fact that the attractor has 
a fractal dimensionality provides ~ natural explanation of the 
intrinsic variability of the climatic system, despite its deterministic 
character26 ). Moreover, it suggests that despite the pronounced peaks 
of spectra in the frequencies of the orbital forcings, the actual 
behavior is highly non periodic5). 

This last aspect was further substantiated by the estimation 
of the largest positive Lyapounov exponent 4 ). We know that there exist 
as many Lyapounov exponents as phase space dimensions. In this parti­
cular case this number is four. One of them is necessary equal to 
zero expressing the fact that the relative distance of initially close 
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d 

4 6 n 

Fig. 13. Dependence of dimensionality, d on the 
number of phase space variables n, for 
the climatic attractor (0) and for a 
white noise signal (x) for the same 
parameter values as in Fig. 12. 

states on a given trajectory varies slower than exponentially. Others 
are negative, expressing the exponential approach to the attractor. 
Finally, if the dynamics is chaotic, there will be at least one 
positive Lyapounov exponent witnessing the exponential divergence 
of nearby initial conditions on the stable attractor. Clearly, such 
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a quantity is the ideal tool for describing the limits of pre­
dictability in climatic change. Note that in a well-behaved dissipative 
system the sum of all Lyapoun9v exponents must be strictly negative 4). 

Recent algorithms 27 allow for the calculation of the largest 
positive Lyapounov exponent of a dynamical system from time series 
data. We have applied this procedure to the data set of Fig. 1 and 
found indeed a positive number ~, between 2.5 x 10-5 and 4 x 10-5 
yr- 1. Its inverse, ~-1, between 25 and 40 kyr gives the limits of 
predictability of the long term behavior of the system28 ) 

A further characterization of the nature of the underlying 
dynamical system is provided by the time correlation function of our 
data set. Figure 14 depicts this function. We observe a decay for 
small to intermediate times, a negative region and subsequently 
ir~egular oscillations around zero. This leads us to several important 
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conclusions. First, the fact that the correlation function is not 
merely periodic or quasi-periodic, proves that climate dynamics cannot 
be viewed as a passive response to the orbital forcings. Second, the 
fact that the correlation function decays for short to intermediate 
times proves that we are dealing with a process displaying unpredict­
ability. Barring white noise, the simplest example of such a process 
is a Markovian red noise generated, for instance, by an Ornstein­
Uhlenbeck process. If however this was the case here, the correlation 
function would never go to zero and would decay strictly exponentially. 
Neither of these two properties holds for Fig. 14. We conclude that 
we deal with a process possessing memory28). Moreover, the limits 
of predictability provided by the inverse of the largest positive 
Lyapounov exponent correspond, roughly, to a time in the interval 
between the vanishing and the first minimum of -the correlation function. 
We believe therefore that we have produced strong evidence that long 
term climatic variability is to be viewed as a chaotic dynamics 
possessing a low dimensional attractor characterized by an unstable 
dynamics of limited predictability. 

6. CONCLUDING REMARKS 

The principal idea which we tried to convey in the present 
chapter is that dynamical systems theory provides us with new ways 
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to look at the long standing problem of climatic variability. For 
instance, modelling based on normal forms is a pragmatic tool for 
making rapid progress in problems involving a multitude of variables, 
which would remain otherwise intractable or would require extensive 
empirical parameterizations. Even more significant, perhaps, is the 
possibility to arrive at quantitative predictions of such quantities 
as attractor dimensions or predictability limits from time series 
data, independent of any modelling. 

In the light of these possibilities problems related to 
intermediate and short range variability constitute a promising area 
of future investigations. 

APPENDIX A 

Consider Saltzman's model oscillator describing the inter­
action between sea-ice extent and mean ocean temperature 14 ) 

~ 
- CP2T) + CPI e 

dt 
de 

<Vl~ 4>2 8 -2-
dt + - 4> T) e 

3 
(Al) 

Here CP., 4>. are positive parameters, T) is the deviation of the sine 
of the1latItude of the sea-ice extent from the steady state and e 
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is the excess mean ocean surface temperature. By performing the scaling 
transformation 

"= (:~ r 
we can cast eqs. (An in a 
meters 

~ - T) + e dt 

de 
- aT) + be -dt 

with 

4> 1 ¢ 1 
a 

2 
CP2 

b 

3/2 
'P2 
-='-;----- e , t 

4>I~2 CP1 

form displaying two 

2 
TJ e 

4>2 

¢2 

1 
t 

dimensionless para-

(A3) 

The procedure transforming eqs. (A3) to the normal form 
can now be outlined. We first compute the characteristic roots of 
the linearized stability problem. Straightforward algebra gives 

A. + iw 
o 2 

+ [(b - l)2 - 4(a _ b) ] 1/2} 

(A4) 

At A. 0 the system undergoes a bifurcation beyond which a limit cycle 
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is expected to emerge. In general the full problem of exactly solving 
eqs (A3) in this range is intractable. We therefore limit ourselves 
to the case where A« 1. To this end we cast the dynamics in a form 
corresponding to a full diagonalization of the linear part of eqs 
(A3). This is achieved by a linear tranformation T, which in the 
present case is a 2 x 2 matrix whose columns are the two right eigen­
vectors of the matrix coefficients of the linear part of (A3). This 
tranformation.matrix T turns out to be 

iw + 1 
o 

A -

1 

iw 
o 

(AS) 

Operating on both sides of (A3) with the inverse matrix T- 1 and in­
troducing the new (complex) variables 

(:* ) 
or more explicitly 

2 R z 
e 

-1 
T 

T] 

e 2 (R z - w Imz) 
e 0 

(A6) 

we obtain to the dominant order in A, the following equation for the 
transformed variable z : 

:~ = (A + iwo) z + ~w (3 + iwo) zlzJ 2 
o 

(AS) 

giving rise to a radial and angular 
and (10b) respectively with u = 1/2 

part of the form of eqs (lOa) 
and v = - 3/(2w ). 

o 

APPENDIX 8 

Let us incorporate the effect of fluctuations by adding 
random forces ~, Fe to the deterministic Saltzman oscillator 14 ), 
eqs (A3) 

~ = - T] + e + FT] 

de 2 
dt = - aT] + be - T] e + Fe 

Repeating the procedure given in Appendix A, transforming eqs (81) 
to the normal form we obtain : 

dz = (A + iw ) z + L 
dt 0 2w 

o 
{(3 + iw o) zJzJ2 + (1 - iw o) FT] F} 

- e (B2) 

Setting z = x + iy, substituting into eq. 
and imaginary parts one gets : 

(82) and separating real 
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dx 
AX - W y (i i) 3 -= + (x + - y) +F dt 0 2 W x 

0 

~ = W x + 'Ay 
1 (i i) (y 3 (B3) 
2 

+ - x) + F dt 0 W Y 
0 

whe.re we have set F = FTj /2 and F = (FTj - Fe )!2w . We assume 
FTj' Fe to define a ~ulti-Gaussianywhite noiseS) 0 

< F (t) F (t'» 
Tj T) 

qTj (t - t') 

< Fe(t) Fe(t'» qe (t - t') 

< FTjCt) Fe(t'» qTje (t - t') 

This allows us to write a Fokker-Planck equation for the probability 
distribution of the climatic variables 

ap 
- =-
at 

a 
ax ; (x2 + i) (x +! y)} 

o 

a 
ay 

+ i) (y 

a2p 

(lxay 
where q , q ,q are the variances of F and F . 

-! x)} 
o 

(BS) 

x Y xy x y 
In general eq. (BS) is intractable. However, the situation 

is greatly simplified if one limits the analysis to the range in 
which the normal form (eqs (10» is valid. 
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To see this it is convenient to introduce polar coordinates 
x = r cos ~, y = r sin ~. Note that the latter transformation being 
nonlinear, one should take into account the subtleties of Ito­
Stratonivitch calculus 1S ). One obtains after a lengthy calculation 16 ). 

ap(r, CPt t) a { 1 3 1 } - - t..r - - r + - Q p 
at ar 2 2r ~~ 

L {w +_3 2 1 } p 
a~ o 2w r - 2" Qr~ 

0 r 
Q a2 

1 [ L a2 ~l +- Qrr + 2 ara~ ~+- 2 P 2 ai a~2 r r (B6) 
where 

Q~~ sin2~ - 2q sin cP cos ~ 2 CP, qx + qy cos xy 

Qrcp sin 2 . 2 cp) - qx cp cos cp + q (cos cp - s~n xy 

+ q sin ~ y cos ~, 
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Q 2 2' sin2 rr = qx cos ~ + qxy S1n ~ cos ~ + qy ~, 

and qx' q and q are suitable linear combinations of qn' qe, qne 
YTo go f~rther it is necessary to introduce a perturbation 

parameter in the problem. It is reasonable to choose it to be related 
to the weakness of the noise terms. Mathematically, we express this 
through the following scaling 

Q~~ = EQ 
~~ 

, 

Q = E Q 
r~ r~ 

Q = EQ (BS) 
rr rr 

We next scale both the bifurcation parameter A and the deviation of 
the radius r from its value on the limit cycle, r = r , by suitable 
powers of E. We do this in order to be in accordance ~ith the condi­
tions of validity of the normal form (eqs. (10». However, we should 
keep in mind that the qualitative predictions should still describe 
the general trend beyond the vicinity of the bifurcation point. Note 
that no scaling can be applied to the angular variable ~, as the latter 
increases in the interval (0, 2n) and does not enjoy any stability 
property. Summarizing we write 16 ) 

A E 

r r 
S 

~ 

2m 

k 
+ pE 

k + pE (B9) 

The (non-negative) exponents k and m are chosen in such a way that 
both the drift and diffusion terms contribute to the evolution of 
P in eq. (86). Indeed, should the diffusion terms be negligible, the 
probability P would be a delta function around the deterministic motio~ 
and as a result the effect of fluctuations would be wiped out. If 
on the other hand the drift terms were negligible, P would exhibit 
a purely random motion similar to that of a Brownian particle in a 
fluid, and would tend to zero everywhere as t ~oo. The best way to 
estimate the magnitude of these two terms is to introduce the condi­
tional probability P(~/p, t) through 

where 

PCp, ~, t) = PC~/p, t) pep, t), 

1 
PCp t) = -, 2n d~ PCp, ~, t). 

(BIO) 

(BI1) 

Integrating eq. (B6) over ~ and taking the scaling (B8) and (89) into 
account, one can see that oPCp,t)/ot is of order E. PCP,t) is there­
fore a slow variable : this is the probabilistic analogue of the fact 
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that the variable r varies at the slowest of all time scales present 
in the problem. Using this property and dividing through eq. (86) 
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with P(p,t) we obtain a closed equation for P(~/p,t) which to dominant 
order in e reads : 

ap(cp/p,t) 
at 

a --w p(~/p,t) 
o~ 0 

(BI2) 

This equation admits a properly normalized stationary solution, 

P(~/p,t) = 1/(211;). (B13) 

Introducing this into eq. (810) and integrating eq. (86) over <p, we 
can obtain a closed equation for the slow variable P(p,t). From this 
equation one can see that the drift and diffusion terms are of the 
same order of magnitude if and only if 

op(p,t) 
at 

where 

k = 1 
m - -- 4 

The equation for P(p,t) then reads 

1/2 0 [ - 2A.p 3 ( ~ y/2 - - e 
op 

- 1/2 _ 02 
+ Q p + e Q-

2(2~e)1/2 + p op2 

(B14) 

2 3 p 
2 

p 

p (B1S) 

(BI6) 

This equation admits a steady-state solution. Switching back to the 
original variables and parameters r, A. and Q through the inverse 
scaling (eqs. (88) and (89», we can see that this steady-state is 
of the form 

(BIn 

APPENDIX C 

14)consider Saltzman's oscillator forced by a weak periodic 
forcing : 

En 
dt 

de 
dt 

= - 1) + e + es cos (a) t 
T) e 

(el) 
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with £ « 1. 
£Si' ware respectively the dimensionless amplitudes of the forcing 

and i~s fre~uency. By applying the same procedure as in Appendix 
A the normal form of eqs (Cl) is: 

dz = (A + iw ) z + i 
dt 0 2w 

o 
{C3 + iw o) zlzl2 + £ [0 - iw o) Sn -Se] cos wet} 

(C2) 

Setting z = x + iy we obtain 

dx 
AX -

1 (/ l) (x 3 
Y) + dt w Y 

2 + +- £S cos w t 
0 w x e 

0 

~ 2 2 3 w x + AY (x + y ) (y - - x) + £s cos w t 
dt 0 2 w y e 

0 
(C3) 

where we have set 

S 
S -D.. S (s Se) (C4) 

x 2 y 2w TJ 0 

We are interested in solving eqs (C4) in the case in which the system 
operates near the bifurcation point (A « 1) and near resonance 
(w ~ W ). Following the singular perturbation scheme, eqs (16), one 
ge~s th~ solutions for the first order in the expansion x and y 
given by eqs (18). The latter contain two unknown quantitIes A a~d 
B which may depend on the slow time scale ,. 

The next order £2/3, leads to equations identical to (17) 
and therefore adds nothing new. To the order £, on the other hand, 
we obtain 

w 
e 

w 
e 

( 
aX3 

aT 

( 
aY3 

aT 

aX1 
+ 

a, 

I 2 
'2 (xl + 

>:'x1 
-+ wY I 

2 3 
Y1) + YI ) (x +- S cos T 

1 w x 
0 

This is an inhomogeneous system of equations for x , y . It admits 
a solution only if a solvability condition expressfng ~he absence 
of terms growing unboundedly in time, is satisfied. Such terms may 
arise by the following mechanism. To obtain (x , y ), we have to 
"divide" the right-hand side of eqs. (C5) by t~e dffferential matrix 
operator 
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1 

.L 
aT 
) (C6) 

but this is precisely the operator appearing in eqs. (17). According 
to this latter equation and eqs. (18), it possesses a non-trivial 
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null space, that is, non-trivial eigenvectors corresponding to a zero 
eigenvalue. By dividing with such an operator, one may therefore 
introduce singularities, if the right-hand sides of eqs. (C5) contain 
contributions lying in this nul space. The solvability condition 18 ) 
allows one to rule out this possibility, by requiring that the right­
hand sides of eqs. (C5) viewed as a vector, be orthogonal to the eigen­
vectors of the operator (C6). The latter are (cf. eq. (18)) 

(cos T, sin T) and (sin T, - cos T). (cl) 

The scalar product to be used is the conventional scalar product of 
vector analysis, supplemented by an averaging over T. The point is 
that we will dispose of two solvability conditions which will provide 
us with two equations for the coefficients A(,), B(,) appearing in 
the first order of the perturbative development (eqs. (18)>. After 
a lengthy calculation one finds eqs. (19). 
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