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Preface

The models of the Earth’s trapped radiation environmentoimmon use in the West are the
NASA models AP-8 and AE-8 (Vette 1991b), which were devetbpethe late sixties. These

models represent the trapped particle environment as meshby a series of instruments on
satellites that flew in the sixties and early seventies. TA8 Almodels have been used—more
or less exclusively—for more than twenty years now and hamine a generally accepted
standard.

Only fairly recently has the interest in the trapped radiatenvironment been rekindled,
mainly since the Combined Release and Radiation Effect®REFR mission which has empha-
sized several aspects of the old models which are in needdattung or replacement:

1. The NASA models are static. Two versions were released;doditions of solar min-
imum and solar maximum, respectively, but effects of vaoret in the trapped particle
environment on shorter time scales can not be evaluatedh@tburrent models. Conse-
guently, the NASA models only allow for estimates of the ager effect of the trapped
radiation for missions of six months or longer.

2. The input to the NASA models consisted of measurement@iradd with a variety of
detectors, calibration techniques, orbital data, etcthab the internal consistency and
errors are difficult to estimate.

3. Instrument design has advanced enormously over thedaatlds, so that more accurate
and comprehensive measurements are now possible.

4. Several instruments used as input to the NASA models wlagripd by severe back-
ground contamination. In addition, cross-calibrationla# various instruments was not
always feasible.

5. The measurements were unavoidably contaminated by sbtafid other atmospheric
nuclear detonations.

6. Extrapolations were used to model the low- and/or higergynparts of the particle spec-
tra, both at low altitudes and near the geostationary enmient.

7. The NASA models do not contain directional informatiomce only omnidirectional
fluxes are given. In view of describing the low altitude eomiment, where the East-West
asymmetry plays an important role for protons, directiateh are needed.

XV
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10.

11.

PREFACE

The interaction of the Earth’s atmosphere with the ramhiabelts was included as an
arbitrary cut-off value forL. New low-altitude models should provide a more realistic
description of atmospheric effects.

The data were organised in function of magnetic field modéth epoch 1960 or 1970.
The secular variation of the Earth’s magnetic field over tkeqal following the develop-
ment of the NASA models introduces severe difficulties inlgpg these models to the
actual near-Earth environment (Heynderickx et al. 1996ab)

No attempt was made to include the contributions of eslesources to the geomagnetic
field.

The organisation of the flux maps in termslo&nd B/ B, introduces large interpolation
errors for low altitudes where the particle flux varies réypisdith B/B,.

The TREND (Trapped Radiation ENvironment Development)lgtidentified weaknesses
in the existing models and methods and identified suitalikdlda data sets for updating the
models (Lemaire et al. 1990). During the TREND-2 study, aiddal data sets were acquired
and analysed, and new coordinate systems investigatedajteet al. 1995). The aim of the
TREND-3 study, of which this Technical Note is a part, is toid®new proton and electron
models from these data sets, using the coordinate systeansfidd as most suitable during
TREND-2. This Technical Note presents the results of thdystf the low altitude trapped
proton environment using three data sets:

1.

AZURJ/EI-88: this data set was used to construct the AP-8M#éw altitude model
(Sawyer & Vette 1976). The measurements made by this instntiare unidirectional,
but the official release of AP-8 MAX only contains an omnidirenal flux map [an unof-
ficial release of a directional flux map based on the omnitoeal AP-8 MAX was later
issued by Vette (unpublished report), a copy of which wasevaailable to BIRA/IASB
by A. Konradi]. The data of the AZUR mission are of a very highality, but unfortu-
nately cover no more than about three months. The AZUR/Ele88 were obtained from
NSSDC with the help of J. King, and were analysed at BIRA/IA88ing documentation
provided by D. Hovestadt). The result of this analysis (desd in Part | of this Tech-
nical Note) is a new unidirectional low altitude trappedtpromodel which may replace
the low altitude part of AP-8 MAX.

The SAMPEX mission (Baker et al. 1993) was launched in 188 carried, among
other instruments, the energetic particle telescope (PHIg satellite is still operational
and continues to transmit high quality data. J.B. Blake ofo&pace Corp. has made
the PET data available to BIRA/IASB for the development oeavriow altitude trapped
proton model. One year of data has been analysed in the TREMNIDdy, resulting
in a new unidirectional trapped proton model for epoch 19BBe construction of this
model is described in Part Il of this Technical Note. The SAMPPET data were also
used to validate a new method of describing the East-West@mgjry in the low altitude
proton environment (see Technical Note 6 of the TREND-3gtud the follow-on study
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TREND-4, the SAMPEX/PET data will serve to study the dep&icdef the low altitude
trapped proton environment on the solar cycle.

3. A third data set, UARS/PEM, was acquired in collaboratiath SWRI through J.D.
Winningham. One year of these directional data were and)ygbkich resulted in a new
low altitude trapped proton model for epoch 1992. This maudel its derivation are
described in Part 11l of this Technical Note.

The three new models were compared to the AP-8 models, arelapptied to several typical
low altitude orbital environments. Part IV of this Techribite presents the results of these
evaluations.

The implementation of the new models in tdBlIRADsoftware suite is described in Tech-
nical Note 10.
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Introduction

This Technical Note describes the data processing of thatslise data sets: AZUR/EI-88,
SAMPEX/PET, and UARS/PEM. In the first three parts, the dakeb of the three instruments
are described, including the processing procedure andriakfirmat of the data bases. The
binning of the data into flux maps is discussed as well.

The implementation of the new flux maps in the UNIRAD packag#eiscribed in Technical
Note 10. In Part IV of this document, the three resulting @nainodels are applied to evaluate
several typical low altitude orbital environments.

The AZUR/EI-88 data base and model

Part | of this Technical Note is devoted to AZUR/EI-88 datadanalysis. Chapter 1 describes
the AZUR mission and instrumentation, with special emphasi the EI-88 instruments. The
installation and treatment of the data base forms the subjeChapter 2: this includes the
“cleaning of the data set” (i.e. identification and removiat@entaminated or otherwise invalid
measurements), the calculation of magnetic coordinBtes, anday, and the creation of the
final data set used in the modelling.

Once the final data base is established, the measured fluxesdae corrected for the
finite opening angle of the EI-88 telescopes. Chapter 3sstautt with a general description of
this correction procedure, which has been applied to the BEXIPET and UARS/PEM data
as well. The rest of the chapter is devoted to the applicaifahe opening angle correction
and the binning of the corrected data into (@ L, ) flux map, which constitutes the new
AZURJ/EI-88 model. Finally, the final flux map is compared te thP-8 MAX flux map. The
implementation of the new flux map in thdNIRAD software suite is described in Technical
Note 10.

The SAMPEX/PET data base and model

The analysis of the SAMPEX/PET data base and the developphamtew low altitude trapped
particle model is described in Part Il of this Technical No# detailed description of the
SAMPEX mission and instruments, with special emphasis erPT instrument, is given in
Chapter 4. The installation of the data base on the BIRA/IAfaBIware forms the subject of

XXi



XXii INTRODUCTION

Chapter 5. This includes a description of the data procgssiatines and of the format of the
final data set.

The construction of the new model is described in Chapter e dorrection of the flux
measurements for the finite opening angle of the PET telesiso@gnalogous to the correction
applied to the AZUR/EI-88 data, described in Chapter 3. Tdreected data have been binned
into an(F, L, ap) flux map, which constitutes the new SAMPEX/EI-88 model. Ringhe final
flux map is compared to the AP-8 MIN flux map. The implementabbthe new flux map in
the UNIRADsoftware suite is described in Technical Note 10.

The UARS/PEM data base and model

The analysis of the UARS/PEM data base and the developmentetv low altitude trapped
particle model is described in Part I1l of this Technical BloA detailed description of the UARS
mission and instruments, with special emphasis on the PEMument, is given in Chapter 8.
The installation of the data base on the BIRA/IASB hardwarens the subject of Chapter 9.
This includes a description of the data processing roumesof the format of the final data
set.

The construction of the new model is described in ChapterTt& correction of the flux
measurements for the finite opening angle of the PEM telesisoanalogous to the correction
applied to the AZUR/EI-88 data, described in Chapter 3. Tdreected data have been binned
into an(E, L, ayp) flux map, which constitutes the new UARS/PEM model. Findlhg final
flux map is compared to the AP-8 MAX flux map. The implementatbthe new flux map in
the UNIRADsoftware suite is described in Technical Note 10.

Model comparisons

In Part 1V, the three models developed in Parts |-l are igojpio evaluate the trapped proton
environment for several typical low altitude orbital coniigtions. For each set of orbits, the
predictions of the three models for the trapped proton flatesch orbital point, as well as for
the total mission fluence, are compared.
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Chapter 1

The AZUR mission

The AZUR satellite was launched on November 8, 1969, int®@A9° inclination, sun-syn-
chronous polar orbit with apogee 3145 km and perigee 384 khe |ast telemetry data were
recorded on June 18, 1970. Unfortunately, the data gatlaétedMarch 5, 1970 have been lost.

A cross sectional view of the AZUR satellite is shown in Figl.1The satellite was mag-
netically stabilized, with one axis aligned along the magrield direction, as shown in Fig.
1.2. The full orbital parameters are given in Table 1.1. TR®&JR satellite has international
reference 1969-097A No. 4221.

The instrument complement included detectors to measeréithctional and omnidirec-
tional fluxes of protons and electrons. These instrumerdsiaa high quality of the resulting
measurements made the AZUR mission particularly well dui¢e the study of the trapped
radiation environment, despite the short duration of th&smon. The energetic proton measure-
ments, which were collected during the maximum of Solar €€l, were the basis for the low
altitude part of the NASA model AP-8 MAX (Sawyer & Vette 1976)

1.1 Mission goals

The mission goals were the measurements of the followingtifies:

1. directional proton intensities in several energy iraés\between 0.25 and 100 MeV (two
particle telescopes EI-88/1 and EI-88/2, PI D. Hovestadt);

directional intensity of alpha patrticles in the energyg@ 6.5-19 MeV,
omnidirectional proton intensities in two energy rang-45 MeV and 40-80 MeV,

omnidirectional integral electron intensity above theesholds: 1.5 and 4.0 MeV,;

a & W N

directional integral intensity of charged particlesghie, antiparallel and perpendicular
to magnetic field lines, above 40 keV for electrons and 0.7 Nte&\protons;



THE AZUR MISSION

Proter hler E1101

Félwungsechione Tur
Ausleger

Aurora Photometer
€1 102

Protonenteleskop
El 88

-~ Solarzellentrager

Elektronenteleskop
£195

Piattform

Energieversorgung u.
Telekommunikation

Dampfungsstibe
Hatlterung fur
Dampfungsstibe
Stabilisierungs -
magnets

Zentiralrotw (GIK )

Aurorg Photometer
€l 102

—

Y0 -Yo Seilfuhrung

—/Prolonon - und

*——]
© @———-—— Etlo:;rmutlu
‘} REERA
T sotorzetien
X y \ X
Adoptu/ L.*\n»uwlwml
[N 7627 -~

’/Muwmals

Figure 1.1. Cross section of the AZUR satellite

130

-—1975




1.1. MISSION GOALS

GEOGRAPH, NORDPOL

Stabilisierungs - \
magnet

einfallende

\—" Teilchen
\

Figure 1.2. Representation of the orbital attitude of the AZUR satellit



6 THE AZUR MISSION

Table 1.1.Orbital elements of the AZUR satellite

Orbital Element Nominal Orbit First Orbit
Semi-major axis (km) 8179.09 8142.80
Eccentricity 0.17337 0.16957
Inclination (deg) 102.671 102.975
Argument of perigee (deg) 161.801 161.906
Right ascension of ascending node (deg) 125.490 126.564
Period (m) 122.688 121.87603
Perigee height (km) 382.69 383.84
Apogee height (km) 3218.72 3145.43
Geocentric perigee latitude at injection (deg) 17.741N 617.N
Precession of perigee (deg/day) 1.667 1.671
Precession of node line (deg/day) 0.96

6. omnidirectional integral intensity of charged particlabove two thresholds: 12 and
30 MeV for protons, 0.7 and 3.2 MeV for electrons;

7. optical emission by\i (A = 3914 A) and OI-N, (A = 2972 A);

8. transverse hydromagnetic waves with amplitudes abavénagnetometer EI-15, PI G.
Musmann).

The payload consisted of seven instruments. Descriptibeaah instrument package can be
found in Achtermann et al. (1970). In this study, we only Use immeasurements made by the
two directional proton telescopes (EI-88/1 and EI-88/2)jch are described below, and the
magnetometer data.

1.2 The EI-88/1 and EI-88/2 proton telescopes

1.2.1 Measurement principle

The EI-88 experiment measures the directional proton flukéenergy range 1.5-100 MeV.
Figure 1.3 is a cross section of the instrument. The apedpesing is constructed with a
number of Al and Ta collimators and is continued through atpdescintillator surrounding the
detectors and absorbers. The scintillator is connectegtwtomultiplier by means of a plex-
iglass light conductor. The detectors respond to partieknis through the aperture opening.
The energy dependent reach of the incident particles detesnthe number of detectors and
absorbers they penetrate. Through the implementatiornvehsdetectors and a treatment of the
detector signal logic the total measurement range is dividi six energy ranges for protons
and one channel far particles. The anticoincidence rates are referred to asneh8.
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Table 1.2.Detector and absorber characteristics of the EI-88 instnim

Detector Absorber Thicknesg) Electronics threshold (keV)

Ni 1
A 20 300, 900
B 50 500, 2300
C 100 600
Al 30
D 300 900
Al 200
E 400 700
Cu 565
Al 30
F 400 400
Ta 1750
G 400 400
Ta 7050

The lower limit of the detector range is determined by thekhess of the Ni foil placed
before the scintillator, the thickness of the first detecad the electronic threshold of the sec-
ond detector. The Ni foil with thicknessu ~ 8.9 x 10~*g cm~? serves to shield the scintillator
and the detectors from incoming light. The upper energytlohihe instrument is given by the
absorption thickness of the combined detector cage up tafthener wall of the scintillator.
In addition to its role as upper energy limit for particlesygng in through the aperture, the
scintillator also tags particles that penetrate from algshe aperture through the combined
shielding. An anticoincidence switch between scintiliadod detectors prohibits these parti-
cles to be measured. In order to limit the impulse rate of tatilator and, correspondingly,
the dead time of the instrument, the electronics are cortstiiaround the scintillator and the
photomultiplier to provide additional shielding.

The electronic thresholds of the semiconductor detecs®s [able 1.2) are chosen suf-
ficiently high so that electrons penetrating the aperturthaut scattering do not produce a
signal. This arrangement does not rule out electrons uodeggnultiple scattering and pile-up
effects. Therefore, the instruments are equipped with &ping magnet which ensures that the
influence of electrons on the ion count rates is negligiblehtdrmann et al. 1970).

1.2.2 Detector layout and energy range

Figure 1.4 shows a cross section through the EI-88 senstes pl&stic scintillator surrounds
an Al cage that contains the seven detectors and the threebabs. The detector connectors
are fed through holes in the scintillator and the closesthiaeld to the amplifiers, which are
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Table 1.3.Energy channels of the EI-88 instruments for protons @mpérticles

Channel  Logic Particle Energy range (MeV)
1 ABCS protons 1.5-2.7
2 ABDS « 6.0-19.0
3 BCDS protons 2.7-5.2
4 CDES protons 5.2-10.4
5 DEFS protons 10.4-22.0
6 EFGS protons 22.0-48.8
7 FGS protons 48.8-104.0
8 S anticoincidence

arranged around the detector cage. Figure 1.5 shows thgyeteposited in the detectors as a
function of the energy of the incident proton. The detedtoesholds and switching logic yield
the energy ranges for protons amgbarticles listed in Table 1.3.

The detectors EI-88/1 and EI-88/2 are identical except femall difference in aperture
angle, and thus geometric factor. The angular responséidnnaf the telescopes is discussed
in Sect. 3.3. The integration time for both instruments iedbat 10s. Due to the slow spin
rate of the satellite, this rather long integration time sloet compromise the quality of the
directional measurements.






Chapter 2

The AZUR/EI-88 data base

In this chapter we describe the downloading of the data eedsDEC Alpha workstation run-
ning OpenVMS. The data analysis is performed with a seriedbfprogrammes and one
FORTRAN programme [to calculatg3, L) values]. The different steps in the analysis pro-
cedure are outlined and the format of the final data base ixidled. Table 2.1 shows the
directory structure of the AZUR data base and processingeal The IDL routines are listed
in Table 2.2.

2.1 Retrieval of the data sets

The data were sent to BIRA/IASB by NSSDC in the form of two matgmtapes. Originally,
the data were sent to NSSDC by MPE on 14 tapes, each taperuogtai data file and a
tape identification file. NSSDC merged the data set to twostgpataining 28 binary files in
total: 14 data files and 14 identification files. The tapes ama&k, 800 bpi, unlabelled, with

Table 2.1.Directory structure of the AZUR data files and processindines

Directory name Contents

BIN45 Bin means for EI-88/2 data

BIN9O Bin means for EI-88/1 data

DETCOR45 Geometric correction factors for EI-88/2 data
DETCOR90 Geometric correction factors for EI-88/1 data
FORTRAN Magnetic field model routines

IDL IDL routines

MODELS Final model maps

TAPE Original CYBER binary data files

13



14 THE AZUR/EI-88 DATA BASE

Table 2.2.List of IDL routines used for the AZUR data analysis

Name Function

TAPEASCIILPRO Convert CYBER binary format to ASCII format

CLEAN.PRO Extract valid data points from the ASCII files
CHECKBIN.PRO  Derive the optimal bin size

BINNING.PRO Bin the measurements {iF, L, «g) bins

MODEL.PRO Create thé E, L, ap) model data file

DETCOR.PRO Calculate the corrections to the geometric factors
MODCOR.PRO Check the model file for inconsistencies

MODPLOT.PRO Plot the new model and compare to AP-8
MODWORLD.PRO Produce world maps of the new model and compare to AP-8

Table 2.3.Record structure of the AZUR tape identification files

Word Content

1 1
2 Satellite I1d. Nr. 6909701
3 Experiment Id. Nr. 889293
4 Tape Nr.
5-81 Spares

RECFM=VB&andBLKSIZE=9844 . These two tapes were read at BIRA/IASB on an Apollo
workstation and the 28 files were then transferred by bindiy t the Alpha workstation.

The tapes were written by a CYBER machine. The internal sspreation of floating num-
bers on this architecture differs from the representatiothe Alpha hardware. In addition, al-
phanumeric information is coded in EBCDC on the CYBER. Thk fibogrammetape.pro
reads in each data file, transforms the binary code to Alpimadband writes the resulting val-
ues to a set of new files in ASCII format. These files have nafA3Enn.DAT and reside
in the main directory. Odd-numbered files are tape identiGodfiles (see Table 2.3 for their
contents) and are not used in the data processing.

The even-numbered files contain the actual data (100 orbit§ilp). The data in each file
are organised in passes (or contacts) between differenhdrstations. Each pass begins with
a pass header record and is followed by the normal data reaoichronological order. Each
record, of both types, consists of 81 four byte words. Thaerof word nr. 1 specifies the
record type. The contents of the pass header records andedatals are given in Tables 2.4
and 2.5, respectively.
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Table 2.4.Content of the AZUR tape pass header records

Word Nr.  Content Representation

1 Type of record Integer

2 Year of begin of pass Integer

3 Day of begin of pass Integer

4 Second of begin of pass Integer

5 Year of end of pass Integer

6 Day of end of pass Integer

7 Second of end of pass Integer

8 Orbit number at begin of pass Integer

9 First character of station name Character

10 Second character of station name Character

=
|

Third character of station name Character

12 Fourth character of station name  Character
13 Fifth character of station name Character
14 K, Float

15-81 Spare

Word 2 of the data records identifies the data quality:

Word 2 = 0: good
= 1. average
= 2. bad

Records flagged dsad were rejected in the data analysis. Words 3 to 40 contaiiapxdata.
Words 41 to 66 contain the counting rates of the scientifia daannels. The channels contain
the counting rates plus 1, i.e. 1 means zero counts.

Words 67 to 81 contain housekeeping data of the experimewtgree logical condition.
Word 74 indicatesrormal mode (=0) or calibration mode (=1) . Words 68 and
70 contain the mode of operation of EI-88/1 and EI-88/2, eetipely:

Word 68 (70) = 0: data channels of EI-88/1 and EI-88/2
contain count rates of Table™1.3
= 1. channels contain single rates of
detectors A to G and anticoincidence

The modes of operation alternate in a fixed sequence of adpefib6 formats (10s each): 14
formats designated wit are followed by 2 formats designatéd The first format with al
and the first format with & are a mixture of coincidence and single rates and can threratu
be used. For the final data base all formats withvaere rejected.
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Table 2.5. Content of the AZUR tape data records

Word Nr. Content Representation
1 Type of record (pass header or data) Integer
2 Quality Integer
3 Year Integer
4 Day Integer
5 UT (ms) Integer
6 LT hour Integer
7 LT min Integer
8 MLT hour Integer
9 MLT min Integer

10 Orbit Nr. Integer
11 Spare

12 Geographic latitude (deg) Float
13 Geographic longitude (deg) Float
14 Geographic distance(;) Float

15 Right ascension (deg) Float
16 Declination (deg) Float

17 Magnetic latitude (deg) Float
18 Magnetic longitude (deg) Float
19 L (Rg) Float

20 B (gauss) Float

21 A (invariant latitude, deg) Float
22 R (Rg) Float

23 Angle between satellite axis aBddeq) Float

24 Azimuth with respect t8 (deg) Float

25 Aspect angle to sun (deg) Float
26 Azimuth angle with respect to sun (deg) Float
27 ~1 Spin axis (geocentric, deg) Float
28 9 Spin axis (geocentric, deg) Float
29 ~3 Spin axis (geocentric, deg) Float
30 B, Magnetic field vector component (geocentric, deg) Float
31 B, Magnetic field vector component (geocentric, deg) Float
32 B, Magnetic field vector component (geocentric, deg) Float
33 Spare

34 Spare

35 Spare

36 Station (abbreviation to one character) Character
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Table 2.5. (continued)

Word Nr. Content Representation
37 Orbit counter Integer
38 Record counter Integer
39 Corrected orbit counter Integer
40 Corrected record counter Integer
41 EI-88/1 Channel 1 counts plus 1 Integer
42 EI-88/1 Channel 2 counts plus 1 Integer
43 EI-88/1 Channel 3 counts plus 1 Integer
44 EI-88/1 Channel 4 counts plus 1 Integer
45 EI-88/1 Channel 5 counts plus 1 Integer
46 EI-88/1 Channel 6 counts plus 1 Integer
47 EI-88/1 Channel 7 counts plus 1 Integer
48 EI-88/1 Channel 8 counts plus 1 Integer
49 EI-88/2 Channel 1 counts plus 1 Integer
50 EI-88/2 Channel 2 counts plus 1 Integer
51 EI-88/2 Channel 3 counts plus 1 Integer
52 EI-88/2 Channel 4 counts plus 1 Integer
53 EI-88/2 Channel 5 counts plus 1 Integer
54 EI-88/2 Channel 6 counts plus 1 Integer
55 EI-88/2 Channel 7 counts plus 1 Integer
56 EI-88/2 Channel 8 counts plus 1 Integer
57 EI-93 Channel 1 counts plus 1 Integer
58 EI-93 Channel 2 counts plus 1 Integer
59 EI-93 Channel 3 counts plus 1 Integer
60 EI-93 Channel 4 counts plus 1 Integer
61 EI-92 Channel 1 counts plus 1 Integer
62 El-92 Channel 2 counts plus 1 Integer
63 EI-92 Channel 3 counts plus 1 Integer
64 El-92 Channel 4 counts plus 1 Integer
65 EI-92 Channel 5 counts plus 1 Integer
66 El-92 Channel 6 counts plus 1 Integer
67 EI-88/1 Detector current Integer
68 EI-88/1 Logic Integer
69 EI-88/2 Detector current Integer
70 EI-88/2 Logic Integer
71 EI-93 Detector current Integer
72 EI-92 Detector current Integer
73 Light in EI-92 Integer

17
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Table 2.5.(continued)

Word Nr. Content Representation

74 Calibration mode Integer
75 EI-88/1 Temperature Integer
76 EI-88/1 Photomultiplier Integer
77 EI-88/2 Temperature Integer
78 EI-88/2 Photomultiplier Integer
79 El-93 Temperature Integer
80 El-92 Temperature Integer
81 16 V Voltage Integer

2.2 Cleaning of the data sets

The next step in the data processing is the “cleaning” of t&&€A data filesTAPENn.DAT
generated byTAPE.PRQ This routine reads in a data filFAPEnn.DAT, rejects bad data
records and produces an output fileEANNN.DAT. The records of the ASCII files produced
by the programm&LEAN.PROdo not contain all the words listed in Table 2.5, in particula
the data for EI-93 and EI-92 (words 57—66), housekeeping (labrds 67—81), and records 1,
11, 33-35, and 37—-40 were not copied. The first line in €cBEANNN.DAT file consists of
column headers.

The effect of the cleaning programme is shown in Figs. 2.1 a8dwhich show the raw
and cleaned count rates for a sample of channel 4 data iRAIRE4.DAT.

2.2.1 Rejection criteria

Not all the records in the data files are valid measuremerdrdec Bad or contaminated
records and housekeeping records were identified and haveean included in the final data
files CLEANNN.DAT. Below, we describe the different rejection criteria. Thegramme
CLEAN.PROproduces listing filesCLEANNnn.LOG with the number of records rejected by
each criterion.

The records rejected by the criteria in Sects. 2.2.1.1332re eliminated altogether. The
criteriain Sects. 2.2.1.4 and 2.2.1.5 do not remove recbrdset the count rates of one or both
detectors to-1. Finally, the criteria in Sects. 2.2.1.6 and 2.2.1.7 actrmividual channels of
each detector.

2.2.1.1 Calibration mode

Data records with the calibration mode flag (word 74) set ® can be safely rejected.
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2.2.1.2 Quality flag

Data records with quality flag (word 2) equal to two are of badlijy (or don’t contain data)
and can be safely rejected.

2.2.1.3 Pitch angle not defined

A value—7.0 for the angle between the satellite axis & ¢@vord 23) indicates a problem with
the magnetometer data. These data records are rejected.

2.2.1.4 Mixed mode records

The modes of operation of EI-88 alternate in a fixed sequeheaeperiod of 16 formats (10s
each): 14 formats designated wilhare followed by 2 formats designatéd The first format
with a 1 and the first format with & are a mixture of coincidence and single rates and can
therefore not be used. For the final data base all recordsavitin word 68 or 70 were
rejected, as well as the first record wittDa The combined rejection criterion is that each
record is rejected for which word 68 differs from word 68 i ghrevious record, or for which
word 70 differs from word 68 in the previous record. The fiestard in every data file is rejected
as well.

2.2.1.5 Satellite conditions

The operational conditions of the satellite and instrureeme recorded in the housekeeping
records 67—81. Data records for which the actual valueseofdahowing parameters deviate
too much from the average (over the whole data file, exceph®records already flagged as
suspect) value of the parameter are flagged, for each EI188tde separately: detector current,
temperature, photomultiplier current, and 16 V voltageh# record is flagged, the count rates
for the corresponding detector are settb. On visual inspection of the time evolution of the
individual data points, it was found that the record preegai record with deviating conditions
was very often erroneous as well. Therefore, the recordsedieg (while checking that there
are no gaps in the telemetry) bad condition records are fthggevell.

2.2.1.6 Deviation from neighbouring values

The above “cleaning” criteria are able to identify most oé thhneasurements that are invalid
because of instrumental or telemetric effects. Howevégr af detailed inspection of time plots
and listings of the cleaned data, some spurious data wére@stid. We did not find a criterion

to identify these deviating points unambiguously, and diegion another scheme to remove
them: after applying all the above criteria, each count {@mieeach channel and detector sep-
arately) is compared to the average of the preceding aneéedicg count rate. If the middle

count rate is more than a factor five (a value of five turned@bgtta good compromise between
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not rejecting too many data points and not rejecting enopghigus points) above the average
countrate, itis set te-1. In theCLEANNN.LOGHfiles, these points are identified as “remaining
suspects”. On average, there are about a few dozen per d¢lzexthger data file.

2.2.1.7 Abnormally high values

After applying the selection criteria described above, alsnumber of data points still deviate
from the surrounding points (in contrast to “neighbourirgnps”, by “surrounding points” are
meant points separated from a given point by at least tweéeond interval) when plotted as a
function of time, in the sense that these suspect pointsdwmwat rates in one or more detectors
that are much higher (up to two orders of magnitude) tharetbbthe neighbouring points. We
inspected time plots of all the data, for each detector séplgr and identified the remaining
suspect data points by eye. Since there are only very fewesttpoints (a few dozen over the
whole data base) and they deviate clearly from the neighibgyooints, we feel confident in
eliminating them. Also, the averages and standard dewvisitdd the data after removing these
points improve substantially. “Removing a point” in thisntext means that the count rate of
the specific detector channel is settd.



Chapter 3

Model construction

In order to construct flux maps, count rates have to be caweot physical units (fluxes) and
averaged over two dimensional coordinate grids. The cemmeto fluxes is an iterative process
because of the finite aperture of the detectors, i.e. theumigdrectional flux has to be derived
from the measured count rate in successive approximatwimsh procedure is described in
Sects. 3.1-3.3. In Sect. 3.4 the binning procedure and noodskruction is outlined.

3.1 Conversion to fluxes

The description of geometric factor and directional resgan this section is based on a paper
by Sullivan (1971).

3.1.1 General formulation

The coincidence counting rate of any patrticle telescopesigg® upon the effective dimen-
sions and positions of the telescope sensors as well as aetiser efficiencies. For an ideal
telescope—whose efficiency for detecting particles of gitype is one in a given energy in-
terval and zero otherwise and whose sensors are mathehsaitifzeces with no thickness—the
factor of proportionality relating the counting rateto the integral directional particle fluxis
defined as the gathering powerof the telescope. When the flux is isotropic, ile= .Jy, the
factor of proportionality is called the geometric fact@r

C=GlJ. (3.1)

Exact expressions can be obtained for the geometric fantbdimectional response of cylindri-
cally symmetric telescopes.

The coincidence counting rate of a particle telescope caxpressed as:

1 [tot+T

Cleto) =7 [ dt/sr-da/ﬂdw/ooo AF Y ei(F,0,0,1) ji(F,w, 1), (3.2)

23
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where
C = coincidence counting rate ("),
X = position vector of the telescope
i = label for type of particle,
i = differential directional flux of particle type(s tcm 2sr *MeV 1),
£ = detection efficiency for particle type
t = time,
to = time at start of observation,
T = total observation time,
do = element of surface area of the last sensor to be penetrated,
S = total area of the last telescope sensor,

-
I

unit vector specified by spherical coordinatésy),
element of solid angle aroumd

domain of(2 defined by the other telescope sensors,
effective element of area looking inta

Equation (3.2) expresses the requirements for the detecfia particle. Although it is quite
general, the following implicit assumptions have been made

dw = —dpdcosf
Q
r-do

1. do, w, andx are time independent;
2. no transformation of particle type occurs other thanithadtded ins;;

3. the particle trajectory is a straight line.

Dropping these assumptions severely complicates thenezdatof the problem and renders an
analytic solution difficult. The first assumption may not ladid for a rapidly spinning satellite
and/or long accumulation times.

To simplify the problem further, we consider only ideal sglepes where the efficiency is
independent ofv, o andt, and consider only one particle type (henceforth, we widpdthe
subscript denoting particle type).

With the assumption thatis independent of and separates into
J(E,w) = jo(E) F(w), (3.3)

whereF'(w) is normalised so that F'(w) dw = 1, Eq. (3.2) becomes

C =

/de/SF(w)r-da} J=TpJ, (3.4)

where

J= /0°° jo(E)e(E) dE . (3.5)
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In the case of a detector with well defined energy channels wvitform response

_J L, BE<SELE,,
61_{0, E<E, E> E,, (36)
J is given by
J= [ jo(B)dE 3.7
= [ "io(E)dE, 3.7)
which, for small energy ranges, can be approximated by
J = jO[(El + Eu)/2] (Eu - El) . (38)

The expression in square brackets in Eq. (3.4) is the gath@owerl » of the telescope
when the intensity has an angular dependence giver(by, i.e.

FF:/de/SF(w)r-da:/QF(w)dw/r-da. (3.9)

S

The directional response functidt(w) of a telescope can be defined as:
R(w) = / r-do. (3.10)
S
For a telescope with cylindrical symmetry the effectiveadres related toR as:

h(B) cos f = /S rdo. (3.11)

With this definition Eq. (3.9) can be rewritten as
2w 0
Tp :/ / F(0,6) h(0) cosd sin@d6 do, (3.12)
0 0
whered), is the telescope opening half angle. If the flux is isotropientF’ is unity and the

geometric factor (the gathering power for isotropic fluxpeeds only on the geometry of the
telescope, i.e.:

[4
G=T, =21 / "h(9) cos @ sinfdf. (3.13)
0

3.1.2 Single element telescope

For an ideal telescope consisting of a single planar detedgthout shieldingx(¢) = A with
A the surface area of the detector, so that the geometriafsagoven by

G=2rA /01(— cos ) d(cosf) = A . (3.14)
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If particles are incident from both sides then the deteatea & doubled, and
G=21A. (3.15)

The gathering power and effective area are also easily atedirom Egs. (3.9) and (3.11). A
single detector embedded in a viewing cone with openingeasiglaller tham can be treated as
the lower detector of a two-element telescope in which tepeetive surfaces of both detectors
and their separation define the same solid angle as the \gesmime of the single detector.

3.1.3 Multi-element telescope

For a multi-element telescope with cylindrical symmethg effective area can be written in
an analytical form, although the derivation becomes tesliou more than two detectors. The
gathering power and geometric factor can be determined tegration, which may involve
elliptical integrals depending on the form of the angulgretedence’ of the intensity.

For complex geometries a numerical approximation usuallgasier than the analytical

approach. This technique involves numerical integratidh@effective area taking into account
the path of an incoming particle through a mathematical esan of the detector plates.

3.2 Geometric factor correction

The quantity typically measured by a particle telescopbesiumber of incoming particles
over the accumulation peridf, in the solid anglé2 defined by the telescope configuration and
centered around a directionin the energy intervdlE,, E,] defined by the detector response.
The physical quantity that the telescope aims to measureidifferential directional particle
flux .

In general, the trapped particle flux measured by a telesdiffges from the true flux be-
cause of the finite opening angles of these instruments. év@ater approximation of the true
flux is given by:

1 N 1
Oy = = =
whered is the nominal geometric factor of the detector element/mdpresents the reference
value of the energy intervak,, F,].
The measured flux can be corrected by an iterative procedure:

(3.16)

1. The first step consists of averaging the zero-order fluxesngoy Eq. (3.16) over an
(E, L, ay) grid, using the averages of the uncorrected measured flulxeasero-order
approximationj(®). This is equivalent to assuming that the ambient flux is cgutr.

2. For stepi, evaluate the gathering powEf: [Eq. (3.12)] for each measurement (and for
each energy channel), using the pitch angle dependence tghiteration "),
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3. For each measurement (and energy), integrate the zéeoftux (using the bin averaged
) over the telescope opening angle using Egs. (3.12) anlt Q#pute the ratio of
this integrated flux defined t¢®) corresponding to théF, L, o) value for each mea-
surement, and multiply the measured flux by this ratio.

4. Re-bin the measured fluxes, applying the correction facton step 3. The new bin
averages constitute thié¢ order approximatiori”) of the true flux.

5. Repeat from step 2 until convergence is reached. Onelstejdsbe sufficient.

This procedure ignores the dependence of the flux on azindiitis. approximation is reason-
able when the measurements used for the flux averages weredsag&r the full azimuth range
[0°,360°]. Taking into account both pitch angle and azimuth depersl@auld significantly

increase the complexity of the procedure, which is already demanding in calculation time.

The gathering power [Eq. (3.12)] is determined by integigathe effective area functioin
over the telescope opening, whereby the flux dependenag ofithe previous iteration is used
for F'(#) (we have ignored the dependence of the fluxprThe integration is carried out in the
variablef, the off-axis angle, and the azimuthal angleneasured in the plane perpendicular
to the telescope axis. For a measurement pBiand a local pitch angle (corresponding to
the pitch angle of the detector axis), the drift shell cooatiés(B,,,, L) can be evaluated with
BLXTRA The corresponding equatorial pitch anglgis given by

, B
Qp = arcsin ( B—:) , (3.17)
with
0.311653
The flux seen by the detector then is
(B, L, aq) / d¢/ ), L, o/ (0, ¢)] h(0) cos sin6do, (3.19)

whereqd’ is the local pitch angle corresponding to the off-axis arfighend the azimuthal angle
¢. (0, ¢) Is given by:

cosa' = cosacosf —sinasinf cos . (3.20)

A set of IDL routines has been written to carry out the intégrain Eq. (3.20) using Gauss
guadrature. These routines are contained in thé-&¥ APP.PRO
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Table 3.1.Geometric factors and surface areas of the EI-88 sensors [ftalsler (1972)]

Channel G (cm?sr) A (cm?) G (cm?sr) A (cm?)
El-88/1 El-88/2
1-5 0.0580 0.1817 0.0595 0.1864
6 0.0612 0.1917 0.0628 0.1967
7 0.0772 0.2418 0.0792 0.2481

3.3 Application to the EI-88 telescopes

The cone shape of the EI-88 detector stacks (see Fig. 1.4)enthat lower-lying sensors are
not obscured by the sensors above them. Therefore, for alhddtector of this type each sensor
should have the same effective area. Plots of the effecte@saor different particle energies
are shown for the various sensors in Hausler (1972, Figed)8+Figure 8 in Achtermann et al.
(1970)—reproduced in Fig. 3.1—shows the analyticallywstieffective area function that only
depends on the detector geometry, and thus is valid (in tred @hse) for each sensor. Figure 10
in Achtermann et al. (1970) shows the measured effective fmre8 MeV protons in channel
4, which corresponds closely to the analytical effectiveaar-rom measurements in a particle
beam the authors conclude that for the first five channelsfteetige area is not dependent
on energy. However, particles with higher energies (fromul34 MeV on) can penetrate the
edge of the telescope shielding and part of the scintillatod thus cause an enlargement of
the geometric factor for channels 6 and 7. Hausler (193823 the geometric factors for the
respective channels (see Table 3.1).

In the analysis of the AZUR data, we use the functional depeoée shown in Fig. 3.1. The
documentation does not specify the analytical functiordubet we found that the following
function accurately reproduces the dependence in Fig. 3.1:

A cosf <0
h(f) =4 A GCOS 991 (6, — 0) 0, <6 <6, (3.21)
22— V1
0 0, < 0

wheref); = 15.6° andf, = 21.9° [the angles are expressed in rad in Eq. (3.21)]. This funatio
dependence is represented in Fig. 3.2. For each channdktibetor surfacd is chosen so that
the integration of(6) cos @ [see Eq. (3.13)] over the solid angle subtended by the tefesc
yields the geometric factors listed in Table 3.1 (the geoiméactors of EI-88/2 are slightly
larger than those of EI-88/1 due to small differences in &hestcope mountings).



3.3. APPLICATION TO THEEI-88 TELESCOPES 29

Ottnungstldche des E188
[mm?2]

1 1 1 1
-20 -0 0 0 20 30 9°

Figure 3.1. Measured effective area for the EI-88 detectors [from Achsen et al. (1970)]
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Figure 3.2. Effective area for the EI-88 detectors approximated by tiedydical function described in
the text
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3.4 Model building

Building a flux model or flux map from the AZUR data set (or angestdata set) consists of
three steps:

1. data binning: averaging the measured fluxes ovéfai., «,) grid;
2. correction of the averages for telescope and detectoacteaistics;

3. creation of the final flux map—including conversion to gred fluxes—and integration
of the map intdJNIRAD

The model developed for this study is for protons only, dhearticle data have not been used.
From here on, the channel numbers refer to proton channglsi@n channel two now mean
proton channel two (channel 3 in Table 1.3) etc.

3.4.1 Data binning

The data binning consists of averaging the count rates aveea-dimensional coordinate grid.
The first coordinate is the AZUR proton channel number (1@ second coordinate Is and
the third coordinate is one of the followingy, B, B/ By, ¢, 0rns. The anglep was introduced
by Daly & Evans (1993) as a means of improving the interpofain the AP-8 flux maps and
is defined as

B-B
© = arcsin<Bc — B(Z)> , (3.22)
where B, is the magnetic field strength at the atmospheric cut-offwiich we used the ex-
pression

B
— =0.65 L*5% (3.23)
By
(Vette 1991a)ng is the average of the atmospheric density, weighted witketieegy-dependent
cross sections of collisions with atmospheric constitsigmier the drift path of trapped particles
(Heynderickx et al. 1995, 1996c¢).

The values ofL. and B are calculated for each point in ti@dEANNN.DAT files with the
Fortran programm@&L.FOR which uses thdLXTRAsoftware routines. The outputs consist
of:

1. B at the point of measurement;

2. L for the pitch angle corresponding to the orientation of Bli3(close to perpendicular
to the magnetic field vector);

3. L for the pitch angle corresponding to the orientation of Bi28at an angle of aboudb°®
to the magnetic field vector);
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Indices for AZUR mission
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Figure 3.3. Fio.7, Fio.7a, Rz, andK,, for the duration of the AZUR mission 7 Is the three-month
average offg 7.

These values are written to the ASCII fiBEnn.DAT . The (B, L) values were calculated with
the geomagnetic field model GSFC 12/66 (Cain et al. 196 7)apatated to epoch 1970.0.

The Fortran programm&VDENS.FOReads theBLnn.DAT files, and calculates for each
data point the values of:

1. ns(E) for the mid-point energies of the six proton channels of 8118
2. the geographic coordinates of the point where the dr#fli seaches its minimum altitude;

3. the local average density at the point where the driftl seathes its minimum altitude;

The calculation is carried out two times per data point, dieceeach(B, L) pair. The min-
imum altitudes and the two sets of eight density averagesvateen to the ASCII filesAV-
DENSNnn.DAT. The atmosphere models used in this calculation are MSIEERI-90 and the
plasmaspheric extension of Carpenter & Anderson (19923pasified by Heynderickx et al.
(1995).

As the atmospheric density depends on the level of the soliaitg through the solar radio

flux Fio.7, we binned the data separately for days witgs; < 150 and whenFiy; > 150
(Fig. 3.3 shows the main indices for the AZUR mission). Duéheoshort length of the AZUR
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mission duration, we did not see any systematic effectsettiar activity on the bin means.
Therefore, the final averages were made with all the data.

The binning is carried out by the programBENNING.PRO. It reads the ASCII fildBIN-
LIMS.DAT which contains the description of the coordinate gridsthe number of intervals
for each variable and the interval limits, which do not havé¢ equidistant. The programme
then runs through thELEANNN.DAT files and the correspondiri§Lnn.DAT and AVDEN-
Snn.DAT files, reads in the respective, L. andng values, and calculates for each measure-
ment the values aB/ By, ay, andy. Next, the index of the. bin is determined for a data point,
as well as the indices of the other coordinate bins. The catas are accumulated for each
energy and coordinate bin separately, as well as the sqgofties count rates (in a separate set
of bins). The number of values per bin and the accumulatagesahre written to the binary
file BIN.DAT , which also contains the number of coordinate bins and tieeval limits of the
bins.

The bin averages written to the fiBIN.DAT are based on count rates not corrected for the
directional response of the telescope. They serve as theti#s in the iterative procedure to
correct for the telescope response that is described in &&ctThe correction is carried out by
the IDL programméETCOR.PRO

3.4.2 Selection of bin sizes

When comparing the distribution of the data over the varmmardinate binsB, B/ By, oy, ¢,

ns as second coordinate), the, ) and (L, B) grids appeared to be the most adequate. As
the equatorial pitch angle always ranges betw®eand90°, the (I, ay) bins are rectangular re-
gardless of thé range, which is not the case for the, B). Therefore, we chose th&( L, ay)

grid for the final model averages.

The bin limits where chosen so that the measurements arédistd as evenly as possible
over the bins. Firstly, a set df values was selected. The AZUR orbit is such that the magnetic
equator is only covered fat < 1.6. For higherL values, the range of equatorial pitch angles
“seen” by the satellite rapidly diminishes with increasibhg Beyond = 3, the coverage is
too small to be useful for a radiation belt model, so we lilhé thodel tol. = 3. The L values
chosen as bin limits are listed in Table 3.2.

After selecting the bin limits of thé grid, the whole database was binned in(&nc«) grid
with equidistant spacing of the, bin limits at3°. Then, the number of measurements falling in
eachag bin was summed over the bins, to obtain the total number of measurements in each
ap bin. The cumulative number of measurements is shown in Hga8x symbols, and was
fitted by a parabolic curve. Points on this curve which aradigtant in ordinate define a series
of o values. We have set the numbergfbins to 50, and derived the, values corresponding
to 50 equidistant intervals in cumulative number of meas@ms. The resulting values are the
bin limits for a newn, grid, which is superimposed on Fig. 3.4, and listed in Tak®e B order
to close the grid, the valués and90° were added.

The database was then rebinned over the ffewm,) grid. The distribution of the measure-
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AZUR EI-88/1 Cumulative Distribution
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Figure 3.4. Cumulative distribution of AZUR EI-88/1 measurementsyinbins. The symbols repre-
sent evenly spaced bins of wid3f, while the final bins are represented in histogram style.
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Table 3.2.(E, L, ap) Bin limits for the PAB97 model grid

E Limits (MeV) L Limits (Rg) o Limits (deg)
1.5 1.005 0.0000
2.7 1.015 10.1397
5.2 1.025 11.0914

10.4 1.035 12.0522
22.0 1.045 13.0235
48.8 1.055 14.0045
104.0 1.065 14.9966
1.075 15.9996
1.085 17.0134
1.095 18.0394
1.105 19.0770
1.115 20.1277
1.125 21.1908
1.135 22.2679
1.145 23.3591
1.155 24.4643
1.165 25.5853
1.175 26.7215
1.185 27.8749
1.195 29.0455
1.205 30.2336
1.225 31.4412
1.275 32.6680
1.325 33.9164
1.375 35.1861
1.425 36.4796
1.475 37.7977
1.525 39.1410
1.575 40.5126
1.625 41.9128
1.675 43.3450
1.725 44.8099
1.775 46.3115
1.825 47.8518
1.875 49.4333
1.925 51.0610
1.975 52.7376
2.025 54.4695
2.075 56.2616
2.125 58.1198
2.175 60.0540
2.225 62.0722
2.275 64.1886
2.375 66.4169
2.425 68.7793
2.475 71.3020
2.525 74.0215
2.575 76.9961
2.625 80.3106
2.675 84.1227
2.725 90.0000
2.775
2.825
2.875
2.925
2.975

3.025
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ments in channel 1 over thé&., o) map is shown in Fig. 3.5.

3.4.3 Correction for telescope field of view

The IDL programmeéVIODEL.PRQeads in the flux averages createdBINNING.PRO and
writes the final flux mapAZUR90.DAT (we have only treated the EI-88/1 data). Since the
AZUR data coverage ifiL, o) space is not uniformMODEL.PR@xtends the equatorial pitch
angle dependence where necessary to the equajor(90°). The extension is achieved by
fitting, for eachE and L bin, the function

K (sinao_L> o [—ﬂ (sinao_Lﬂ s
i(ao, By) = VB, VB.) P VB, B 0= (300

0 ap < agr,

(Badhwar & Konradi 1990, Heynderickx & Lemaire 1993) to thenrzero fluxes in the bin
averages, and replacing zero flux values outside the loss with the values obtained with
the fit function. When not enough bin averages are differesmnfzero, the fit is replaced
by the pitch angle dependence of AP-8 MAX, scaled to the fluMersaf the bin closest to the
equator. The extension of the pitch angle coverage is nagefs the application of Eq. (3.19),
as the integration iny, can extend beyond the equatorial pitch angle range coverdtieb
measurementsMODEL.PRQAIso has a feature to replace non-zero flux values with the fit
function, which is necessary when a bin average clearlyatiesifrom the surrounding points.

Figures 3.6—-3.11 show the uncorrected average fluxgsag a function oty, for channels
1 and 6 for detector EI-88/1, for three valuesiof Superimposed on the figures are the fluxes
obtained by means of Eq. (3.19)), and the bin means obtained by averaging the fluxes after
one iteration of the correction procedure outlined in S8&.().

The correction for the telescope opening angle clearly wepen thel value and on the
energy channel. The correction is largest where the flux rtgrece ony, is steepest, i.e. for
the smallest values and the lowest energy channels.

The reason we have not included the EI-88/2 measurementsimbdel, is their lim-
ited coverage inL, o) space. In addition, these measurements can not be cormeittethe
method outlined in Sect. 3.2. To illustrate this point, wedased Eq. (3.19) to calculate the
flux seen by EI-88/2 for the cases represented in Figs. 3L&-e1d superimposed the resulting
values in these figures as dashed lines. The fluxes as seer88/ZFhre shifted towards the
loss cone with respect to the real flux distribution (foe= 1.2, EI/88-2 does not see any flux at
all). The correction procedure used for EI-88/1 would resué correction factor equal to zero
for almost all measurements. The difference between tlegiiated fluxes for the respective
telescopes is caused by the differegtintervals covered by the two instruments, as shown in
Fig. 3.12.
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Figure 3.6. Uncorrected flux averages for EI-88/1 channel 1. = 1.2. The symbolst represent the
flux predicted by means of Eq. (3.19), and the symbase the corrected bin averages.
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Figure 3.7. Same as Fig. 3.6, for channel 6 ahd= 1.2
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Figure 3.8. Uncorrected flux averages for EI-88/1 (perpendicular tontlagnetic field) channel I, =
1.4. The symbols have the same meaning as in Fig. 3.6. The ddaskagépresents the flux predicted by
means of Eq. (3.19) for detector EI-88/2 (at an angle 6ftdghe magnetic field.

1.375<L<1.425 EI-88/1 Channel 6

100.00 F et
10.00 | -
T ;
2 C ]
W 1.00F =
'c E ]
2 C ]
3 L i
010 =
001 o . =

o
(&)}

30 45 60 75 90
Equatorial pitch angle (deq)

Figure 3.9. Same as Fig. 3.8, for channel 6 ahd= 1.4
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Figure 3.10. Same as Fig. 3.8, for channel 1 ahd= 2.0
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Figure 3.11. Same as Fig. 3.8, for channel 6 ahd= 2.0
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Figure 3.12. Comparison of the equatorial pitch angles subtended by H88H and EI-88/2 detectors

3.4.4 Final flux map

The bin averages obtained after one iteration of the praeeotlined above are used to build
the final flux map. They, coverage of the final bin averages is not extended towardjinater.
Instead, for (, o) bins not covered by the measurements, the flux is setltoso that the
software using the model map can exclude the corresponaimgsp The resulting coverage in
(L, «vp) space is illustrated in Figs. 3.13-3.23. The fitting procediescribed in Sect. 3.4.3 is
applied, however, to correct bin averages that clearlyadevfrom the pitch angle dependence
defined by the other bins (the number of corrections is vergidm

The final flux map is then transformed intB&OCK DATAile by means of the programme
MODTOBD.FORThis programme also transforms differential into intédhaxes. The im-
plementation of the new AZUR model (called PAB97)WUMNIRADIs described in Technical
Note 10.

3.4.5 Comparison to AP-8

Figures 3.13-3.23 show the flux maps of the PAB97 modeLimx{) space, together with the
directional AP-8 MAX maps for the same grid values. Figurdst33.24 show the ratios of the
AP-8 MAX values to the PAB97 model values. It can be seen thatife lowestL values the
PAB97 fluxes are smaller than the corresponding AP-8 MAX flulxg a factor of about two.



MODEL CONSTRUCTION

Pitch angle (deg)

Channel 1 Flux distribution Channel 1 AP-8 Flux distribution
9O_||||..|||||||||||||||||__|||||||||||||||||||||||_ 108
75¢ L T -

i 108
60 \ 1 06— 1 7
%
3
45t + : & 10
105_// %
30t + - g
102
15t + 1
() A T T SN i vl B T B A 10°
1.0 1.5 2.0 2.5 3.0 1.0 1.5 2.0 2.5 3.0

L (Re) L (Re)

Figure 3.13.(L, o) Map of the PAB97 model and AP-8 MAX for channel 1
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PAB97 Flux > 50.00 MeV (em™s™'sr™') at 500.0 km

AP—8 MAX Flux > 50.00 MeV (cm™?s'sr™") at 500.0 km
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For higherL values, the agreement between the two models is satisfactor

Another way of comparing the PAB97 model to AP-8 consistsraixing world maps of
fluxes at fixed altitude. Figures 3.25 and 3.26 show the Hidiions of the PAB97 and AP-
8 MAX proton flux >50 MeV at an altitude of 500 km, respectively. Again, the PABRix is
lower than the AP-8 MAX flux.
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The SAMPEX data base and model
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Chapter 4

The SAMPEX mission

The Solar, Anomalous, and Magnetospheric Particle EXp@AMPEX) was the first SMall
EXplorer (SMEX) mission. SAMPEX measures energetic etetdras well as ion composition
of particle populations from- 0.4 MeV/nucleon to hundreds of MeV/nucleon from a zenith-
oriented satellite in near-polar orbit. SAMPEX was suchiglgslaunched from NASA's West-
ern Test Range (Lompoc, CA) at 1419 UT on 3 July 1992. The gegur of the SAMPEX
satellite system and instruments has been taken from s sdnmapers in IEEE Trans. Geosci.
Remote Sensingl, Nr. 3, 1993.

4.1 Spacecraft configuration

The SAMPEX spacecraft was designed to support a minimumaonissiration of 1 year, with a
mission goal of 3 or more years (Baker et al. 1993). The SAMRtEXhanical system basically
consists of a primary structure, a deployable solar arrayesy, and a yo-yo despin system.
SAMPEX is built up of machined aluminium plates which formaxHike structure that houses
all of the spacecraft components (see Fig. 4.1).

The SAMPEX orbit has as inclination 82°, apogee of 670 km and perigee of 520 km. The
orbit is non-Sunsynchronous and precesses through alltloess (noon-midnight to midnight-
noon) in about three months.

4.2 Attitude control

The Attitude Control Subsytem (ACS) is designed as a sajarted/momentum bias system.
The SAMPEX spacecraft points at the Sun while it rotates almisunline once per orbit in
order to position the instrument lines-of-sight in the #ewiirection when overflying the poles.
Pointing requirements for the selected experiments arebgnehoosing sensor, torquers, and
system configurations from a standard set of electroniosgge and actuators. The ACS system
utilizes one momentum wheel and three electromagneticiéorqds to orient the experiment

51
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Figure 4.1. Mechanical design of the SAMPEX spacecraft and physicalultly(a) scientific instru-
ments; (b) side view of subsystems; (c) back view of subgystyout [from Baker et al. (1993)].
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Figure 4.2. Pointing strategy for the SAMPEX spacecraft in two illusitra orbit planes [from Baker et
al. (1993)].

viewing axis. Pointing ranges withitr15° of vertical over the poles. The attitude computed
onboard the spacecraft is known with an accuracy betterzhéwv). The pointing strategy for
SAMPEX is to point the pitch axis (i.e. the normal to the s@anels) directly at the Sun. Then
the yaw axis (parallel to the detector bore sights) rotdtesiethe pitch axis once per spacecraft
orbit. The spacecraft views north over the north pole, soutlr the south pole, and parallel to
the equator during the equatorial plane crossings (seelAy.

An Attitude Control Electronics (ACE) box which containgsal conditioning electron-
ics and an independent analog safehold mode controls the s&@Sor and hardware. The
onboard data system performs closed loop real-time attitletiermination and control process-
ing. Three-axis attitude determination is provided by canmg the local measured Sun vector
and magnetic field vector with an on-board ephemeris modejitdD control of the spacecraft
attitude is completed by sending appropriate command E@gaoss the spacecraft data bus to
the actuators.

The spacecraft determines the directions of the Sun andedbttal magnetic field (using
the Sun sensors and the magnetometer, respectively) wleceto the spacecraft’s body-fixed
coordinate frame, then compares these measurements viitahcalculations of the same
guantitities in the GEI coordinate frame in order to reldte two frames. When the magnetic
field is nearly parallel or antiparallel to the Sun line, tbhé angle about their nearly common
line is poorly determined. Therefore, when the angle betwieese two lines becomes less
than5° (or greater than75°) while the spacecraft is out of eclipse, or less th@n(or greater
than140°) while in eclipse, the spacecraft goes into “coast mode” stogs sending attitude
information to the telemetry stream until the two lines dgesfar enough to resume normal
operations. Thus there is a gap in attitude informationlalobe on the ground. The time during
which attitude is not being updated can add up to a largeidracif a day. The gaps in the
attitude data were filled by interpolation, with a qualitygflassigned to the interpolated data.

When the spacecraft enters coast mode, the magnetic tardsisinut off if they are running
and the rotation speed about the Sun line is reset to a now@had, which may be significantly
slower than before coast mode began. On 27 May 1994, thespé#tcggointing strategy was
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Table 4.1. SAMPEX Scientific Instruments

LEICA HILT MAST PET

Energy range (MeV)

Electrons — — — 0.4-30

H 0.76-6.1 — — 18-250

He 0.45-6.1 4.3-38 7-20 18-350 MeV/nuc

C 0.44-11.4  7.2-160 14-210 34-120 MeV/nuc

Si 0.33-5.5 9.6-177 21-330 54-195 MeV/nuc

Fe 0.21-3.1 11.0-90  27-450 70-270 MeV/nuc

Charge range

Elements 1-25 2-28 2-28 1-2 (1+28

Isotopes 2-16 2 2-28 1-2 (130
Physical characteristics

Geometric factordm?sr) 0.8 60 7-14 0.3-1.6

Field of view (deg, full angle) 24 x 20 68 x 68 101 58

Mass (kg) 7.4 22.8 8.8 (incl. with MAST)

Power (W) 4.9 5.6 5.3 (incl. with MAST)

Telemetry (kB/s) 1.3 0.9 1.4 0.5

*Commandable high-gain mode

changed to the effect that the instrument line of sight igeedicular to the magnetic field
while the spacecratft is in eclipse.

4.3 Instrument complement

The instruments on the SAMPEX spacecraft are the Low Enesgydomposition Analyzer
(LEICA), the Heavy lon Large Telescope (HILT), the MAss Spemeter Telescope (MAST),
and the Proton/Electron Telescope (PET). The four instnisnenboard have co-aligned bore-
sights. A brief description of these instruments is givelolwe The instrument characteristics
are summarised in Table 4.1. In this study, only data fronPE& are used. The PET instru-
ment is described in more detail in Sect. 4.4.

4.3.1 Low Energy lon Composition Analyzer (LEICA)

The LEICA instrument is a time-of-flight mass spectromekeat identifies incident ion mass
and energy by simultaneously measuring the time-of-fligliti@sidual kinetic energy of parti-
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cles that enter the telescope and stop in an array of foud state detectors. The time-of-flight
is determined by START and STOP pulses from chevron Micro@bbPlate (MCP) assem-
blies that detect secondary electrons emitted from thexeodr foil and a foil in front of the
solid state detector, respectively, when the ion passesghrthem. These secondary electrons
are accelerated to approximately 1 keV and deflected ontMtbes by electrostatic mirrors.
The measured energy and velocity are combined to yield tiss wfahe ion and the energy per
nucleon. Details of the LEICA instrument are presented bgdeet al. (1993).

4.3.2 Heavy lon Large Telescope (HILT)

The HILT sensor is designed to measure heavy ions from He to &#e energy range from 8

to 220 MeV/nucleon for oxygen, covering the medium-energgrsenergetic ions, the galactic
cosmic rays, and the range of maximum intensity of the anousatosmic ray component. The
sensor consists of a three-element ion drift chamber withthin multilayer entrance windows

followed by an array of 16 solid state detectors and a statibh counter with photodiodes. The
HILT instrument uses a flow-through isobutane system fodtifechamber. The instrument is

described in detail by Klecker et al. (1993).

4.3.3 MAss Spectrometer Telescope (MAST)

MAST Is designed to measure the isotopic composition froto INi in the range from approx-
imately 10 MeV/nucleon to several hundred MeV/nucleon (Ceioal. 1993a). MAST consists
of a combination of surface barrier and lithium-driftediddtate detectors (11 in total). Com-
bined matrix detector positions determine the particlettaries, allowing accurate corrections
to be made for the pathlength variation with angle and deteesponse non-uniformities. Al-
though optimised for isotopic analysis of the elements INtoMAST also performs measure-
ments of stopping He isotopes from approximately 7 to 20 Megleon. In addition, MAST
analyses particles that penetrate the entire stack, pnaviifferential energy spectrra of the
more abundant elements to well beyond the endpoint energstdpping particles, and inte-
gral flux measurements at higher energies. A priority systasures that the most interesting
events are selected for readout, with stopping 3 events given the highest priority. However,
because MAST is assigned a high telemetry data rate, the peights from essentially all
stoppingZ > 3 nuclei can be transmitted, even in very large flares.

4.3.4 Proton/Electron Telescope (PET)

The PET system is designed to complement MAST by measurengrtrgy spectra and relative
composition of protons (18-250 MeV) and helium nuclei (1%3-8B1eV/nucleon) of solar, inter-

planetary, and galactic origins, and the energy spectralaf §are and precipitating electrons
from approximately 0.4 to 30 MeV. The instrument measurdé b@pped and precipitating
energetic particles in different parts of the SAMPEX orh@italso has the capability to look
at manmade particle populations such as positrons whickrarged by nuclear reactors that
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Figure 4.3. Schematic of the PET telescope. The primary analysis maperes P1 and PZg° field of
view). A wide angle90° field of view that requires P2 and P4 but not P1 is also avail&i electrons.
The regions labelled A4 through A8 are annular guard regimesl to detect particles that enter or leave
through the side of the stack [from Cook et al. (1993b)].

have flown previously in low Earth orbit. The PET system cao aluplicate and extend some
measurement capabilities of MAST by providing energy speahd elemental composition of
nuclei from Li through Fe using a commandable high gain mdtgrovides some isotopic
information on nuclei from H to Ne.

4.4 Detailed description of the PET telescope

This section presents the description of PET by Cook et 803h). The PET telescope, shown
schematically in Fig. 4.3, consists of a series of eight fifteld silicon detectors (P1 to P8)
with thicknesses ranging from 2 to 15mm. The telescope ogeaperture is defined by a
passive collimator, followed by two curved (spherical) dpee detectors (P1 and P2) designed
to minimise pathlength variations over the telescopg&’sopening angle. They are followed by
six flat detectors (P3 to P8), where the P3 detector is cornbo$ five identical devices with
a combined thickness of 15 mm. Detectors P3 through P8 arelelguooved devices with a
central area for measuring energy loss and an annular gegiahr(labelled A in Fig. 4.3) used
to detect particles that enter or leave through the sideeofdlescope, a design previously used
on Voyager 1, Voyager 2 (Stone et al. 1977), and ISEE-3 (Alsiecet al. 1978).
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Table 4.2.PET Detector, ADC, and discriminator characteristics

Detector Nominal Central Guard Nominal Nominal Nominal @la

Name Thickness Active Active ADC ADC Full Discriminator Risminator
(mm) Area Area Threshold Scale Thresholds Thresholds

(cm?) (cm?) (MeV) (MeV) (MeV) (MeV)

P1 2 8.0 — 0.35 157 P1A=3.1 —

P2 2 8.0 — 0.35 157 — —

P3 15 9.2 4.5 0.7 317 P3A=2.8 0.3,5
(5 x 3) mm P3B=12

P4-P7 3 4.5 8.0 0.36 337 0.23 0.3,1.2

P8 3 4.5 8.0 — — 0.3 0.3,1.2

Particles satisfying the PR2 coincidence enter through a 1.5 cm long collimator (notwsh
in Fig. 4.3) that is nominally 0.75 mm thick at its thinnestngp and that preserves ths°
opening angle. The collimator also supports two windowsl{eb2.5:m thick aluminised
Kapton) that provide electrical shielding and protectimomni sunlight.

Detectors P1, P2, and the centre of P3 are each direct colgpssgparate charge-sensitive
pre-amplifiers, shaping amplifiers, and 10-bit ADCs. The @ output of the centres of P4
through P7 is fed into a fourth 10-bit ADC. The centre of P8 Hrelguard regions of P3 to P8
are each connected to pre-amplifiers, shaping amplifierslisadminators. Each guard signal
channel has two discriminators, A1 and A2: Al is sensitivenioimum ionising particles
while the A2 levels are- 1.2 MeV for A4—A8 and~ 5 MeV for A3. Table 4.2 summarises the
characteristics of the PET detectors and their analysisisha

4.4.1 Analysis modes

PET Uses the conventiondF /dx-total energy technique to identify electrons, protong] an
heavier nuclei, an approach which is based on the rangeperaations of energetic particles.
With this approach a comparison of the rate of energy lossefgetic particles with their total
energy loss can be used to identify both the charge and mamseogetic nuclei, as well as
measure their kinetic energy. In practice, the rate of gntrgs is determined by measuring
the energy lossAE) in a detector of known thickness, such as P1 or P2 on PET.derdo
minimise the variations in the path length over the teles8° opening angle, P1 and P2
have been constructed from spherical segments of silicam Besult, PET should be capable
of identifying elements from H to Ni, with isotope identiftean extending through Ne. Al-
though the range-energy characteristics of electronsanegarly so precise as those of nuclei,
electrons are easily separable from protons because ohtlueh lower rate of energy loss.

PET Includes a number of separate analysis modes that agnéddgo identify electrons
and nuclei over selected energy intervals: the primary Lnedle providing differential energy
spectra of electrons and of H and He nuclei, and the commém#thakZ mode (in which the
gain of P1, P2, and P3 is reduced by a factor of ten) in whiclmggngpectra of the elements
from Li to Ni can be measured as well. The data used in thisysivete obtained in the Lo-Z
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Table 4.3.PET Response

Associated counting rates

Particle Nominal Typical Detectdr Name Res. Duty
Energy Geometry Combination (s) Cycle
Interval Factot
(MeV or (cr?sr)
MeV/nuc)

Electrons > 0.4 10 P1 P1 0.1 0.5
~ 1-4 1.8 P1-P1A-P2.-P3-A ELO 6 1
~ 4-20 1.7-1.1 P1-P1A-P2.-P3-P4-A EHI 6 1
~ 12-30 0.5-0.3 P1-P2-P4-P8.A RNG 6 1
~ 12-30 2.8-0.9 P1-P2-P3B-P4-P8-A EWG 6 1

H, He >4 10 P1 P1 0.1 0.5
19-28 1.8 P1A -P2-P3-A PLO 6 1
28-64 1.7-1.1 P1A-P2-P3.P4-A PHI 6 1
64-85 0.5-0.3 P1-P2-P4-P8-A RNG 6 1
> 85 0.3 P1-P2-P8.A PEN 6 1

Z > 3 Nuclef* 60-200 1.7-1.1 P1-P2-P4-A PLO, PHI 6 1

TBased on calculation with straight tracks; acceleratabration data will modify values for electrons.

2“A" Represents the logical “OR” of the guard rings on P3 to P8.

3P1A, P3A, and P3B are digital discriminators on the P1 anduRguts set at 3.1, 2.8, and 12 MeV, respectively.
4Commandable mode fof > 3 nuclei; energy range indicated is for Si-28.

mode only.

The pulse height of an event is triggered whenever one of diciclence equations in
Table 4.3 is satisfied. The results, along with other infdromasuch as the state of various
discriminators, are stored in one of five separate eveneliffThese event buffers are read
out into the telemetry stream by a rotating priority systéat £nsures that all event types are
represented under conditions that range from periods datedrby intense fluxes of solar flare
nuclei to periods dominated by trapped protons and elestron

Because the telemetry rate is insufficient to transmit egeent, rate accumulators are used
to count events during 6 s intervals. A total of 32 such “coumtates” record instrument live-
time, the frequency of electrons and nuclei in several gnietgrvals defined by the coincidence
logic, and the triggering frequency of a variety of discmaiior levels. Table 4.3 summarizes
some of the counting rates of physical interest. In addjtiba “singles” counting rate of the
front detector (P1) is sampled for 0.05s out of every 0.10méasure the flux of magneto-
spheric electrons- 0.4 MeV and protons> 4 MeV on a fast time scale. This “high resolution”
rate is recorded whenever the count rate exceeds a (combiahwel of~ 50 counts/s. All of
the coincidence equations and some of the discriminatetdean be modified by command to
allow for the possibility of noisy or failed detectors, amddptimise the instrument’s response
to the various patrticles of interest.
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4.4.2 Calibrations

The response of PET to electrons has been calibrated oventrgy range from- 0.3 MeV

to ~ 27 MeV with electron beams incident at a variety of energieszerdth angles. At higher
energies the linear electron accelerator at the EG&G SaathaBa facility was operated in a
low intensity mode to provide mono-energetic beams at émurtseparate energies from 1.5
to 27 MeV. Calibrations at somewhat lower energies (0.3 toe¥Mwere carried out with a

(B spectrometer. PET Was also calibrated with radioactivecesuto determine its positron
detection efficiency and its responsejtoays that Compton scatter in the telescope producing
a possible background for electron and positron measurisméior accelerator calibrations,
where beam time is often limited and expensive, PET has aapect that allows events to be
read out at rates of several thousand per second.

PET Has a built-in calibrator that can be initiated eitheriguiically (every 6.8 hours) or
by command (Cook et al. 1993a). The calibrator includes ait BAC that supplies reference
voltages to the test pulsers of each of the signal channdls.tdst pulsers can be stimulated
either individually or in groups to perform limited teststbe coincidence logic, measure the
thresholds of the various discriminators, and the gairdiity, and long-term stability of the
ADCs. Calibration “events” are flagged and stored in a spéaider for read-out and telemetry
along with the regular data.






Chapter 5

The SAMPEX/PET data base

In this chapter we describe the installation of the SAMPEXVRlata base on a DEC Alpha
workstation running OpenVMS. The data analysis is perfarméth a series of IDL pro-
grammes and theJNILIB library (see TN 10). The different steps in the analysis pdoce
are outlined and the format of the final data base is described

5.1 Retrieval of the data sets

The PET data base was delivered to BIRA/IASB by M.D. Loopeoptical disks. The data

set consists of ephemeris files, attitude information, toates and livetimes. Table 5.1 lists
the files contained on each optical disk side. Each file costane day of data, with the date
forming the second part of the file name as YYDDD. The contefesch file type are described

Table 5.1. SAMPEX/PET Data set file description

Disk label File names File contents

XFEROO SEPHxxxxx.DAT Ephemeris data
SALFxxxxx.DAT Pitch angle

XFERO1 PTLVxxxxx.DAT Livetimes
XFERO2 PKTSxxxxx.DAT Count rates
XFERO3 SCEWxxxxx.DAT AL, AB

XFERO4 BVECxxxxx.DAT Calculated magnetic field vector components
QCORxxxxx.DAT Corrected attitude information

XFERO5 SQUAXXxxx.DAT Raw attitude information
SMAGxXxxxx.DAT Raw magnetometer data

61
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below. The data delivered to BIRA/IASB cover the period frtme start of the mission (day
187 of 1992) up to day 121 of 1996.

5.2 File descriptions

This section contains the descriptions of the contentsadfiligs listed in Table 5.1. The contents
of each file correspond to an IDL structure. The structureslafined as:

nkts = 14400

seph = replicate({time:0l,range:0.,lon:0.,lat:0.,l:0. :
bmag:0.},nkts)

salf = fltarr(nkts)

ptlv = replicate({plo:0.,phi:0.,rng:0.,pen:0.},nkts)

pkts = replicate({p21:0b,p22:0b,p23:0b,p24:0b,p31:0b, p32:0b,
p33:0b,p34:0b,p4:0b,p5:0b,p67:0b,p81:0b,
p82:0b,p83:0b,p84:0b,d31:0b,d32:0b,d33:0b,
d34:0b,d4:0b,d5:0b,d67:0b},nkts)

gcor = replicate({qua:fltarr(4),flag:0b},nkts)

bvec = fltarr(3,nkts)

scew = replicate({deltal:0.,deltab:0.},nkts)

smag replicate({time:0l,b:intarr(3)},nmag)
squa = replicate({time:0l,qua:fitarr(4)},nqua)
nkts

Is the number of six second intervals per day, whikeag andnqua are the number of
elements in th&EMAGxxxxx.DAT andSQUAXxxxxx.DAT files, respectively. Some files may
be missing for some days. The use of IDL structures greathpkiies the reading of the data

files, in that one read statement suffices to read in all datainBtance, to read in an ephemeris
file, the following IDL code can be used:

nkts=14400
seph=replicate({time:0l,range:0.,lon:0.,lat:0.,1:0.
openr,1,’'seph93001.dat’

readu,1,seph

close,1

,bmag:0.},nkts)

5.2.1 SEPHxxxxx.DAT

The SEPHSstructure contains the ephemeris data at the start of easlke@dnd interval:

seph.time universal time tag in seconds of start of interval,
seph.range geocentric distance (km);

seph.lon geocentric longitude (deg);
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seph.lat geocentric latitude (deg);
seph.l L (Rg) from IGRF 90 model;
seph.bmag B (Gauss) from IGRF 90 model.

5.2.2 SALFxxxxx.DAT

The vectorSALF contains the pitch angle of particles entering along theunsent boresight,
at the start time of each six second interval.

5.2.3 PTLVxxxxx.DAT

The PTLV structure contains the livetimes in seconds (maximum 6 8y each six second
interval:

ptlv.plo livetime (s) for 2-detector (PLO) events;
ptlv.phi livetime (s) for 3-detector (PHI) events;
ptlv.rng livetime (s) for 4-detector (RNG) events;

ptlv.pen livetime (s) for 8-detector (PEN) events.

5.2.4 PKTSxxxxx.DAT

ThePKTSstructure contains the counts of protons and deuteronseawedr six second interval:
pkts.p* counts of proton events from start to end of interval;
pkts.d* counts of deuteron events from start to end of interval.

Table 5.2 associates the count rateKTS with the livetimes inPTLV, and gives energy
ranges and nominal geometry factors for each channel. Whigateme is zero in thePTLV
structure, all associated count rates should be discarded.

5.25 QCORxxxxx.DAT

The QCORtructure contains the attitude information at the stagawfh six second interval:

gcor.qua quaternion for rotation from GEI coordinates into spackdrady-fixed coordinates,
corresponding to the rotation matrix

qoqo — 191 — G292 + 4343 2(qoq1 + q243) 2 (q092 — q193)
2(qoq1 — q2q3) —q0q90 + 191 — G292 + ¢3q3 2 (q192 + q093)
2(q0q2 + q193) 2(q192 — q093) —qoqo — 9191 + 9292 + q3q3
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Table 5.2.PET Channel characteristics

Channel Buffer Energy Range Nominal Geometric Factor
(PKTS (PTLV) (MeV/nuc) (cnfsr)
p21 plo 18.5-20.5 1.792
p22 plo 20.5-22.5 1.792
p23 plo 22.5-24.5 1.792
p24 plo 24.5-27.2 1.792
p31 phi 27.2-37.4 1.714
p32 phi 37.4-45.8 1.527
p33 phi 45.8-53.0 1.356
p34 phi 53.0-65.4 1.146
p4 mg 65.4-71.0 0.477
p5 g 71.0-76.3 0.420
p67 rng 76.3-86.1 0.341
p8l pen 86.1-120.0 0.277
p82 pen 120.0-200.0 0.277
p83 pen 200.0-300.0 0.277
p84 pen 300.0-500.0 0.277
d31 phi 18.4-25.4 1.714
d32 phi 25.4-31.0 1.527
d33 phi 31.0-36.0 1.356
d34 phi 36.0-44.3 1.146
d4 rng 44.3-48.1 0.477
d5 rng 48.1-51.7 0.420
d67 rng 51.7-58.2 0.341

The transformation from GEI to spacecraft components is gieen by:

Xs/c = RXqggr - (51)

gcor.flag data source flag: 0 if the quaternion is interpolated to therval start time from two
spacecraft-supplied quaternions less than 40 s aparth#& guaternion is determined by
calculation using Sun line and magnetic field data in the teidtla period (40 s or more),
and 2 if the quaternion is interpolated to the interval diare between two quaternions
more than 40 s apart, without reference to measured Sun tideragnetic field data.
Data with flag value 0 are successively more trustworthy theta with flag values 1 and
2. In our binning procedures, only data with flag O are rethine
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5.2.6 BVECxxxxx.DAT

The BVECstructure contains the GEI components of the IGRF 90 magfietd vector at the
spacecraft position at the start of each six second interval

5.2.7 SMAGxxxxx.DAT

The SMAGstructure contains the raw magnetometer data. These detdéiVe a variable num-
ber of elements, which is added at the beginning of the fildsee SMAGstructure is defined
as:

smag.time time in seconds from start of day 92001,

smag.b raw magnetometer data of observed magnetic field componesisacecraft body-
fixed coordinates. These data have not been corrected ftarooration due to the atti-
tude torque rods and are not in units of Gauss.

The SMAGIata are not used in this study.

5.2.8 SQUAXXxxx.DAT
The SQUAstructure contains the raw attitude data:

squa.time time in seconds from start of day 92001;

squa.qua quaternions sent down from the spacecraft, not correctsgrathronised.

In this study, theQCORlata are used instead of t8@QUAdata.

5.2.9 SCEWxxxxx.DAT

For the anisotropy study described in TN 6 Part Il, the valoied and B calculated at the
guiding centre corresponding to each measurement are che@tie SCEWstructure contains
AL = Lgc — L andAB = Bgc — B at the start of each six second interval:

scew.deltal difference between the guiding cenfrteand the spacecratft (Rg);

scew.deltab difference between the guiding ceniBeand the spacecral? (Gauss).

The SCEWlata are not used in this study. Instead, we chose to rederiemvalues oB, L
with the DGRF or IGRF model for the epoch of Jan 1 of each yeanedsurements. Using the
guaternions in th@ CORxxxxx.DAT, the look direction of the instrument and the locations of
the guiding centres corresponding to each measurementatic@energyr were determined,
and the values 0B and the respectivé;c(F) were calculated. Finally, a new value of the
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Table 5.3. Description of theEPHstructure

Element Data Type Definition
eph.time Long integer Universal time (s) of start of six second in&krv
eph.alt Single precision Geodetic altitude (km)
eph.lon Single precision Longitude (deg)
eph.lat Single precision Geodetic latitude (deg)
eph.pa Single precision Pitch angle (deg)
eph.b Single precision DGRF Magnetic field intensity (Gauss) acggraft lo-
cation
eph.fl Single precision L Value (Rg) corresponding to spacecraft location and
eph.pa
eph.bc Single precision DGRF Magnetic field intensity (Gauss) at giding
centre of a 100 MeV particle
eph.flc Single precision L Value (Rg) corresponding to the guiding centre of a
100 MeV particle aneéph.pa
eph.beta Single precision Azimuthal angle (deg)
eph.bv Single precision (3) Geocentric spherical DGRF magnetid fiector com-
ponents (Gauss)
eph.vn Single precision (3) Geocentric spherical componentsefdbal curvature
vector of the magnetic field line
eph.altm Single precision Altitude of the lowest mirror point on tloe&l magnetic
field line
eph.flag Byte Quiality flag

pitch angle for each measurement was derived from the la@kctiton and the direction of the
local magnetic field vector. The resulting values are storekde new ephemeris files described
in Sect. 5.3.

5.3 Generation of a new ephemeris data set

In order to simplify the data processing, a new set of ephenfiées was generated: the
EPHxxxxx.DAT files. Each of these files combines all the ephemeris, attitudl magnetic
field data for one day. The magnetic field vectors and relateahtties were recalculated from
the ephemeris data using tb&ILIB library and DGRF 90 or IGRF 95 updated to Jan 1 of the
year of the measurements (see Sect. 5.2.9).

The IDL structure variabl&PHis defined as:

eph = replicate({time:0l,alt:0.,lon:0.,lat:0.,pa:0.,b 0.,
fl.0.,bc:0.,flc:0.,beta:0.,bv:fltarr(3),
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vn:fltarr(3),altm:0.,flag:0b},nkts)

Table 5.3 lists the definitions of the structure elememetsh.beta Is the azimuthal anglg
defined in TN 6 Part Il. The values @f;- and Bg¢ correspond to the guiding centre positions
of 103.05 MeV protons (centre of energy chanp@l ). Storing one value of.qc and Bgc IS
sufficient as they depend linearly on the gyroradius. Theature vector of the magnetic field
lines is stored as it was used in the calculatioepi.beta






Chapter 6

Model construction

In this chapter the data binning procedure is outlined, dsasg¢he conversion from counts and
livetimes to fluxes. The model construction procedure idagmus to the procedure followed
for the AZUR data (see Chapter 3). The correction procedurthe field of view, described in

general terms in Sect. 3.1, is adapted to the PET telescapseasors.

6.1 Data binning

The PET data for the second half of 1994 and the first half obl%8/e been averaged over a
rectangular three dimensional bin if' (L, o) space by means of the IDL programBéN-
NING.PRO. The (E, L, ap) bin limits of the grid are listed in Table 6.1. The limits ofeth
energy bins correspond to the channel limits in Table 5.2 MhAnda, bins were selected so
as to obtain a uniform distribution of the measurements theegrid. The DGRF magnetic field
model for epoch 1995 was used to calculate the magnetic cades. No external magnetic
field model was used.

Because of the relatively poor statistics of the PET protoants (only a fraction of the
events satisfying detector coincidence conditions araadlgt processed by the pulse height
analysers, and only a few of the twenty analysed events &tteohper second appear in the
proton channels; see Chapter 7), it is not possible to convdividual count rates into fluxes
without accumulation. For many measurements, the recaroleat rate is zero while the corre-
sponding livetime is not, and is lower than the integratioretof 6 s. Therefore, it was decided
to average the counts and livetimes separately, so thavdrage flux in each model bin is the
ratio of the sum of the counts in that bin divided by the sumheflivetimes.

6.2 Correction for telescope field of view

As for the AZUR data, the PET flux averages are corrected tdlescope field of view by
means of the programnfeOVAPP.PROFigure 6.1 shows the effective areas for a subset of

69



70

MODEL CONSTRUCTION

Table 6.1. (E, L, o) Bin limits for the PET model grid

E Limits (MeV) L Limits (Rg) o Limits (deg)
18.5 1.005 0.0000
20.5 1.015 21.2018
225 1.025 22.7340
24.5 1.035 24.2568
27.2 1.045 25.7705
37.4 1.055 27.2751
45.8 1.065 28.7709
53.0 1.075 30.2579
65.4 1.085 31.7364
71.0 1.095 33.2065
76.3 1.105 34.6683
86.1 1.115 36.1220

120.0 1.125 37.5677
200.0 1.135 39.0055
300.0 1.145 40.4356
500.0 1.155 41.8581
1.165 43.2730

1.175 44.6806

1.185 46.0809

1.195 47.4741

1.205 48.8602

1.225 50.2394

1.275 51.6118

1.325 52.9774

1.375 54.3364

1.425 55.6888

1.475 57.0348

1.525 58.3744

1.575 59.7078

1.625 61.0350

1.675 62.3561

1.725 63.6712

1.775 64.9803

1.825 66.2836

1.875 67.5812

1.925 68.8730

1.975 70.1592

2.025 71.4399

72.7150

73.9848

75.2492

76.5084

77.7624

79.0112

80.2549

81.4936

82.7273

83.9562

85.1802

86.3994

90.0000
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Figure 6.1. Effective areas of the SAMPEX/PET sensors

the PET sensors, which were provided in the form of a table dy.Mooper.

There are eleven ranges in Fig. 6.1, corresponding to Egtstopping in each of the detec-
tor wafers from P2 to P8 (counting the P3A, ..., P3E wafersausaply) after passing through
all the previous detectors starting with P1. With referetcthe channels listed in Table 5.2,
p21-p24 are P2 range, p31l is P3A, p32 is P3B, p33 is P3C, p8# isum of particles with
ranges to P3D and P3E (so its response is taken to be the awdrtdmp responses for P3D and
P3E), p4is P4, p5is P5, p67 is P6 and P7 totalled (and agginmses averaged), and p81—-p84
are all of P8 range.

The IDL programmeAREAS.PROreads the tabulated effective areas and returns the areas
for all fifteen proton channels. The field of view correctiencarried out by the programme
DETCOR.PRQwhich callsFOVAPP.PRGaNdAREAS.PRO

6.3 Final flux map

The IDL programmeMODEL.PRQeads in the flux averages createdBiNNING.PRO and
writes the final flux ma@ AMPEX.DAT This programme is interactive and allows for the cor-
rection of spurious points. For grid points where there ardata, the flux is set te-1.0.

The final flux map is then transformed int@&OCK DATAile by means of the programme
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Figure 6.7. (L, ag) Map of the PSB97 model and AP-8 MIN for channel 6
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Figure 6.9. (L, ag) Map of the PSB97 model and AP-8 MIN for channel 8
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Figure 6.10.(L, ) Map of the PSB97 model and AP-8 MIN for channel 9
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Figure 6.11.(L, ) Map of the PSB97 model and AP-8 MIN for channel 10
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MODTOBD.FOR his programme also transforms differential into inté@uaxes. The imple-
mentation of the new SAMPEX model (called PSB97)UNIRADis described in Technical

Note 10.

6.3.1 Comparison to AP-8

Figures 6.2—6.16 show the flux maps of the PSB97 model.ji) space, together with the
directional AP-8 MIN maps for the same grid values. It candensthat for the lowesdt values
the PSB97 fluxes are smaller than the corresponding AP-8 Mitké4d by a factor of about two.

Another way of comparing the PSB97 model to AP-8 consistsraivihg world maps of
fluxes at fixed altitude. Figures 6.17 and 6.18 show the Hidions of the PSB97 and AP-
8 MIN proton flux >50 MeV at an altitude of 500 km, respectively. Again, the PBHAx is
lower than the AP-8 MIN flux.
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Chapter 7

Statistical analysis of the SAMPEX/PET
data

This chapter contains a statistical analysis of the SAMREX proton counts and countrates.
In Sect. 7.1, we show that the countrates measured over Gd@eniods in a given spatial bin
are very variable due to the wide variability of livetimesistégrams of the countrates (i.e.
counts over livetimes) often have a maximum around zerogions where the particle fluxes
are large. Indeed, in these regions, the livetimes are o®ey short and paradoxally many
zero counts are then recorded. This is discussed in Se2tand.7.3 where an analysis of the
measured proton counts and of the livetimes is provided. Oube variability of livetimes,
the count histograms obtained during one month of measursnaee not always Poisson dis-
tributed. By reducing the dispersion of livetimes, the douistograms are closely fitted with
Poisson distributions. This confirms that the differencevieen the observed count histograms
and the Poisson distribution is principally due to the disjma of the livetimes in the PET mea-
surements rather than to the time variation of the flux duttegperiod of observation (i.e. one
month in this case study).

Finally, in Sect. 7.4, a comparison between different masior the calculation of the mean
countrate is provided. We show that the simplest methodsisting of calculating the ratio of
the sum of the counts and the sum of the livetimes over onemuafrabservations, can safely
be used to calculate the mean countrate for long observa¢ioads.

7.1 Analysis of the countrate

We have studied the PET proton measurements iR,d.{ bins. The locations of the bins in
(B, L) space are illustrated in Fig. 7.1, which represents theageecountrate observed in the
PET energy channel PHI32 (37.4-45.8 MeV) from Jul 1992 to D@5, for times when the
instrument was looking within0° of the direction perpendicular to the local magnetic field
vector.

One can see in Fig. 7.1 that the first bin is situated atlaand B where the spatial gradients

81
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Figure 7.1. Distribution in (B, L) space of the average countrate observed in PET energy d¢hanne
PHI32 from Jul 1992 to Dec 1995. Only measurements when gteument was looking within(0° of

the direction perpendicular to the local magnetic field eeare shown. The open rectangles represent
the 6 bins selected for the statistical analysis.

in count rate are large. The second and third bins are ne&@dtth Atlantic Anomaly (SAA)
where the flux of particles is large. The other bins are inaegivhere the countrate and flux are
decreasing witll. andB. The (B, L) coordinates of the centres of the bins are listed in Talile 7.
The bin dimensions are 0.0025nT and 0M5in B and L, respectively. The spatial extent of
these bins corresponds approximatively to 600 km in eqiztdistance AL ~ 600 km) and
about 40 km in altitudedAh ~ 2/3(AB/B)Rg ~ 40 km].

Figure 7.2 shows the histograms of proton countrates (CE)irdd for each of the 6 bins
during one month (Jul 1994). These histograms show thahtheidual countrates measured in
a given bin are very variable. In regions where the fluxesangel (mainly the first three cells),
there are two peaks (maxima), one at zero countrate andearaittarge countrates. This is due
to the counting system making the livetimes shorter wherflthes are large in a non linear
manner. Many zero counts are then recorded during theseskerylivetimes. The zero counts
may have an influence on the evaluation of the mean counthaie thus useful to carefully
analyse the proton counts and livetimes.
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Table 7.1. Probability P (in %) that the histogram of counts is distributed accordimg Poisson law
(null hypothesis) for six®B, L) bins and for the 15 energy channels of the PET telescopehyifwthesis
that the histograms of proton counts are distributed falgwa Poisson law is rejected whéh < 5%.
When the number of detected protons is not sufficient to perfovalidx? test,—1 is listed.

B (Gauss) 0.190 0.198 0.206 0.214 0.222 0.230
L (REg) 1.240 1462 1.648 1.906 2.128 2.350
Detector Energy range (MeV) Binl Bin2 Bin3 Bin4 Bin5 Bin6
PLO21 18.5-20.5 100.0 100.0 276 504 976 113
PLO22 20.5-22.5 98.8 78.8 82 59.2 198 627
PLO23 22.5-24.5 223 849 828 621 50 414
PLO24 24.5-27.2 09 873 859 528 209 7.6
PHI31 27.2-37.4 0.0 11 770 304 526 0.0
PHI32 37.4-45.8 00 672 531 755 104 101
PHI33 45.8-53.0 0.8 993 950 46.1 613 149
PHI34 53.0-65.4 0.0 340 862 999 261 299
RNG04 65.4-71.0 25.1 554 987 894 479 76.6
RNGO5 71.0-76.3 99.6 564 909 420 993 -1
RNG67 76.3-86.1 946 454 921 895 76.3 881
PENS81 86.1-120.0 0.0 548 90.0 86.3 99.1 -1
PEN82 120.0-200.0 16 543 402 -1 -1 -1
PEN83 200.0-300.0 00 328 838 -1 -1 -1
PEN84 300.0-500.0 00 781 -1 -1 -1 -1

7.2 Analysis of the counts

If the flux in a fixed location is constant in time (i.e. whenrénés no time variation of the
environment over the period of observation) and if the pbiliig of detection during a con-
stant time of measurement is small, the detected countsistrébdted following a Poisson
distribution (Knoll 1989). We can test the following null pgthesisH for the PET measure-
ments: the histograms of proton counts measured in a giBe) bin during a whole month
are distributed following a Poisson law.

In the case of the PET detector, the probabjityf detection in one energy channel is weak
when compared to the total counts in the whole energy rangeh&Ve verified that the bins
are small enough so that the flux is nearly uniform everywiesigle these bins. Nevertheless,
it can be seen in Table 7.1 that the histograms of proton saacdumulated during one month
are sometimes very different from a Poisson distributioe.Will check whether the departure
from Poisson distributions of the counts histograms aretdugnme variation of the flux or to
the spread of livetimes.

For a Poisson distribution, the probability that the numidfgoroton counts is equal to the
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integer valuer; is determined by:

AT
Pi = exp(—\) (7.1)
‘Z'.

7.

where )\ is the Poisson parameter. To test the hypothésisve can evaluate the difference
betweeny;, the actual number of time that counts are recorded, and the corresponding number
predicted by the Poisson distribution, ire2;, wheren = -7, y; the total number of counts
over the period of one month assumed in our case study. Tdifteste y? function must be
calculated:

2 ~ (yi — ”1%’)2
X' =) ———— (7.2)
; np;
wherer is the maximum number of measured counts. A minimuny’fs reached when
corresponds to the mean of the observed counts i.e. wierqual to:

1
N =1

The degree of freedom of thjg test isr — 2. The level of significancé for the y? test is ob-
tained by comparing the valuespf calculated by (7.2) with the values of tlyé function given
in statistical tables (Burington & May 1970). The probatyithat they; are distributed follow-
ing a Poisson distribution with the parameteis P. One may consider that the hypothe&is
has to be rejected wheh < 5%.

The values ofP resulting from theH test are given in % in Table 7.1 for one month of
measurements (July 1994) for all 15 energy channels antléd (B, L) bins. When- < 3, the
value ofy? is not significant since the number of counts is not large ghdo form a statistically
significant sample. This happens often for protons of veghl@nergy & 100 MeV). In this
case—1 is indicated in Table 7.1.

We can see that the hypothegisis generally satisfied at the probability level of 5% in
most bins and for most energy channels. Nevertheless, tbhaes rejected in a few cases. For
instance in bin 18 = 0.19, L = 1.24), the null hypothesis is rejected 9 times out of 15. This
bin corresponds to a region where gradients in proton amtiefecountrates are important (see
Fig. 7.1).

Figure 7.3 illustrates the histograms of counts for enetggnoel PHI32 (37.4-45.8 MeV)
(solid line) as well as the best fit by a Poisson distributidasfed line). On each graph the
total number of counts,, is indicated. The range of the livetimesthe mean livetime< 7 >
and its standard deviatian., and the value o’ in % are also indicated on each panel. In this
example, the hypothesig is accepted in each bin except in bin 1 whére< 5% (see also the
row corresponding to PHI32 in Table 7.1). The probabilitgtttihhe proton counts are distributed
following a Poisson law is not very high either in bins 5 andries P ~ 10% in both of these
cases. To check whether these departures from the Poistahution is a consequence of time
variations of the fluxes over the one month period consideredhether it is due to the spread
of livetimes, we analyse the distribution of livetimes irc6&.3.
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7.3 Analysis of the livetimes

In regions of large flux, the dispersion of the livetimes istigalarly large compared to their
mean value. This results from the characteristics of theungent but it may also indicate a
time variation of the flux over the period of observation. éad, another possible reason for
the histograms to depart significantly from a Poisson distion may be that the value of
(i.e. the mean of the counts) has changed during the perisdrapling, i.e. during Jul 1994.
The initial aim of this study was to verify whether or not thetbgrams of counts do not reveal
the superposition of two (or more) Poisson distributionghwivo (or more) different values of
A corresponding to a temporal evolution of the proton enepcsum over a period of one
month. This study is made difficult by the variability of thedtimes.

Note that the difference between a Poisson distributionthadbserved distributions can
also be due to a flux gradient inside thB, L) bin. This could be the case in bin 1 where
the gradient of counts is large as shown in Fig. 7.1. Thislpralran be eliminated by taking
a smaller bin but the number of measurements will then bedomdéow to be a statistically
significant sample. The relatively good agreement betwherhistograms and the Poisson
distributions in most of the bins indicates however thatsize of the bins is generally small
enough.

The livetimes are variable due to the characteristics ofrtegument. In regions where the
flux of electrons and protons is low, the mean livetime iselws6 s (for instance bin 6). But in
regions where the flux is large (for instance in bin 1), thetiimes can be reduced to less than
0.1s. This s illustrated in Fig. 7.4 where we show the histats of livetimes for all 6 bins for
the detector PHI32. Note that the livetimes are neithertamsor uniformly distributed.

When the mean livetime is close to 6s, the standard deviatidivetimes is generally
smaller than 50% of the mean livetimrer >. But when the livetimes are small, the standard
deviation is as large as the mean value itself. To check itithwation of the count histograms
from Poisson distributions is due to the dispersion of thetimes, we have subdivided the
livetimes in smaller intervals so that they can be consil@seapproximately constant in each
of these smaller intervals. We then calculate then counbdpiams associated to these subin-
tervals and we test again the hypotheRiswith the additional condition that the number of
measurements is sufficient for a statistical study. We dama samples for which the number
of measurements,, in the subinterval is less than 10.

An example is shown in Fig. 7.5 for the detector PHI32 in binFigure 7.5 shows the
histograms of counts when the dispersion of the ranges @tiifnes is reduced by subdividing
the whole livetime interval [0,0.27] in five subintervalstiviequal spacing. While the test of
hypothesisH had to be rejected for the whole livetime interv&® & 5%), the test is satisfied
when the livetimes are distributed in livetime subintesvaith lower dispersion. Note that the
histograms corresponding to the intervals [0.16,0.21][@r1,0.27] are not shown due to a too
small number of counts.

We have verified that for each bin and energy channel in Taldleh& null hypothesig/
becomes accepted for all subintervals since now the dispens livetime has been reduced,
i.e. the livetime in each subinterval is almost the same &mhemeasurement in the smaller
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Figure 7.5. Histograms of PET PHI32 proton counts in bin2 & 0.19,L. = 1.24) when the livetime
interval is subdivided in 5 equal subintervals. The prolitgtbihat the count histograms are Poisson
distributed increases in this cage.is now always larger than 5%. The histograms correspondiriget
intervals [0.16,0.21] and [0.21,0.27] are not shown duééotdo small number of counts.
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samples. This is the case even (&, L) bins where the hypothesi$ had to be rejected for the
total livetime interval. Note however that the valuefofs not always larger for the subintervals
than it was in the total livetime interval.

We demonstrated that the variations of the livetimes prietvenproton counts to be Poisson
distributed. Therefore, the deviations from the Poissatrithution should be attributed to the
non-constancy of the livetimes rather than to a variation @i p; over the sampling period
time.

7.4 Calculation of the mean countrate

There are different ways to calculate the mean countratéaglone month in a bin. The
guestion we try to answer now is which of these methods is & reliable when the livetimes
are not constant but are widely dispersed. Three differathods have been used to calculate
mean countrates and to test the effects of the division imétitne subintervals on the evaluation
of the mean countrate. The algorithms of these three metireds

n  COUNTS

< CR1 > 7.4
" LIVETIMES' (7.4)
n _COUNTS

<CR2> = == LLEIMES, (7.5)
5
1 < CR2 >,

<CR3> = == . d (7.6)

)
j=11

wherej is considered inc CR3 > only if P > 5%.

< CR1 > Is the ratio of all counts over one month of time and the surhefitvetimes over
the same period of time< CR1 > Is generally used when the livetimes are not constant.

< CR2 > Is the average of countrates for each individual measureriée histograms of
these countrates are shown in Fig. 7.2. It can be seen that#part even more significantly
from Poisson distributions than the histograms of courdsvshin Fig. 7.3. Note that the number
of elementary arithmetic operations involved in the caltoh of < CR2 > is larger than for
< CRI1 >.

< CR3 > Is an average of countratesCR2 >; calculated for 5 subintervals of livetimes.
When the number of measurements in a subinterval is lowerXBathe sample is statistically
not significant and® can not be calculated with th¢ test. In this case, the subinteryaik not
considered, as well as subintervals wheye< 5%.

The results obtained for detector PHI32 are given in Tak?e The countrate values of
< CR2 > are not always larger than those obtained witfCR1 > as in this example. The
differences betweert CR1 > and< CR2 > are generally small. A method to evaluate the
difference between these two values of the mean countréateasalyse whether the value of
< CR1 > is located inside the confidence interval<ofCR2 >. < CR1 > is generally inside
a confidence interval of 90% ef CR2 >.
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Table 7.2.Mean countrates calculated by different methods for theatet PHI32 during July 1994

Mean countrat¢s—!) | Bin1 Bin2 Bin3 Bin4 Bin5 Bin6
< CR1 > 123 215 207 912 244 0.196
< CR2 > 13.3 225 211 966 256 0.196
< CR3 > 125 225 215 948 252 0.183
< CR2; > 142 241 212 131 3.18
< CR2; > 10.7 225 226 9.8 290
< CR23 > 125 210 201 837 242 0.117
< CR24 > 222 658 214 0.248
< CR25 > 195 0.185

P (%) 17 50 42 78 72

Py (%) 44 99 36 66 62

P; (%) 73 64 78 39 21 45
Py (%) 89 65 75 62
Ps (%) 47 8

The mean countrates calculated for one month when thereetnterval is divided in
smaller subintervals are represented<byCR2; >. Note that the subdivision of the livetime
interval in equal subintervals modifies the mean value otthentrate in each subinterval. The
value of < CR3 > always remains in the 90% confidence interval of the coumtritcan be
seen that the subdivision of the livetime interval does mastically modify the value of the
calculated mean countrate.

Since the differences between CR1 > and< CR2 > or < CR3 > do not generally
exceed 5% ok CR1 >, we conclude that any of these three methods can be usec:toniet
the particle flux with an accuracy better th@h. But since< CR1 > is the simplest and fastest
to compute, we recommend this method to obtain the mean radentt cumulates the counts
over a long active time during which a large number of courdgiatected. It is also the easiest
method to apply.

< CR2 > Represents the mean of individual countrates. It can giase fvalue of the
real mean countrate when the time period to calculate thexma&lae is too short. Indeed, in
regions where fluxes are large, the livetimes become verst sind many observed numbers
of counts are then equal to zero. With theCR2 > method, the zero counts have the same
weight independently of their associated livetime CR3 > Permits to give different weights
to the zero counts as a function of the livetime but is rathenleersome to compute. For a
sufficiently long period like one month, the three differemthods give approximately similar
mean values. But this may become more critical for shortaoge of time, i.e. when the total
number of counts over the period of observation shrinks tallsralues.
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Figure 7.6. Differential unidirectional spectrum in the @(L) bins shown in Fig. 7.1. The spectra
obtained with the PET measurements are represented by miilsfar July 1994. The crosses correspond
to the spectrum obtained with the AP-8 empirical model aididhy 4.
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7.5 Energy spectra

We have calculated the mean count rate during one month @itiR1 > for each of the
15 PET energy channels. We then divided the mean count rateebinterval in energy of
the considered channel and by the geometric factor to datertne differential unidirectional
energy spectra measured by PET in all&5 L) bins. The spectra are shown in Fig. 7.6 for the
month of July 1994 (diamonds).

A peak is observed in all bins at about 100 MeV. This poputat®opresent during more
than one year and slowly decreases. This feature is abs#m umidirectional spectra of the
AP-8 model, which are superimposed as crosses in Fig. 7.6. A8 unidirectional fluxes
in each bin are obtained from the omnidirectional flux givgrtliee AP-8 model by dividing
them by4r, although the proton flux is generally not isotropic in theiation belts. Moreover,
the low altitude fluxes are subjected to important variatidaring unpredictable solar flare
particle events and periods of large solar activity levelttgat observed spectra can be very
different from those given by the model. The peak appearnogral 100 MeV on the energy
spectra obtained with the PET measurements is an integdetiture which may correspond to
an additional population of high energy protons injectethminner belt before July 1994. A
more specific study would permit to explain the peak in thespebserved by PET.

7.6 Conclusions

Histograms of proton counts have been compared with Podistributions. We have found
that the distributions of counts are sometimes very diffefeom expected Poisson distribu-
tions, especially in regions of low and B values where the gradients of counts and fluxes are
important. We have shown that this feature is linked to theabadlity of the livetimes. The
livetimes of the detector PET on the satellite SAMPEX areamuitstant but depend on the flux
of electrons and protons penetrating into the particlestalpe. The livetimes can become very
small in the South Atlantic Anomaly due to the large numbédrslectrons rapidly saturating
the detector. The evaluation of the mean countrates is tfieated by errors on the count
measurements and on the livetime measurements. By sulbdjitite range of livetimes in 5
smaller subintervals, we have reduced the livetime dispersrhe null hypothesis that count
histograms are Poisson distributed is then better satisfied

The results summarised in Table 7.2 indicate that differe@thods to calculate the mean
countrates and to determine flux of particles lead nearlyr¢osame value. The first method
generally used when the livetimes are not constant canydadelised to determine the particle
flux although the third, more sophisticated but more cundaes method should in principle
be preferred from a statistical point of view. For none of sedied cases with a sufficient
number of events did we find significant differences.
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Chapter 8

Mission and detector description

J.D. Winningham, SwRI, Texas, PI for the PEM instrument om tlARS mission, was ap-
proached by the TREND project manager, in April 1995. At tirae the PEM data had to be
recalibrated, and the software to retrieve and process ARRSJdata had to be reprocessed to
run with the VMS operating System installed at BIRA/IASB.a8ber et al. (1996) outline the
capabilities as well as the limitations of the PEM-UARS dsgafor the construction of a new
radiation belt models for energetic trapped protons.

In 1996, M. Kruglanski visited SwRI, Texas, to examine thévPiata and to get familiar
with the existing data processing software running ther8wmstations. Thanks to the efficient
collaboration of the whole PEM team at SwRI, and especidlig.d~rahm, we have been able
to transfer two years of PEM data to BIRA/IASB via FTP. Preqassing of these data had to
be done on the SwRI computer facilities due to computer Qipgy&ystem incompatibility.

Unfortunately, the PEM detectors directional responsesifgetric factor) to energetic pro-
ton has not been obtained from Lockheed Palo Alto Researbbrhtory. Therefore, we had
to make an educated guess to determine the sensitivity afdteztors for different angles of
penetration of the energetic protons. This limits to sontergxhe validity of the radiation belt
model obtained from the UARS data.

8.1 The UARS mission

The Upper Atmosphere Research Satellite (UARS) was lauhohéhe space shuttle Discovery
on 12 September 1991 into a near circular orbit at 585 km Wwithinclination. It operated
almost continuously until April 1995 after which time the MEoverage was considerably
reduced. The satellite is three-axis stabilized and coa#the local times in approximatively
36 days. About every 34 days, the spacecraft reversesitigdatby a 180-rotation around its
vertical axis (Reber 1993, Reber et al. 1993). A line dravahthe UARS spacecraft including
the placement of the various experiments is presented ir8Flg The spacecraft has a length
of 10.7 m and a total mass of 6,540 kg.

The goal of the UARS mission was to understand the chemdsnamics, and energy bal-
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UARS OBSERVATORY
PEM / ZEPS

SSPP
» SOLSTICE
» SUSIM

PEM / AXIS

HALOE
PEM /NEPS
Figure 8.1. Line drawing of the UARS observatory showing the placemdnhe various instruments.
The proton and electron sensor are designatedE/ZEPSandPEM/NEPS

ance above the troposphere as well as the coupling betwesa fitocesses and atmosphere
regions. The ten experiments onboard UARS, listed in TaldlerBeet these objectives. Four
experiments (CLAES, ISAMS, MLS and HALOE) are devoted to suza the altitude profiles
of chemical species. Two experiments (HRDI and WINDII) aesated to measure the atmo-
spheric winds. Three experiments (SOLSTICE, SUSIM and ADRAre devoted to measure
the energy inputs from the Sun. One experiment (PEM) is @éelvti measure the energy in-
put to the upper atmosphere contributed by the flux of chapgeticles penetrating into the
Earth’s magnetosphere. More extensive information carobed in the dedicated sections of
the Geophysical Research Letters (Reber 1993, and folippapers in the same issue) and
of the Journal of Geophysical Research (Reber et al. 199Bfadlowing papers in the same
issue).

8.2 Particle Environment Monitor

The Principal Investigator (PI) of the Particle Environrhbtonitor (PEM) experiment is J.D.
Winningham of the Southwest Research Institute (SwRI) &edcbllaboration includes more
than thirty scientists from seven institutes. The main cibje of the PEM experiment is to
provide comprehensive measurements of energy inputdiatBarth’s atmosphere by energetic
particle precipitations (Winningham et al. 1993, Sharlteale1993). The four instruments
which are part of the PEM experiment are listed in Table 8.2.
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Table 8.1.List of the UARS experiments

CLAES Cryogenic limb array etalon spectrometer

ISAMS Improved stratospheric and mesospheric sounder
MLS Microwave limb sounder

HALOE Halogen occultation experiment

HRDI High resolution doppler imager

WINDII Wind imaging interferometer

SOLSTICE Solar/stellar intercomparison experiment

SUSIM Solar ultraviolet spectral irradiance monitor
ACRIM Active cavity radiometer irradiance monitor

PEM Particle environment monitor

Table 8.2.List of the PEM instruments

AXIS  Atmospheric X-ray imaging spectrometer
HEPS  High-energy particle spectrometer
MEPS Medium-energy particle spectrometer
VMAG Vector magnetometer

The AXIS instrument consists of an array of cooled silicoted®rs. It measures the in-
tensities of bremsstrahlung X-rays that are generated hengetic electrons penetrate the
atmosphere.

The HEPS instrument consists of six silicon detector telpes and two surface barrier de-
tectors. These detectors measure protons in the energy framg 0.1 to 150 MeV and electrons
from 0.03 to 5 MeV.

The MEPS instrument is made of eight divergent plate elstdtic analyzers. They measure
particles in the energy range from 1 eV to 32 keV.

The VMAG instrument is a boom-mounted three-axis fluxgatgmetometer. Each sensor
has a dynamic range €65, 000 nT with a resolution of 2 nT and has the capability to measure
disturbances in the field in the frequency range 5-50 Hz.

The HEPS and VMAG instruments of the PEM experiment provigead opportunity to
study the proton radiation belt at low altitude to an enerf¥5® MeV. From here on, we will
focus on the HEPS instrument of the PEM experiment and ealhecn the detectors dedicated
to the high-energy protons.
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Table 8.3.Characteristics of the HEPS detectors

Detectorname  Angle  Electron energy range Proton energyerarGeometric factor

[degrees] [MeV] [MeV] [cn? sr]
HEPS1/T1 +45 0.03-5.0 0.5-150.0 0.54
HEPS1/T2 +15 0.03-5.0 0.5-150.0 0.54
HEPS1/LEP +15 none 0.1-05 0.07
HEPS2/T1 +90 0.03-5.0 0.5-150.0 0.54
HEPS2/T2 -15 0.03-5.0 0.5-150.0 0.54
HEPS2/LEP -15 none 0.1-05 0.07
HEPS3/T1 +165 0.03-1.5 none 1.53
HEPS3/T2 -165 0.03-1.5 none 1.53

8.3 The HEPS instrument

The technical information on the HEPS telescopes presémtiis section is mainly collected
from Winningham et al. (1993) and Sharber et al. (1996).

The HEPS sensors were supplied by Lockheed Palo Alto Réskabmratory. They consist
of six solid state telescopes and two low-energy proton (Lde#Rectors. They are structured
into three independent units (HEPS1, HEPS2 and HEPS3) aasureshigh energy protons and
electrons in different viewing directions. They are alusited in the vertical plane that contains
the spacecraft velocity vector. Four of the telescopesiamtito LEP detectors measure locally
downcoming protons and electrons while the two other teless measure locally upcoming
electrons. The viewing direction, the energy range and duargetric factor of the eight detec-
tors are listed in Table 8.3. The direction of each detestspecified by the angle from zenith
to nadir in the local vertical plane. The field of view38°. The uncertainties in the geometric
factors are 2.5% for the HEPS1 and HEPS2 telescopes, 1.5%ddiEPS3 telescopes and
3.5% for the LEP detectors.

For the study of the proton radiation belt, only the four $etgpes HEPS1/T1, HEPS1/T2,
HEPS2/T1 and HEPS2/T2 are useful. Except for their orientathese telescopes are identical.
The HEPS instrument operates continuously throughoutribieé o

The cross-sectional view of one of these four telescopesagns in Fig. 8.2. The silicon
detector D has a thickness of 2ph and measures low-energy protons and electrons. High-
energy electrons and medium-energy protons are stoppestéctdr E which is comprised of
two lithium-drifted detectors of a total thickness of 1 cnetBctor E’ has a thickness of 0.3cm
and differentiates medium-energy protons from the highestbn energy range. It also rejects
particles penetrating from the back direction. Around ttexleed E detectors lies a system
of annular detectors (A) with a thickness of 0.1 cm. Thisaystejects high-energy particles
entering from the sides.

Signals from the D and E detectors are pulse-height analipedtaneously by fast analog-
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Figure 8.2. Diagram of the HEPS1 and HEPS2 telescopes showing the detacangements, pream-
plifier board location, and collimator look angles definethwespect to the zenith direction

to-digital converters. Logic analysis of the pulses by tbmcidence/anticoincidence circuitry
distinguishes electrons from protons and accumulateseghégyht distributions in memory.
The fast parallel processing allows pulse analysis ratesach telescope of approximately
100,000 events per second. A microcomputer controls thenaglation of signals to form
a 32-step logarithmic energy spectrum every four secondshéelectron channels and every
16 s for the proton channels. This compression introducasnaertainty which varies from
3.1% at low count rates to 1.7% at higher count rates, and gum@d.0% at extremely high
countrates.

For high-energy protons, a pre-flight calibration of the FERstrument was done on the
88-inch cyclotron of the Lawrence Berkeley Laboratoriehe Energy range was from 6 to
55 MeV. In the South Atlantic Anomaly (SAA) region, it is pdsie to obtain count rates high
enough to be influenced by the processing rate capabilityeoHEPS counting. Therefore, the
livetime as a function of counting rate was also measureshguhne preflight calibration. This
livetime was evaluated with a set ¥Sr and®** Tl beta sources.

Two types of in-flight calibration are also executed peradly to monitor the instrument
performance. The first type corresponds to an electronisgpulalibration mode where fixed
amplitude pulses are applied to the input of the amplifierafhedetector. This calibration
mode tests the logic functions as well as the gain and resolut the energy detectors. The
second type of in-flight calibration utilizes a we&kAm alpha source mounted within the
HEPS instrument. The energy of the most intense alpha lid8 (8eV) is above the range of
the normal operating mode, so that the background interéer&om the sources is minimized.
This calibration provides an absolute gain calibratiorhef® proton detector and the E electron
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Table 8.4. Differential number flux uncertainties for protons from 5180 MeV

Counts/accumulation interval Measurement uncertainties

2 74.3
10 38.9
31 29.0
32 28.9
102 24.9
103 23.1
10* 22.8
10° 24.7

detector during the UARS mission. Based on the two in-fligitibcations, a compensation to
an electronic drift may be initiated by a ground command.

The quality of the HEPS data is influenced by the compressi@acoumulated data, the
adjustments for dead time and the removal of a temperaepertient background. The uncer-
tainties on the differential number flux for protons from 3.&0 MeV as a function of the counts
per accumulation interval are presented in Table 8.4. Atdowunt rates, the uncertainties are
dominated by Poisson statistical errors. At higher coutetsiathe uncertainties are dominated
by uncertainties on the energy channel widths of the pro&teadors. At very high count rates,
the uncertainties are also influenced by the errors on the: titea correction.

8.4 Data archive

The UARS data are archived at SwRI in a set of files jointlyezhlan Instrument Data File
Set (IDFS). The IDFS includes the data as well as a certairuatmaf metadata in order to
convert telemetry values to various engineering and séiennits. For a given instrument,
the information stored into an IDFS contains the telemefrthe sampled data, ancillary or
engineering telemetry and a large quantity of informatidthall sorts of calibration and timing
factors. This last type of information does not necessaniye from the spacecraft telemetry.

The archived data are accessed through a client/servensydthe server subsystem pro-
vides the interface between the archive and the client stésy The nature of the archive
devices is hidden from the server and therefore the arclamesgist on different types of me-
dia. On the client side, programs based on the IDFS librapn@alez 1996) have to be used.
The Southwest Data Display and Analysis System (SDDAS) example of such a program.
It allows to easily display scientific data as a function afi¢i For other application, specific
programs have to be written.

The server subsystem is common to different satellite immssand to different experiments.
Therefore, all the data are organised in terms of missidel|lge, experiment, instrument, vir-
tual data class and sensor where the virtual data class iE& tAtegory that allows organiza-
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Table 8.5. List of the UARS sensors used from the IDFS database

a) Experiment PEM, instrument VMAG, virtual VMMA

Sensor number Unit number Description
00 5 (Gauss) x-component of the magnetic field in the spaftecra
coordinate system
01 5 (Gauss) y-component of the magnetic field in the spaftecra
coordinate system
02 5 (Gauss) z-component of the magnetic field in the spaitecra

coordinate system
b) Experiment PEM, instrument HEPS, virtual HPSB

Sensor number Unit number Description
02 20 [cnts/(crisrseV)] proton detector EP1 of the telescope HEPS1/T2
03 20 [cnts/(crisrseV)] proton detector EP2 of the telescope HEPS1/T2
05 20 [cnts/(crhsrseV)] proton detector EP1 of the telescope HEPS1/T1
06 20 [cnts/(crisrseV)] proton detector EP2 of the telescope HEPS1/T1
09 20 [cnts/(crhisrseV)] proton detector EP1 of the telescope HEPS2/T2
10 20 [cnts/(crisrseV)] proton detector EP2 of the telescope HEPS2/T2
12 20 [cnts/(crisrseV)] proton detector EP1 of the telescope HEPS2/T1
13 20 [cnts/(crhisrseV)] proton detector EP2 of the telescope HEPS2/T1
c) Experiment OAUR, instrument OAUR, virtual OAUR
Sensor number Unit number Description
20 5 (nodim.) element;; of the rotation matrix between the
spacecraft and GEI cartesian coordinate systems
21 5 (nodim.) elemenisy;
22 5 (nodim.) elements;
23 5 (nodim.) elementy
24 5 (nodim.) elemeniss
25 5 (nodim.) elements,
26 5 (nodim.) elemeni;
27 5 (nodim.) elementys
28 5 (nodim.) elemeniss
29 6 (km) x-component of the spacecraft position in GEI
30 6 (km) y-component of the spacecraft position in GEI
31 6 (km) z-component of the spacecraft position in GEI

tion of different sensors. For the present purpose, theiomsd satellite names are UARS
and UARS1, respectively. The experiments called PEM and RAbvide the useful infor-
mation for proton radiation belt studies. The OAUR expenbtworresponds to the ephemeris,
i.e. the position and attitude of the UARS satellite. The P&eriment includes the VMAG
and HEPS instruments. These instruments measure the nafielet vector and the proton
differential flux. The list of sensors useful to study thetproradiation belts and their units is
shown in Table 8.5.
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Table 8.6.Possible value of the IDFS quality indicator for the magnetter and proton detectors

a) Quality variable for the magnetic field components

Value Description

0 No fill data

1 Fill data

2 CRC error, data questionable

3 Fill data and CRC error
b) Quality variable for the telescope proton detectors
Value Description

0 No fill data

1 Fill data with energy sweep
2 Possible fill data with energy sweep

4 Fill and possible fill data with energy sweep
8 Solar contamined sensor

16 Exceeded total count for telescope
32 Exceeded total count for sensor
64 Unknown state, not enough information

For each sensor, a variable indicates the quality of the dzeaerally, this quality variable
is bit oriented and a zero value means good quality. The plesgalues of the quality indicator
for the magnetometer and proton detectors are listed ireTabl



Chapter 9

Data processing

To build a new proton radiation belt model, the processintnefUARS/PEM proton telescope
data is realized in two separate steps. During the first stefhe basic data are retrieved from
the IDFS file. The basic data include, for each point, the tifn@measurement, the geographic
location of the spacecraft at this time, the telescope tatem and the particle fluxes for differ-

ent energies. The second step consists of ordering therdegems of geomagnetic coordinate
systems.

9.1

Data retrieval

The first step is achieved by a C prograpeinextr.c ) that calls specific IDFS routines. The
algorithm of the program is the following:

select a time interval and a HPSB sensor number;

check and promote the IDFS files for the given time interval;

read successively each record of the virtual class HPSB;

convert the raw data to scientific unit and get the time of meament;

randomly access the virtual classes VMMA and OAUR to deteenthe magnetic field
vector, the spacecraft location and the spacecraft agtiitithe time of measurement;

check the different quality variables to reject bad data;

compute the components of the magnetic field and the direofithe particle velocity in
the GEI coordinate system;

store the data in an ASCII file for retrieval.
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During the promotion phase, the SwRI server is contactedlamdeeded IDFS files are auto-
matically downloaded by an FTP session.

As input, the progranpemextr.c reads a text file calledens.dat that contains the
telescope code (2, 5,9 or 12 for HEPS1/T2, HEPS1/T1, HERS/HEPS2/T1, respectively),
the year and day number of the first date to be retrieved, angi¢hr and day number of the
last date to be retrieved. Each information has to be setmarate lines.

As output, the programpemextr.c  produces a text file the name of which has the form
JyydddScc.NEW whereyy andddd are the last two digits of the year and the day number
of the first date, and;c is the telescope code. Except the two first lines of the fileh ¢iae of
the text file is related to a single flux measurement. Eachitiokeides the date (year and day
number) and Universal Time (in degrees) of the measurerttenGEI cartesian coordinates of
the UARS spacecraft (in km), the GEI cartesian componendshairmalized vector pointing to
the mean particle velocity direction, the GEI cartesian ponents of the measured magnetic
field vector (in Gauss) and a 16-point proton flux spectrunuifcs/(cni srs eV)].

In the virtual class HPSB the flux spectrum measured by edebcigpe is spread over dif-
ferent sensors. The sensors DP and EP1 contain eight pditits spectrum while the sensor
EP2 only contains seven points. For the sensors EP2, a durhamnel (with an energy of
2500 MeV) has been added into the IDFS files in order to getaheesnumber of energy chan-
nels in each sensor. Since we are interested in the highyepsstpns, i.e. above 5MeV, only
the two sensors EP1 and EP2 are taken into account, whicldpsoa 15-point flux spectrum
for each of the four proton telescopes. The central eneagidghe energy widths for the four
proton telescopes are listed in Table 9.1.

9.2 Geographic and geomagnetic coordinates

To make easier the following steps of the data processimt), teat file produced by the program
pemextr.c istransformed in two different IDL binary files with the samsme but extentions
‘.eph "and “flx ’; the two files contain ephemeris data and flux data, resgsgtiThe flow
chart of this transformation is illustrated on Fig. 9.1.

The ephemeris data includes the time of measurement (infddulian Day), the geocen-
tric and geodetic coordinates of the spacecraft, the spdl€6EO components of the normalized
velocity vector and of the measured magnetic field vectonedsas geomagnetic data obtained
with the geomagnetic field model IGRF 90 (updated to 1992) geomagnetic data include
the IGRF magnetic field vector, the local normal vector torttagnetic field line, the pitch an-
gle and azimuthal angle of the particle velocity, Mcllwaiparametef,, the geocentric altitude
of the lowest mirror point on the magnetic field line passingtigh the spacecraft location,
the magnetic field intensity at the local guiding center o0 M&V protons and Mcllwain’s
parameter. evaluated at this guiding center.

This transformation is achieved by the IDL prograsrsprocess.pro . The program

automatically transforms all the text files with the extemsi.new . When a text file is pro-
cessed and the two files with extensioreph " and ‘.flx ' are created, the extension of the
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Table 9.1.Proton energy (MeV) channels of the EP1 and EP2 sensors bfERS detectors

HEPS1/T2 HEPS1/T1 HEPS2/T2 HEPS2/T1
Centre Width Centre Width Centre Width Centre Width
6.7 1.5 6.2 1.3 6.6 1.5 6.1 1.3
8.0 1.2 7.4 1.1 7.9 1.2 7.3 1.1
9.9 2.6 9.2 2.5 9.7 2.4 9.1 2.5
12.5 2.7 11.7 2.7 12.4 2.9 11.6 2.7
16.0 4.2 15.1 4.2 15.9 4.2 15.1 4.2
21.7 7.2 20.8 7.2 21.7 7.2 20.8 7.2
29.0 7.3 28.1 7.3 29.0 7.4 28.0 7.3
37.9 10.4 36.9 10.4 38.3 10.4 36.9 10.4
50.9 8.9 49.5 14.6 50.8 8.9 51.8 10.1
61.7 12.9 64.1 14.6 61.7 12.9 64.1 14.5
77.9 19.4 82.7 22.6 77.8 194 82.7 22.7
99.3 23.6 108.2 28.5 99.4 23.7 108.4 28.6
120.3 18.3 1341 23.4 120.0 18.2 134.2 23.1
135.3 11.9 1534 15.1 135.3 11.9 153.3 15.3
148.4 14.8 168.0 14.0 1484 14.2 168.0 14.0

text file is changed to.pem’. The programuarsprocess.pro makes use of th&JNI-
RADlibrary (see Technical Note 10) to evaluate the differemtrgagnetic data. The pro-
gram also modifies the content of files callgab02.dsc , pub05.dsc , pub09.dsc and
publ2.dsc . These files contain the list of theeph "and ‘.flx ' files for the four telescope
HEPS1/T2, HEPS1/T1, HEPS2/T2 and HEPS2/T1, respectivéig format of files with the
extensions.eph ’, “.flx "and ‘.dsc ’is described in Appendix A.

The algorithm of the programarsprocess.pro is the following:

e select all the text files with a name of the fodyydddScc.NEW ;

e read successively each text file;

e transform the satellite location and the different vectorthe spherical GEO coordinate
system;

¢ evaluate the geomagnetic data by usinguidRADIlibrary;

build a formatted header for theeph *and “.flx ’files;

write the ephemeris and flux files;

modify the content of the.dsc  file;

rename the extension of the text file.
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IDFS
HPSB, VMMA, OAUR

<

JyydddScc.new

= JyydddScc.pem

uarsprocess.pro

JyydddScc.eph =}

Y

e

JyydddScc.flx [~

Figure 9.1. Flow chart of the transformation of IDFS files inteph "and “.flx ’files

Note that the program modifies but does not create the fowrdue02.dsc , pub05.dsc
pub09.dsc , andpubl2.dsc which contain the list of all the processedph "and “.flx
files.

9.2.1 Cleaning of the data sets

Not all the records in the data files are valid. In theph ° files, a quality flag is associated to
the ephemeris to identify bad records which will not be ideld in the model. The rejection
criteria are the following:

1. when the IDFS quality variable associated to the HEPSteteindicates data filling or
contamination or overflow of the sensor (see Table 8.6);

2. when the IDFS quality variables associated to the spaftegghemeris indicate that data
is incorrect;

3. when the IDFS quality variable associated to the magnetemmindicates data filling or
guestionable data (see Table 8.6);
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4. when the Mcllwain parameter cannot be determined byJRERADIibrary;

5. when the magnetic field vector measured by the VMAG magneter strongly differs
from the magnetic field vector obtained from the IGRF magnigtid model.

The first three criteria are related to the IDFS quality Malea. They correspond to problems
which occured onboard the spacecraft or during the telgnsessions. The criterion related
to the Mcllwain parameter rejects data points whens not defined, e.g. above the polar cap
where the magnetic field lines are not closed. The last mies discussed below.

During the data processing, the magnetic field veB9or;,¢ as measured by the VMAG
magnetometer is only used to validate the data. Recordspreted wherBy,a¢ deviates
significantly from the magnetic field vectd;rr Obtained from the magnetic field model
IGRF, epoch 1992. The deviation is quantified by the two nusbg and Az defined by

Bvyac - Bigrr
cos \y = 9.1
’ Byaiac Bigrr (®-1)
and B B
Ay = IGRF — DVMAG 9.2)
Byvaiag

Records are flagged as bad when Ay < 0.99 or |Ag| > 0.03. The limits oncos Ay and
Ap to rejecting data have been chosen such that they accepatadldctuations but reject
suspicious data.

In Figs. 9.2 and 9.3, the fluctuations 4f and Ay are illustrated for a time period of 48
hours starting 1 November 1991 and 3 November 1991, respBctiOn each figurep\, and
Ap are represented as a function of time. The polar and azirharigge of detector HEPS1/T1
are also given. The polar angle is measured from zenith to- aad the azimuthal angle is
measured from North to East in the local horizontal plandadit figures Ay andA iz generally
take values around’@nd zero, respectively. Nevertheless, in Fig. A2 deviates drastically
from its normal value during 10 hours. During the same tirhe,folar angle of the telescope
also deviated from its nominal value (35This behaviour is explained by corrupted data in the
IDFS description of the spacecraft attitude. Note thatesioialy the attitude data is corrupted,
A p remains near zero during this period of 10 hours. The IDF3itgueriables associated to
the spacecraft attitude warn about the data corruptiomduhie first part of this 10-hour period.
But for the end of this period where the HEPS1/T1 polar angbbiout 135, the IDFS quality
variables indicate the attitude data as correct. This praldan be due to a bad transmission
from the Satelite Capture Facility. In the case of Fig. 92, ¢riterion on the magnetic field
vector comparison patchs this problem and rejects all dscofrthe 10-hour period. One should
note that the case of Fig. 9.2 is the only one where such aniertbe attitude data has been
found. SwRI has been notified of this problem.

In Fig. 9.3, a 180rotation of the spacecraft occurs during the displayed pereod. During
the full time period, the fluctuations af, and Az remain inside their nominal limits and the
data are therefore not rejected. Nevertheless, the fliothisabf AB and A appear to be
correlated to the spacecraft orientation. The correlatiernaps indicates the presence of a
systematic error in the calibration of the magnetometen ¢thé processing of its data.
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Figure 9.2. Deviation between the magnetic field vector measured by dgnetometer VMAG and the
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Figure 9.3. Deviation between the magnetic field vector measured by tgnetometer VMAG and the
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9.3 Geometric factor correction

The HEPS proton flux values included in the IDFS database b@®e obtained from constant
geometric factors that do not take into account the vanaticthe proton flux over the opening
angle of the detector. In other words, the flux values areidtaunder the assumption that
the detector is perfectly shielded and that the pitch anigkeiloution of the proton flux over its
opening angle is isotropic. Since, at low altitude, the @ndtux is strongly anisotropic, correc-
tions have to be applied to the geometric factors. Indeedatiual counting rates result from
the convolution of the proton fluxes by the directional resgfunctions(w) of the detector,
as shown by Eqg. (3.4) in Sect. 3.1.

The available PEM documentation does not include the dmeak responses of the HEPS
detectors (more information has been requested from thedowf the instrument, Lockheed
Palo Alto Research Laboratory). The nominal field of view \§@f the HEPS detectors is
equal to30° but detailed analysis of the flux measurements shows thagftbetive FOV is
larger and that the HEPS directional response functiomested ~ 60° for 100 MeV protons.
This FOV analysis is reported in Sect. 10.2.

Due to the large FOV and the lack of an experimental respansgibnhi(w) of the HEPS
detectors, only measurements corresponding to a locdl grtgle equal t60° + 10° have been
used to build the UARS trapped proton model. Indeed, sineepttth angle distribution is
peaked at 9Q when the local pitch angle is about°9@nost of the protons penetrate into the
detector at an angle within the nominal FOV and Eq. (3.4) peeked to be well approximated
by Eq. (3.1), i.e. the geometric factor correction shouldsbeall. Therefore, only a simple
correction algorithm is applied. It should be kept in mindittit is not an ideal procedure to
obtain fully reliable trapped proton fluxes from the PEM expent. This situation jeopardizes
the validity of the obtained radiation belt model.

The correction algorithm is described in Sect. 10.3; it iyy\&@milar to the algorithm applied
to the AZUR and SAMPEX data.

9.4 Data binning

The proton UARS data are sorted in 15 energy bins, 30 Mclims and 45 equatorial pitch
angle bins. The bin limits in energy correspond to the liroitshe energy channels of each
telescope (see Table 9.1). The bin limits in Mcllwdimparameter and in equatorial pitch angle
are listed in Table 9.2. The table also includes a refereatge\for each bin. Note that the
reference value of bins generally corresponds to the migevaf the bin limits, except for the
outer bins (where the reference value is set to the outet)liftom L = 1to L = 1.2, the
width of the L bins is setto 0.0Rg. FromL = 1.2 to L = 1.6, the value of thd.-bin widths

is set alternatively to 0.01 and 0.@%4. The alternation between small and large widths above
L = 1.2 allows to get narrow bins without a too excessive number $.bFroma, = 37° to
82°, the width of the equatorial pitch angle bins is set td 1Butside this range the widths are
larger.
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Table 9.2.Bin limits (L, ag)

DATA PROCESSING

Mcllwain L parameter

Min.

Max.

Ref.

Equatorial pitch angle

Min.

Max.

Ref.

O©Coo~NOOUThA~,WNE

1.00000
1.09500
1.10500
1.11500
1.12500
1.13500
1.14500
1.15500
1.16500
1.17500
1.18500
1.19500
1.20500
1.24500
1.25500
1.29500
1.30500
1.34500
1.35500
1.39500
1.40500
1.44500
1.45500
1.49500
1.50500
1.59500
1.60500
1.69500
1.70500
1.79500

1.09500
1.10500
1.11500
1.12500
1.13500
1.14500
1.15500
1.16500
1.17500
1.18500
1.19500
1.20500
1.24500
1.25500
1.29500
1.30500
1.34500
1.35500
1.39500
1.40500
1.44500
1.45500
1.49500
1.50500
1.59500
1.60500
1.69500
1.70500
1.79500
1.80500

1.00000
1.10000
1.11000
1.12000
1.13000
1.14000
1.15000
1.16000
1.17000
1.18000
1.19000
1.20000
1.22500
1.25000
1.27500
1.30000
1.32500
1.35000
1.37500
1.40000
1.42500
1.45000
1.47500
1.50000
1.55000
1.60000
1.65000
1.70000
1.75000
1.80000

0.0000
7.5000
12.5000
17.5000
22.5000
27.5000
31.0000
33.0000
35.0000
37.0000
38.5000
40.0000
41.5000
43.0000
44.5000
46.0000
47.5000
49.0000
50.5000
52.0000
53.5000
55.0000
56.5000
58.0000
59.5000
61.0000
62.5000
64.0000
65.5000
67.0000
68.5000
70.0000
71.5000
73.0000
74.5000
76.0000
77.5000
79.0000
80.5000
82.0000
84.0000
86.0000
88.0000

7.5000
12.5000
17.5000
22.5000
27.5000
31.0000
33.0000
35.0000
37.0000
38.5000
40.0000
41.5000
43.0000
44.5000
46.0000
47.5000
49.0000
50.5000
52.0000
53.5000
55.0000
56.5000
58.0000
59.5000
61.0000
62.5000
64.0000
65.5000
67.0000
68.5000

70.0000
71.5000
73.0000
74.5000
76.0000
77.5000
79.0000
80.5000
82.0000
84.0000
86.0000
88.0000
90.0000

0.0000
10.0000
15.0000
20.0000
25.0000
30.0000
32.0000
34.0000
36.0000
37.7500
39.2500
40.7500
42.2500
43.7500
45.2500
46.7500
48.2500
49.7500
51.2500
52.7500
54.2500
55.7500
57.2500
58.7500
60.2500
61.7500
63.2500
64.7500
66.2500
67.7500

69.2500
70.7500
72.2500
73.7500
75.2500
76.7500
78.2500
79.7500
81.2500
83.0000
85.0000
87.0000
90.0000
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UARS/PEM Data density (Oct.—Dec. 1991)
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Figure 9.4. UARS/PEM data coverage in Mcllwaih parameter and equatorial pitch angle for the four
HEPS detectors. The solid lines delimit the area where tie ddntain 35 measurements per month, per
degree and pek-unit (year 1991)

The limit and reference values, listed in Table 9.2, as wsetha bin widths, are stored in the
text fileuarspem.lim . This file is common to all four detectors. Since the energnciels
differ slightly from one detector to the other, the valuestfe energy bins correspond to mean
values.

The (L, ap) mesh is represented on Fig. 9.4 as well as the data coveraglefour detectors.
The data coverage is given for the whole PEM data set cornesipg to the year 1991. The
solid lines correspond to iso-contours of 35 measurememtsipnth, per degree and peiunit
for the four different detectors. Equatorial pitch angleam90 degrees are encountered only
by the HEPS1/T2 and HEPS2/T2 detectorsfor. L < 1.2. The detector HEPS1/T1 offers
the largest coverage ih. The smallest coverage is obtained by the detector HEPSZ/hé&
observed difference in coverage between the detector iodbe restriction in local pitch angle
and the orbit of the UARS spacecraft (see Sect. 10.1).

The UARS proton data are processed separately for diff@enmds of time. Each year is
divided in three different periods of about four months. &dtowever, that for the year 1991,
there is only one single period of about three months. Duhedinning process, the values of
15 different quantities are calculated in each bin:

® ayg =), Fj;
[ ] al == Zl EALl,
o ay; = FilAay;
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[ ) agZZzEAtZ;
e ay,=>,1=N;

® a5 =) AL;;
o ag = >, Aay;;
® a7 = Zz Atz,

o as =Y ;(AL)?;

® ag = 3; AL;Aay;
o ayp = ; AL;At;

e a1 = ¥ (Aag)%

o a;p =y ,; Ao Aty;
o a3 = ,;(At)?

e ay =3, F2

For each quantity, the summation extends over all the datdsposide the bin limitsF;, AL;,
Aagy; And At; represent the observed flux, the deviation to the bin-rateyeof Mcllwain’s
parameter, the deviation to the bin-reference of the egahfmtch angle (in radians), and the
deviation to a time reference (in day), respectively.

The 15 values evaluated in all the bins are stored for eadctietin binary files, the names
of which have the fornyyyySddLx.bin  whereyyyy , dd andx represent the year, the
detector number (2, 5, 9 or 12) and the period label (a, b aespectively. The format of the
files is similar to the format of theéph ’and “.flx ' files and is described in Appendix A.
The binning of the data is achieved by an IDL program catieshing _data.pro

9.4.1 Flux at the reference points

The 15 calculated quantities allow to evaluate for each hinrmhean valueK{ = ay/N) and

standard deviationo( = \/(a14 - NFZ/)/(N — 1)) of the proton flux and also to take into
account the dependences of the fluxlgrny,, and time. The first order dependence of the flux
can be expressed by the linear equation

F =F +a; AL+ agAag + a; At (9.3)
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whereF is the flux value for the reference point of the bin. The patansé”, a;, a., anda,
can then be obtained by solving the equations:

ay = Fa4 + aras + a0 + azay
a, = ffa5 + arag + aga9 + aiaqg (9 4)
Ay = FCLG + ar,Qqg + AnQ11 + aia12 '
a3 = Far+apap + aga12 + aa13
An evaluation of the error ot is provided by the standard deviation
5 = \J 14 — FQN — CLL(FCL5 + al) - aa(ﬁag + CEQ) - at(ﬁay + CL3) (9 5)
B N —4 ‘ '

The flux F differs from the average fluk’ when

1. the bin-reference point does not lie near the centre dbitlye

2. the bin is not covered homogeneously by the satellite.

The last case occurs especially for bins located at the edge ¢, o) coverage (see Fig. 9.4).

9.4.2 Processing algorithm

To build a proton radiation belt model from the UARS data,geemetric factor correction and
the data binning has to be combined in an iterative procels. flow chart of this process is
displayed in Fig. 9.5.

The proton fluxes and geomagnetic coordinates are storée irveph *and “.flx ’files,
a catalog of which is stored in thedsc ' file. The flux data are sorted and binned by the IDL
routinebinning _data.pro according to mesh limits stored in the filgerged.lim . The
binned data are stored in @in '’ file. The IDL routinemerge _bin.pro  merges different
“.bin ’files.

For eachL value and energy channel of &in ’file, the IDL routinefit _mesh.pro fits
the proton flux with a 3-parameter function of the equatgitdh angle. The function is given

by

() = fo1 when oy < ape (9.6)
JNX) =N £01 + KE(1 4+ b€(1+b€))  when o > cvge '
wherefO1 is a constant fixed at0—2cm 2sr s !MeV !, ¢ is defined as

& = sinag — sin ag , (9.7)

anday., K, andb are the three parameters to be fitted. The routtne_mesh.pro allows to
modify interactively the different fit parameters and taoes parameters evaluated previously.
The whole set of fit parameters is stored inar ’file.
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JyydddScc.eph

binning_data.pro =3

merged.lim

correct_data.pro =1

—

V
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V

Figure 9.5. Flow chart of IDL procedures to produce thbih ', ‘.cor 'and ‘.res ’files

The geometric factor correction is applied by the IDL roatorrect _data.pro . This
routine makes use of the fitted proton fluxes to simulate thectier response and to evaluate
a corrected flux. The corrected proton fluxes are stored in.ttxe '’ files together with the
raw data. Afterwards, they can be accessed by the robtmmeng _data.pro  to iterate the
correction process. The flow path of the iterative proceskasvn in Fig. 9.5

The IDL routinestatistic.pro produces afes ’filefroma‘.bin ’file. The‘.res ’
file includes the values aF, o, F' andé for each bin of the mesh. This file has been used to
produce the figures of Sect. 10.4 as well as FORTRAN a block fdatinclusion in the TREP
software (see Technical Note 10).



Chapter 10

Proton PEM/UARS model

This chapter is devoted to the proton flux model derived fromHHEPS measurements. The
model is organized i/, L, anday. The model is limited in energy from 5 to 150 MeV, In
from 1 to 1.8 R, and in«, from 0 to 90. As already shown in Fig. 9.4, the whole space in
(L, ap) is not covered by the available and validated measurem@&his proton flux model is
related only to protons whose lowest mirror-point altitusldetween 500 and 585 km. This
limitation results from

1. the circular orbit of UARS which is at an altitude of 585 km:;

2. the restriction that the local pitch angle of the deteig@qual tad0° +10°, i.e. for nearly
locally mirroring particles.

Since, at low altitudes, the proton radiation belt is obsdronly in the SAA, the HEPS data
included into the model corresponds to protons mirroringhi; SAA close to the spacecraft
altitude. Since the particles whose drift shell is pasdmgugh the SAA also have their lowest-
altitude mirror point located in the SAA, this new model walbrrespond to protons with the
lowest altitude of their mirror points equal to or slightiyaller than 585 km.

10.1 Model coverage

The coverage of the proton PEM/UARS model has been preseng&ett. 9.4. This section is
focussed on the causes of this rather limited coverage.

In Figs. 10.1 and 10.2, the iso-contours of the Mcllwéiparameter and of the magnetic
field intensityB are represented at the altitude of the UARS orbit, respalgtiThe values o3
andL are calculated for the IGRF magnetic field model correspmmth epoch 1992. On both
figures, the dash-dotted curves indicate the location ofShA where the NASA AP-8 MIN
model predicts at 585km a proton omnidirectional integnat bf 500 s 'cm 2 for energies
above 10 MeV. From Fig. 10.1, it can be seen that the randeof the PEM/UARS model will
not exceed. = 2.

117
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Figure 10.1.1so-contours of., at 585 km. The dash-dotted line corresponds to an iso-comtbare the
AP-8 MIN omnidirectional integral proton flux above 10 MeVegual to 500s'cm 2 at 585km. The
figure demonstrates the limitatidh < 2 of the PEM/UARS model

Figure 10.2. Iso-contours of the magnetic field intensity at 585 km. Thghddotted line corresponds
to an iso-contour where the AP-8 MIN omnidirectional intdgoroton flux above 10 MeV is equal to
500s 'cm~2 at 585 km. The figure demonstrates the limitatiBp > 0.19 Gauss of the PEM/UARS
model
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Since the observed protons have their mirror points locatddle same altitude or below
the point of measurement, the magnetic field intensitigdayed in Fig. 10.2 correspond to the
smallest mirror-point magnetic field intensitiBg, for protons detected at 585 km altitude. The
values ofB,, in the PEM/UARS model will not be lower than 0.19 Gauss. Siteeequatorial
pitch anglex, is related toB,, and L by the relation

[0.311653
sin Qy = ﬁ s (101)

in the PEM/UARS model, the maximum valueaf will not reach 90 for L > 1.18. Note that
the data coverage in Fig. 9.4 is compatible with this statéme

Since the UARS spacecratft is three-axis stabilized, trentations of the four HEPS detec-
tors are only function of the spacecratft latitudd he field of view of the detectors are oriented
at various angles from the spacecraft zenith to nadir in thegxcontaining the spacecraft ve-
locity vector. The azimuth angle of this vertical plane igagi for the ascending leg of the orbit

by

10.2
cosl ’ ( )

whereA is measured from North to East in the local horizontal pld&fe.the descending leg of
the orbit, the azimuth angle is equalit®0° — A. The detector angles with respect to the zenith
are listed in Table 8.3. Since the spacecraft regularly eepeed a 180rotation around its
vertical axis, each HEPS detector may have four differeendations (4, A + 180°, 180° — A,
and360° — A) for every geographic location reached by the spacecrdferé&fore, for every
geographic location, each detector may see four differigch pngles.

The pitch angles seen by detector HEPS2/T2 as a functioneofelographic location are
displayed on Figs. 10.3-10.6. Figures 10.3 and 10.4 cayreb the ascending leg of the orbit
while Figs. 10.5 and 10.6 correspond to the descending liegrés 10.3 and 10.5 correspond
to a same orientation of the spacecraft. Figures 10.4 aGocb@respond to the orientation after
a 180 rotation. The corresponding plots for detectors HEPS1IARRPS1/T1 and HEPS2/T1
are represented on Figs. 10.7-10.10, 10.11-10.14 and-2M1B, respectively. Since the
PEM/UARS model is only based on measurements correspotwlagal pitch angles di0° +
10°, these 16 figures can be used to determine when the measuseanerusefull form the
model.

In the SAA, the detector HEPS2/T2 has a local pitch angleoéf+ 10° only when the
azimuth angle is equal td (Fig. 10.3) or360° — A (Fig. 10.6). In these cases, the Mcllwdin
parameter does not exceed 1.23. Since the detectors HEPSAATHEPS2/T2 are positioned
symetrically with respect to the zenith axis, the 180tation of the spacecraft switches the
field of view of these two detectors. Therefore, Figs. 10008110.9 and 10.10 are identical
to Figs. 10.4, 10.3, 10.6 and 10.5, respectively. Thushpmtrgles between 8@nd 100 are
reached in the SAA by the detector HEPS1/T2 when the azimgleds equal tad + 180°
(Fig. 10.8) or180° — A (Fig. 10.9) for the same values bf This feature explains the similarity
of the data coverage for both detectors HEPS1/T2 and HERS2/Hig. 9.4.
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Figure 10.3. Local pitch angle of the HEPS2/T2 telescope with azimutHeg(ascending leg). Only
the northern part of the SAA is covered by theange 90 + 10°.

Figure 10.4.Local pitch angle of the HEPS2/T2 telescope with azimutHedg+ 180° (ascending leg).
The SAA is not covered by the range 90 + 10°.
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Figure 10.5. Local pitch angle of the HEPS2/T2 telescope with azimutHeahg§0°® — A (descending
leg). The SAA is not covered by therange 90 + 10°.

Figure 10.6. Local pitch angle of the HEPS2/T2 telescope with azimutHeaff0° — A (descending
leg). Only the northern part of the SAA is covered by theange 90 + 10°.
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Figure 10.7. Local pitch angle of the HEPS1/T2 telescope with azimutHeang(ascending leg). The
SAA is not covered by the range 90 + 10°.

Figure 10.8. Local pitch angle of the HEPS1/T2 telescope with azimutHedg+ 180° (ascending leg).
Only the northern part of the SAA is covered by theange 90 + 10°.
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Figure 10.9. Local pitch angle of the HEPS1/T2 telescope with azimutHeahg§0° — A (descending
leg). Only the northern part of the SAA is covered by theange 90 + 10°.

Figure 10.10. Local pitch angle of the HEPS1/T2 telescope with azimutHeaB@0° — A (descending
leg). The SAA is not covered by therange 90 + 10°.
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Figure 10.11.Local pitch angle of the HEPS1/T1 telescope with azimutHewg(ascending leg). The
SAA is not covered by the range 90 + 10°.

Figure 10.12. Local pitch angle of the HEPS1/T1 telescope with azimutheng+ 180° (ascending
leg). The central part of the SAA is covered by theange 90 + 10°.
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Figure 10.13. Local pitch angle of the HEPS1/T1 telescope with azimutHeahg0° — A (descending
leg). A large part of the SAA is covered by therange 90 + 10°.

Figure 10.14. Local pitch angle of the HEPS1/T1 telescope with azimutHeaB@0° — A (descending
leg). The SAA is not covered by therange 90 + 10°.
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Figure 10.15.Local pitch angle of the HEPS2/T1 telescope with azimutHeadg(ascending leg). Only
the most southern part of the SAA is covered bydhgange 90 + 10°.

Figure 10.16. Local pitch angle of the HEPS2/T1 telescope with azimutheng+ 180° (ascending
leg). Only the most southern part of the SAA is covered bydhiange 90 + 10°.
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Figure 10.17.Local pitch angle of the HEPS2/T1 telescope with azimutHeahg0° — A (descending
leg). The SAA is not covered by therange 90 + 10°.

Figure 10.18. Local pitch angle of the HEPS2/T1 telescope with azimutHeaB@0° — A (descending
leg). The SAA is not covered by therange 90 + 10°.
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Figure 10.19.Iso-contours of the equatorial pitch angle whegs- 90° at 585 km. Equatorially mirroring
particles are observable only in the northern part of the SAA

For detector HEPS1/T1, when the azimuth angle is equdht®80° (Fig. 10.12) orl 80°—.A
(Fig. 10.13),L goes up to 1.7 when the local pitch angle is alsit+ 10° in the SAA. This is
the reason why the detector HEPS1/T1 provides the largerage in Fig. 9.4

Since detector HEPS2/T1 is perpendicular to the vertiaal &éxe 180 rotation of the space-
craft only reverses the look direction of the detector. €fae, the pitch angles in Figs. 10.16
and 10.18 are the supplement of the angles presented indS and 10.17, respectively.
Detector HEPS2/T1 crosses the SAA with a pitch angle ap@ut- 10° only for L > 2.0. The
measurement data of this detector will thus be less usafthéoPEM/UARS proton model than
the data of the other detectors. The data coverage of detdEf8S2/T1 displayed in Fig. 9.4
corresponds to geographic locations outside the SAA, heratrapped proton flux has droped
to negligeable values.

In summary, Figs. 10.3-10.18 demonstrate that mostly aallydfithe HEPS1/T1 measure-
ments can be used to derive a new proton flux model from the PEUIMent.

In Fig. 10.19, the equatorial pitch angle correspondinglazal pitch angle of 90is shown
as a function of the geographic location. The equatorighggingle is deduced from Figs. 10.1
and 10.2 with the help of Eq. (10.2). Values @f greater than 80are reached only when
L < 1.2. Note that a better coverage cannot be obtained even whenlotal pitch angles are
taken into account. The coverage displayed in Fig. 9.4 isitpai function of the spacecraft
attitude. When local pitch angles less thari 8 taken into account, smaller equatorial pitch
angles can be reached but they correspond to directioreitis loss cone.
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10.2 Detector field of view

In this section, we illustrate the effect of a finite field oéwi on the proton flux measurements
in the case of the HEPS detectors. The formulae used belosvitesan presented and discussed
in Sect. 3.1.

The flux measurements for the time period from 7 Oct to 31 Det.ft95 < L < 1.305 are
displayed on Fig. 10.20 as a function of the equatorial patatle for each HEPS detector. In
each panel, the proton fluxes have a strange distributiome®der, since the coordinatésand
«p are related to the adiabatic invariants, the proton flux khbave the same distribution for
all the detectors. The HEPS1/T1 datagt> 38° are as expected, whilst fluxes measured for
ap < 38° seem to be spurious at first glance. Note that the detectoRSHH 2 and HEPS2/T2
provide very similar results. The result of detector HEA325 the strangest one. The mea-
surements displayed in Fig. 10.20 indicate clearly tha@é@a$ti one assumption we have made is
not satisfied. At this point, different checks have been made

e each step of the data processing has been checked carefully;

¢ the validity of the UARS ephemeris stored in the IDFS datelies been verified by the
comparison between the measured and IGRF magnetic fiellSés#ion 9.2.1);

e the HEPS measurements appeared to be valid according tadhe/dactors;
e the proton fluxes vanish when the spacecraft is outside the SA
e inside the SAA, the time evolution of the proton fluxes is venych like what is expected;

The only aspect not taken into account for the data in FI@A3.the opening angle correction,
i.e the geometric factor correction described in Sect. 3He raw data of Fig. 10.20 does not
include this correction since the correction needs antiterarocess and is generally assumed
to be sufficiently small to be ignored in a first analysis.

The geometric factor correction is generally suposed tonb&llsor detectors like HEPS
where the field of view is equal t&0°. No field of view correction is needed when the particle
flux is isotropic but can be very important when the proton thecomes highly anisotropic.
In Fig. 10.21, the local pitch angles of HEPS detectors aspladyed for the same conditions
as Fig. 10.20. The distribution ia is different for each detector except for HEPS1/T2 and
HEPS2/T2 for which the distributions are similar. The cewgr in local pitch angle has been
already explained in Sect. 10.1. When Figs. 10.20 and 10€2¢éampared, a correlation seems
to appear between the proton flux behaviour and the locah pingle distribution. For the de-
tector HEPS1/T1, there are mainly two sets of local/equadtpitch angles. The separation is
nearo, = 38° which is also a separation in the HEPS1/T1 proton flux behavist oy > 38°,

a ~ 90° and the proton flux behaviour is the mostly credible. For tiectors HEPS1/T2 and
HEPS2/T2, the two sets of local/equatorial pitch angleslapdor oy < 47°. This angle also
seems to be a separation in the proton flux behaviour of theteetdrs. Finally, for detector
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Figure 10.20. Raw E =~ 100 MeV proton flux atl.295 < L < 1.305 measured by the HEPS1/T2,
HEPS1/T1, HEPS2/T2 and HEPS2/T1 telescopes as a functitmeogquatorial pitch angle for the
period of time from October to December 1991
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Figure 10.21. Distribution of the local pitch angle of the HEPS1/T2, HEPR1 HEPS2/T2 and
HEPS2/T1 telescopes as a functionagf at 1.295 < L < 1.305 for the period of time from Octo-
ber to December 1991
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Figure 10.22. Simulation of the detector HEPS2/T1 in the same conditiang-ig. 10.20 when its
angular response corresponds to a FO805f The dots correspond to the raw measurements of detector
HEPS1/T1 for which80° < « < 100° whose have been used to fit the true flurepresented by the
solid line. The plus signs correspond to the raw measurenwrdetector HEPS2/T1 while the square
signs are the result of the simulation based on the flard the angular response.
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Figure 10.23.Simulation of the detector HEPS2/T1 in the same conditiasig. 10.20 when the FOV
is extended td30°. The dots, the solid line and the plus signs are the same as@RP. But the square
signs are the result of the simulation based on theflard the angular response.
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HEPS2/T1 which has the strangest proton flux behaviourwbesets of local/equatorial pitch
angles overlap on the whole rangewf So, for all cases, the proton flux has a stranger distri-
bution when the local pitch angle deviates front 98leglecting of the view-angle correction
may explain this fact. When the local pitch angle is differeom 90, the detector is looking
inside the loss cone where the proton flux is very low. But, duthe finite size of the FOV,
locally mirroring protons (for which the flux is much higheran be seen by the edge of the
detector FOV. In that case, the observed flux cannot be adsdcimply to the look direction
of the detector axis.

To test the effect of the view-angle correction on the UAR&dwe have simulated the
response of the detector HEPS2/T1. The proton flux measutsrieare related to the true
local flux j by

7r 2
Gj* = / d9 / d j (/) h(8) cos O sin B (10.3)
0 0

where o/ corresponds to the local pitch angle of the direct{@ng) and is obtained from
Eqg. (3.20),h(0) is the angular response of the detector and the geomettir facis given
by
G=o2r / d6 h(6) cos fsin 4. (10.4)
0

The simulation ofj* for the detector HEPS2/T1 &t295 < L < 1.305 has been computed for
two different responce functiorig9):

1. hy(0) is equal to 1 whel < 15° and to O otherwise;

2. hy(0) is equal to 1 wher < 15°, decreases linearly from 1 to O whéb® < 0 < 65°,
and is equal to O otherwise.

The first function corresponds to a detector with a FO\B@f while the second function cor-
responds to a detector with a larger FOV but where the angeemse is weaker on the edge
of the FOV, e.g. due to a passive shielding. For the simuiatlee true local fluy is evaluated
from a fit to the data of detector HEPS1/T1 for whitht < o < 100° (data located between
the dotted lines in Fig. 10.21). The results of both simolag@re presented in Figs. 10.22 and
10.23.

In Figs. 10.22 and 10.23 the 100 MeV proton measurementdefie HEPS2/T1 are com-
pared to two different simulations as a function of the equal pitch angle af. = 3. In both
figures, the dots correspond to the HEPS1/T1 data from whiehrte flux;j represented by a
solid line has been fitted. The plus and square signs cometpdhe HEPS2/T1 measurements
and simulated measurements, respectively. The simulatibig. 10.22 does not reproduce all
the detector measurements very well. According to the strar, when the equatorial pitch
angle associated to the detector axis is less tharatlb = 3, a telescope with a FOV ¢f0°
should not detect 100 MeV trapped protons. On the contraeysimulation of Fig. 10.23 with
a wider FOV fits better the measurements. Note that when thedx@nds to a value smaller
than 130, the measurements aroungl= 30° are not well fitted. The simulations of Figs. 10.22
and 10.23 demonstrate that the effective field of view of tfd”8 detectors is probably about
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Figure 10.24. Simulation of detector measurements as a functionqoét different local pitch angles.
The solid-dashed line corresponds to the true jluXhe thin solid lines are the results of simulations.

130°. To provide an even better simulation, one would have to ktleanreal angular response
of the detector.

The differences betweein(the solid curve in Figs. 10.22 and 10.23) aiidsquare signs)
clearly show that it is difficult to deducgfrom j* when the orientation of the detector devi-
ates from an angle of 9Qwith respect to the local magnetic field direction. This peoi is
illustrated in Fig. 10.24 where the solid-dashed curveasg@nts the true fluy, i.e. the flux that
should be seen by an ideal detector with an infinitely smaN.Filhe solid part of the curve
corresponds to the fit used in Figs. 10.22 and 10.23 whiledlsbetl part is an extrapolation to
90°. The angular response of the detector is sét,{dhe same function as in Fig. 10.23. The
thin solid lines of Fig. 10.24 are the results of simulatiameen the orientation of the detector is
set toa = 45°, 60°, 75> and 90, respectively. One should note that Fig. 10.24 does notrakpe
on L nor onFE (for different values ofl. or E, the function; is of course different, of course).
Whena = 90°, the proton flux is underestimated. The rajig* is equal to 4.7 at its maximum
neara, = 55°; it decreases to 2.6 at) = 73%", and is equal to 3.9 afy; = 90°. Whena = 75°,
60° or 45°, the proton flux is overestimated and the data does not cbeawtole range ofy,.
Fora = 75°, the ratioj/j* is minimum atoy = 53°; it increases to 1 at, = 68°, and is equal
to 0.7 atay = 75°.

The ratioj/j* can be used to correct the measurements a posteriori whemedmurements
and the simulations cover the same equatorial pitch angigeraThis type of correction was
applied to the AZUR data (see Sect. 3.4) for which- 90°. In the case of the UARS data, it
appears clearly from Fig. 10.24 that a correction is not iptes$or local pitch angles less than
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Figure 10.25.Correction factor of the HEPS1/T1 measurements for the samditions as Fig. 10.20

75°. Note that since we do not know exactly the angular respofigediEPS detector, such a
correction can only be applied approximatively.

One should note also that the flyxised to produce the simulation of Fig. 10.23 is deduced
from raw measurements, i.e. uncorrected data, and can begvasoa factor of 5. Therefore,
the good agreement between the measurement and the sonwalaés not mean that () cor-
responds exactly to the angular response of the HEPS detebideed, other angular response
function may give similar agreement, if not better.

10.3 Corrected flux

The flux correction has only been applied to the measurenadritsee HEPS1/T1 telescope
since it is the telescope that covers the largest part ofdhel{) space and that has its local
pitch angle near 90when the spacecraft passes throught the SAA. To apply tmeatan, the
proton fluxes have been fitted for eaktlvalue to a 3-parameter function given by

) fo1 hen oy <
J(ag) = { W 0 0 (10.5)

£01 + KE[1 4+ 0E(1 + b)) when ag > agc

whereqy., K, b are parameters to be fittef@1 is a constant fixed at T8 cm—2sr-'s~'MeV~!
and¢ is defined by Eq. 9.7. Since the correct effective area hayetdbeen communicated
by Lockheed Palo Alto Research Laboratory, a simple guesstiin has been used for the
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correction. This function is defined by

cosa when a < 16°
h(a) = { 0 when o > 16° (10.6)
The correction factors for the measurements corresportdin@95 < L < 1.305 are dis-
played in Fig. 10.25 as a function of the equatorial pitcHhen@n the figure, the measurements
have been splitted in three data sets according to the atientof the detector:

e 86° < o < 90° (O symbols);
e 83° < a < 86° (¢ symbols);

e 80° < a < 83° (4 symbols).

The correction factor varies between 0.3 and 2.2. It candetbat its behaviour highly depends
on the orientation (i.e. local pitch angle) of the detectdthena > 83°, the proton flux is
underestimated while, whem < 83°, the proton flux is overrestimated. Fop < ag, the
correction factor is equal to 1 and no correction are applied

10.4 Proton flux model

The trapped proton flux model PUBB@btained from the UARS/HEPS data is illustrated on
Figures 10.26-10.35. The PUB97 model is based on the HERShERsurements from 12
September 1991 till 1 September 1992 for which the angle é&tvithe sensor axis and the
local magnetic field vector was near°90rhe PUB97 model is organized in terms of energy,
Mcllwain’s shell parameter and equatorial pitch angle ntiides 15 energy channels from 6
to 168 MeV, 41, bins and 36L bins. The effective coverage of the model is limited to the
space below 600 km wher®° < oy < 75° and1.12 < L < 1.52. The coverage is restricted
therefore to the innermost edge of the proton radiation Bélis restriction is due to the fact
that the PEM instrument was designed to catch the predipgtétix. Note that PEM data exist
at times beyond September 1992.

The dependence of the proton differential flux on the equaltpitch angle for three energy
channels and different values is shown on Figs. 10.26 and 10.28. The vertical baresent
the flux value plus/minus one standard deviation [as defindefi (9.5)]. In both figures, the
PUB97 model never reaches equatorial pitch angle 9@aronly the region in the vicinity of
the atmospheric loss cone is properly covered in the modeth Bgures show that the flux
varies about one order of magnitude on the range of few degneequatorial pitch angle. It
indicates also a slight dependence in energy of the cuboétion.

The proton energy spectra are displayed for different watiehe equatorial pitch angle in
Figs. 10.29to 10.32 fof. = 1.2, 1.3, 1.4 and 1.5, respectively. It can be seen that therdifte

1PUB is the accronym of Proton UARS BIRA
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Figure 10.26. UARS/HEPS Differential flux as a function of the equatoridicp angle for 17.2—
24.4 MeV protons for differenk. values. The error bars correspond to one standard devigtjon
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Figure 10.27. UARS/HEPS Differential flux as a function of the equatoridicp angle for 31.7—
42.1 MeV protons for different, values. The error bars correspond to one standard devigt)on
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Figure 10.28. UARS/HEPS Differential flux as a function of the equatoridicp angle for 94.0—
122.5 MeV protons for differenkt values. The error bars correspond to one standard devigtjon
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Figure 10.29. UARS/HEPS Differential proton flux spectra &t = 1.2 for different values of the
equatorial pitch angle. The error bars correspond to omglatd deviation).



138 PROTON PEM/UARS MODEL

Lo, = 60.00 :
100.0 Fo, = 58.00 =
T> [ -
> B ]
=

o Mo, = 56.00 7
5 100 4
£ c ]
& L ]
S L i

3 oy = 54.00
E_i/ 1.0 rﬂ/\‘\ =
0.1 \J/ |
E | | | | i L [ 4

10 100
E [MeV]

Figure 10.30. UARS/HEPS Differential proton flux spectra &t = 1.3 for different values of the
equatorial pitch angle. The error bars correspond to omglatd deviationd).
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Figure 10.31. UARS/HEPS Differential proton flux spectra &t = 1.4 for different values of the
equatorial pitch angle. The error bars correspond to omglatd deviation).
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Figure 10.32. UARS/HEPS Differential proton flux spectra &t = 1.5 for different values of the
equatorial pitch angle. The error bars correspond to omglatd deviationd).
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Figure 10.33. UARS/HEPS Differential proton flux as a function of the paeten L at oy = 73°
for different energy channels. The channels correspontid@hergy ranges 8.0-10.5, 24.5-31.8 and
94.0-122.5 MeV, respectively. The error bars correspormhéostandard deviatios ).
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Figure 10.34. UARS/HEPS Differential proton flux as a function of the paeten L at oy = 52°
for different energy channels. The channels correspontig¢ehergy ranges 8.0-10.5, 24.5-31.8 and
94.0-122.5 MeV, respectively. The error bars correspormhéostandard deviatiow ).
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Figure 10.35. UARS/HEPS Differential proton flux as a function of the paeden L at oy = 41°
for different energy channels. The channels correspontig¢ehergy ranges 8.0-10.5, 24.5-31.8 and
94.0-122.5 MeV, respectively. The error bars correspormhéostandard deviatios ).
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spectra have very similar slopes. Most of the spectra displaump near 60 MeV, which is
not present in AP-8 MAX energy spectra. Note that, due to twerage of the model, spectra
related to different equatorial pitch angles have beenalysa for a set of. value. Forl, = 1.2,
1.3, 1.4 and 1.5, the coverage of the PUB97 model is limiteghteatorial pitch angles about
74, 60, 48 and 41 degrees, respectively.

The dependence of the differential proton flux on the shefipeter is shown in Figs. 10.33,
10.34 and 10.35 at, = 73°, 52° and41°, respectively, for three different energy channels: 8.0—
10.5MeV, 24.5-31.8 MeV and 94.0-122.5MeV. On each figure ctirves are closed to one
another due to the slight dependence in energy of the clbadtion. Both figures show clearly
that the coverage of the PUB97 model is restricted to thermast edge of the proton radiation
belt.

To be included in th&JNIRADprogramme TREP, the differential fluxes of the PUB97 model
have been transformed into integral fluxes. The transfaomdtas been applied with the as-
sumption that the proton flux above 175 MeV can be neglectduk ifitegral perpendicular
proton fluxes for the 15 energy channels are shown on Fig8610.10.50. On each figure,
the fluxes of the PUB97 model are compared to the fluxes olatawtd the NASA model AP-

8 MAX. In order to facilitate the comparison, flux iso-contsiand Vette’s cutoff have been
drawn on each panel. The Vette (1991a) cuf®ifidoes not depend on the energy and is defined
by

B

E‘; = 0.65 L>*2 (10.7)
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Figure 10.36. The integral perpendicular proton flux map of the PUB97 madehpared to the NASA
model AP-8 MAX atE > 5.6 MeV. The solid curves correspond to Vette’s cutoff.
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Figure 10.37.The integral perpendicular proton flux map of the PUB97 madehpared to the NASA
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Figure 10.38.The integral perpendicular proton flux map of the PUB97 madehpared to the NASA
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Figure 10.39.The integral perpendicular proton flux map of the PUB97 madehpared to the NASA
model AP-8 MAX atE > 10.4 MeV. The solid curves correspond to Vette's cutoff.
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Figure 10.40.The integral perpendicular proton flux map of the PUB97 madehpared to the NASA
model AP-8 MAX atE > 13.1 MeV. The solid curves correspond to Vette's cutoff.
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Figure 10.41.The integral perpendicular proton flux map of the PUB97 madehpared to the NASA
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Figure 10.42.The integral perpendicular proton flux map of the PUB97 madehpared to the NASA
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Figure 10.43.The integral perpendicular proton flux map of the PUB97 madehpared to the NASA
model AP-8 MAX atE > 31.8 MeV. The solid curves correspond to Vette's cutoff.
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Figure 10.44.The integral perpendicular proton flux map of the PUB97 madehpared to the NASA
model AP-8 MAX atE > 42.1 MeV. The solid curves correspond to Vette's cutoff.
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Figure 10.45.The integral perpendicular proton flux map of the PUB97 madehpared to the NASA
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Figure 10.46.The integral perpendicular proton flux map of the PUB97 madehpared to the NASA
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Figure 10.47.The integral perpendicular proton flux map of the PUB97 madehpared to the NASA
model AP-8 MAX atE > 94.0 MeV. The solid curves correspond to Vette's cutoff.
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Figure 10.48.The integral perpendicular proton flux map of the PUB97 madehpared to the NASA

model AP-8 MAX atE > 122.4 MeV. The solid curves correspond to Vette’s cutoff.
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Figure 10.49.The integral perpendicular proton flux map of the PUB97 madehpared to the NASA
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Figure 10.50. The integral perpendicular proton flux map of the PUB97 madehpared to the NASA

Pitch angle (deg)

PUB97 ( E > 160.9 MeV )

AP—8 MAX (

E > 160.9 MeV )
— T

80

70

o
a
T

o
o
T

40 -

300
L

1 80

1.10

1.21

1.33
L (Re)

1.44

1.551.10

1.25

L (Re)

1.40

1.55

Integral directional flux > 160.9 MeV (cm™s™'sr™")

10000

1000

100

model AP-8 MAX atE > 160.9 MeV. The solid curves correspond to Vette’s cutoff.




10.4. AROTON FLUX MODEL 149

Since the PUB97 model and the NASA model do not correspondesame epochaf, L)
maps of both models are not directly comparable (Kruglah8Ri6). Note also that the PUB97
model has not been extrapolated to higher equatorial piigkea than available from the data
set nor tol values beyond the region sampled.

On both figures, the cutoff of the PUB97 model appears at highaatorial pitch angle,
i.e. lower B, than AP-8 MAX for all energies. On the other hand, the PUB®&égral fluxes
have a higher gradient than the AP-8 MAX fluxes. The originhefieak fluxes present inside
the loss cone of the PUB97 model has not been clearly idaehtifibese weak fluxes are more
prominent at the lower energies.

In Part 4 of this Technical Note, the TREP implementatiorhefPUB97 model is compared
to other proton integral flux models.

Further details on the implementation of the PUB97 modehas TREP programme are
provided in Technical Note 10. Note that when the PUB97 maslelpplied in the TREP
programme, a warning is issued when the satellite ephem@mssponds td. or o, values out
of the validity range of the model.






Part IV

Model comparisons
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Chapter 11

Intercomparisons of the models

In this Chapter, we intercompare the flux maps obtained fleAZUR, SAMPEX and UARS
data. The AP-8 directional fluxes are added to the compasismmput into perspective the
results. The usage of the models derived from the flux maggheir implementation ifREPR,

is described in Technical Note 10.

As the new trapped proton models are based on data from ldwogtsatellites, their use
is limited to predictions for low altitude missions. In Setl.1, the new models, as well as the
AP-8 models, are applied to a typical MIR or Space Stationt.ofthe model limitations are
demonstrated in Sect. 11.2, where the models are applie@T@eorbit. All model calculations
were made with th&/NIRADprogramme suite.

11.1 Comparisons of the models for a LEO mission

The LEO mission selected for the model comparisons is aleircubit at altitude 400 km and
inclination 50°. We generated 14 orbits witBAPRE and then raiTREPS5 times, once for
each new model plus two runs with the directional version&R48 MAX and AP-8 MIN. The
resulting positional trapped proton unidirectional imEdluxes above 30 MeV are shown on
the world maps in Figs. 11.1-11.5. On these maps, the filladreg represent non-zero fluxes.
Orbital points were the flux is zero are not shown. The opeasgurepresent orbital positions
which are outside the validity range of the respective mno@&lixes outside the model range
are given a value-1.0 by TREB. The PAB97 and PUB97 models represent solar maximum
conditions (for two different solar cycles), while the PSB@odel represents solar minimum
conditions.

The first feature to note when comparing the world maps is iffierence in coverage of
the models. The nominal range of the AP-8 models extendstbeawhole region covered by
the LEO orbit. This was achieved in the construction of thedmodels by extrapolating the
models beyond the actual coverage of the satellite datavirat used. For the new models, we
decided not to extend their validity range by extrapolatias this procedure can induce very
large uncertainties in the extrapolated fluxes. The modetrage is further influenced by the

153
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Figure 11.1.World map of the PAB97 directional proton flux above 30 MeVttoe LEO orbit described
in the text. The open squares represent orbital positionshvetie outside the validity range of the model.
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Figure 11.2.World map of the PUB97 directional proton flux above 30 MeVtfee LEO orbit described
in the text. The open squares represent orbital positionshveie outside the validity range of the model.
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Figure 11.3. World map of the PSB97 directional proton flux above 30 MeVthar LEO orbit described
in the text. The open squares represent orbital positiomshvene outside the validity range of the model.

fact that the respective models use different magnetic fieddels, with different epochs.

Secondly, the non-zero flux values at the orbital points wtee models overlap differ
significantly between the models. For the new models, thduis to the difference in solar
conditions for which they were constructed. The differenicetween the new models and the
AP-8 models have already been discussed in the sectionsafdbument that cover the model
descriptions.

Figures 11.6-11.10 show the integral proton flux above 30 Mietdined with the different
models as a function of orbital time. These plots furthehhgt the differences in model
coverage, and provide a more quantitative comparison legtwee non-zero values. The dif-
ferential and integral trapped proton spectra integratest the full trajectory are shown in
Figs. 11.11-11.15.

11.2 Comparisons of the models for a GTO mission

In order to illustrate the dangers of applying trapped pkrtinodels outside their validity range,
we repeated the calculations presented in Sect. 11.1 for@ @it with inclination18°. Fig-
ures 11.16-11.20 represent the world maps obtained fotrdjextory with the five different
models.

As was the case for the LEO trajectory, the AP-8 model coversihole GTO orbit, while
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Figure 11.4. World map of the AP-8 MAX directional proton flux above 30 Meb'fthe LEO orbit
described in the text
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Figure 11.5. World map of the AP-8 MIN directional proton flux above 30 Mebdf fthe LEO orbit
described in the text
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Figure 11.7.Integral PUB97 trapped proton fluxes above 30 MeV for the LEGXaescribed in the text
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PABS7 Model
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Figure 11.11. PAB97 Integral and differential trapped proton spectrumtii@ LEO orbit described in
the text
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PUB97 Model
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Figure 11.12. PUB97 Integral and differential trapped proton spectrumtiie LEO orbit described in
the text
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the text
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AP—8 MAX Model
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in the text



166

INTERCOMPARISONS OF THE MODELS

Integral flux (1/cm?/s)

AP—-8 MIN Model

Apogee: 400.0 km
Perigee: 400.0 km
Inclination: 52.0°

Particle model:

External model:

UPBMIN

@1960.0
None

Orbit averaged spectra of trapped protons

\‘ I I \\\\H‘ I I \\HH‘ I I \\\\H‘ I I \\\\H‘
1000.0 - 410
100.0 - ]

I 710

10.0 *:WO

1.0 ]
0.1 =10

\‘ | | \\HH‘ | | \\HH‘ | | \\HH‘ | | \\HH‘*

0.1 1.0 10.0 100.0 1000.0

Energy (MeV)

Geomagnetic model: Jensen & Cain 1960

Differential flux (1/cm?/s/keV)

Figure 11.15. AP-8 MIN Integral and differential trapped proton spectrfonthe LEO orbit described

in the text




11.2. GOMPARISONS OF THE MODELS FOR ASTO MISSION 167

PAB97 Model
T T

T T 1000

90

75

60

oyl

45

30

-%

above 30.00 MeV

Latitude
o
%
A
g
L |

Proton flux

;o

-30

—45

|
@D
(@]

|
~
o

|
©
o

|
0
o

|
N
o

|
o
o
o
o
o
0 |-
o

120
Longitude

Figure 11.16.World map of the PAB97 directional proton flux 30 MeV for the GTO orbit described in
the text. The open squares represent orbital positionshwdrie outside the validity range of the model.
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Figure 11.17.World map of the PUB97 directional proton fltx 30 MeV for the GTO orbit described in
the text. The open squares represent orbital positionshwdrie outside the validity range of the model.
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Figure 11.18.World map of the PSB97 directional proton fltx30 MeV for the GTO orbit described in
the text. The open squares represent orbital positionshwarie outside the validity range of the model.

the new proton models only cover the low altitude part. The nedels are clearly not suited
to evaluate the trapped proton flux over orbits with high aasg(for which, of course, they
were not intended).

11.3 Conclusions

From the comparisons presented in this chapter, it is chedrthe new trapped proton models
PAB97, PSB97, and PUB97 should only be used for low altituetgnnes. TREP Issues a
warning when a trajectory contains geographical points déin@ outside the trapped particle
model ranges, and outputs the number of such points. Thps bl user to evaluate the validity
of the model calculation. By producing a world map with thRIRADIDL programmes, the
orbital points outside the model range can be identified.

We believe that the new models represent the low altitugigped proton environment better
than the AP-8 models for several reasons:

1. the models were constructed using only one high qualtigilga data base per model,
while the AP-8 models are based on data from different sl

2. the new models were built with directional data;
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Figure 11.19. World map of the AP-8 MAX directional proton flux 30 MeV for the GTO orbit de-
scribed in the text
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Figure 11.20. World map of the AP-8 MIN directional proton flux 30 MeV for the GTO orbit de-
scribed in the text
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3. the three models represent conditions during threerdiftesolar cycle phases.
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Appendix A

Telemetry file for the HEPS/PEM/UARS
data

This appendix describes a common format to store and rettle processed telemetry data.
The format includes all information needed to study thegempproton flux in the radiation
belts. The current format has been designed to allow theatatlysis of the PEM instrument
onboard the UARS satellite. Other data sets can easily weramtated.

The data is organised in two levels. The first level refersdnegal information on the
mission and instrument, as well as information on the alvdity of the data. The second level
includes the ephemeris and flux data. Generally, the se@wetidorresponds to a large set of
files while the first level corresponds to a single file. All fthes consist of two parts: header and
body. The header part is formatted while the body part isumédted binary with fixed-length
records.

The format is defined for easy use by IDL programs under th&@i@penVMS operating
system.

A.1 Header format

The header is placed at the beginning of the file and condistset of string records. The size
and number of the records are not fixed. The header is segdiraie the file body by an record
that contains one character only: a minus sigi. (Each record of the header includes a name
field and a content field, separated by a colon () and a spdeendme field consists of alpha-
betical characters, numerical digits or the underscone Gig This field is not case sensitive
and identifies a metavariable. The content field consistayppaintable ASCII characters and
corresponds to an ASCII description of the metavariabléertn

The number of metavariables defined in the header is noddait fixed. The metavariables
may appear in the header part in any order. The list of the atangmetavariables is shown in
Table A.1.

The metavariable ‘Content’ specifies the file type. The vANBEX’ refers to a first-level
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176 TELEMETRY FILE FOR THE HEPS/PEM/UARS DATA

Table A.1. List of metavariables

Metavariable Description
Content Type of the file (INDEX, EPHEMERIS or MEASUREMENT)
Body_Size Number of records in body part of the file 3+ — 1)

NumberField Number of fields in each body record (1-99)

FId .01 Description of the first field including its dimensiongp¢y name,

unit, . ..

Fid ## Idem for the other fields of the body records

Note: the hash sign (#) represents a numerical digit

Table A.2. List of type codes for the record field

Code IDL type Number of byte

1 Byte 1

2 Integer 2

3 Longword integer 4

4  Floating point 4

5 Double-precision floating 8

6 Complex floating 8

7 String 80

9 Double-precision complex 16

file. The values ‘EPHEMERIS’ and ‘MEASUREMENT refer to a sed-level file. The other
mandatory metavariables describe the body part of the fite cbntent field of the metavari-
ables ‘BodySize’ and ‘NumberField’ has to consist of integer values. For the metavaembl
of the form ‘Fld## where the hash sign (#) represents a numerical digitctmeent field is
divided in sub-fields separated by a comma (,) and is useddcritbe each field of the body
records. The first sub-field is equal to the number of dimerssaf the record field (zero for
scalar). The next sub-fields contain the size of each dimansine sub-field per dimension
(none if scalar). The number of dimensions is limited to 5teAthe dimension sizes, the last
seven sub-fields contain the type code, the number of eleytaetname, the unit, the minimum
value, the maximum value, and the error code of the recom fiepectively. The possible val-
ues of the type-code sub-field are listed in Table A.2. Thererode is the value assigned to
the record field when this field is not available.

A.2 Body format

The body starts just after the minus sign) (which ends the file header. It consists of a set
of binary records of fixed lengths. The number of records indd by the metavariable
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Table A.3. List of additional first-level metavariables

Metavariable Description

Mission Name of the spacecraft (AZUR, UARS, SAMPEX,...)

Instrument Name of the instrument and/or sensor

Orbit Main orbit parameters separated by a comma (,): apgee@ee in km and inclina-
tion in degrees, respectively

First Date First date for wich data are available: year, month,sdgarated by a comma (,)

LastDate Last date for which data are available: year, month sdagrated by a comma (,)

View_Angle  Half opening angle of the detector in degrees

G_Factor Geometric factor in ctar

Acc_Time Time of accumulation in seconds

DataType Set of keywords separated by spaces to describe theofygata (PROT, DOSE,
FLUX, DIFF, INTG, DIRE, OMNI, CNTS,...)

N_Sensor Number of sensors. The sensors may only differ bydHentations (look direction)
N_Channel Number of energy channel for each sensor

Energy List of the center energies of the channels in MeVrsggd by a comma (,)
E_Width List of the energy width of the channels in MeV sepaddig a comma (,)

‘Body_Size’. The record length is determined by the types of thtudexd fields. The num-
ber of field per record is defined by the metavariable ‘NumfBietd’. The metavariables of the
form ‘FId_## include the description of the different fields.

A.3 Firstlevel file

Generally, a single first-level file should be defined for eae$sion and instrument. Since the
PEM instrument includes different telescopes, a first I&leelhas been defined per telescope.
The first level file includes additional mandatory metavalga and the structure of its body
part is predefined. The additional mandatory metavariadfi¢ise first-level file are described
in Table A.3. Other metavariables may be present such ag ‘@fatreation’, ‘P.Investigator’,

The metavariables that define the body structure are showreifirst part of Table A.4.
Each body record corresponds to a time range in modifiedniDlggy (January 1, 1950 is day
zero). The time range is specified by the two longword-integeiables ‘firstdate’ and ‘last-
date’. At each time range corresponds a set @econd-levels files the names of which are
stored in the string array ‘file’. The byte array ‘status’ icates the status of each files. The
possible values of the file status are listed in the secortdbpdable A.4.
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Table A.4. Definition of the first-level body structure

Metavariable Content
NumberField: 4
Fid_01: 0, 3, 1, firstdate, MJD, 0, 100000,-1
Fld_02: 0, 3, 1, lastdate, MJD, 0, 100000,—1
FId_03: 1, n, 1, n, status, , 32, 127, 255
Fld_04: 1, n, 7, n, file, , 0, 0, 0

Decimal code ASCII code Description

67 C The file is corrupted

73 I The file is uncomplete

77 M The file is complete but not directly accessible

82 R The file is complete and accessible

88 X The file has been deleted or does not exist

A.4 Second level

At least two second-level types of files should be defined &mhemission and instrument.

One of the second-level file types (generally the first onejespond to ephemeris data. The
structure of this file is predefined. The other second-lelesd ire dedicated to the proton mea-
surement data. For the PEM/UARS data only two second-ldesldre defined with extensions
‘.eph "and “.flx ’, respectively.

A.4.1 Ephemeris data

The second-level file dedicated to the ephemeris data iasladditional mandatory metavari-
ables and the structure of its body part is predefined. Thelatary metavariables and the body
structure are described in parts one and two of Table A.pewely. For the PEM/UARS data
the metavariable ‘Descriptiofield’ has been added. This metavariable contains a shartiges
tion of each variable. The descriptions are separated bgnacaon (;).

Each body record of the ephemeris files contains 18 variathesh specify the time of
measurement, the spacecraft location, the local magnelicfector, geomagnetic coordinates,
etc. The meaning of the body-record variables listed ing&b5 is the following:

‘time’ the time of the ephemeris in modified Julian Day;
‘elong ’ the East geographic longitude;
‘gdalt’ the geodetic altitude;

‘gdlat’ the geodetic latitude;
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Table A.5. Description of the metavariables and body structure foegiteemeris files
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Metavariable Description

First Record  Date and time of the first record (year, month, dayr, hminute and second)
in a free format, e.g. YYYY/MM/DD HH:MM:SS
Last Record Date and time of the last record in a free format

Mag_ Internal  Description of the geomagnetic field used

Mag External Description of the external magnetic field used

Ref Energy Energy in MeV used to determine a reference protoorgglius
Delta Time Elapsed time in seconds between ephemeris time anéire ©f the accumu-
lation period; for example, -Ac@ime/2 when the ephemeris time corresponds

to the begin of the accumulation period

Flag Value Set of short descriptions separated by a comma (,dsatribes the possible

value of the variable ‘flag’

Metavariable Content

NumberField: 18

Fld_01: 0, 5,1, time, MJD, 0.0, 10°, -1.0
Fld_02: 0, 4,1, elong, deg, 0.0, 360.0,-999.0
Fld_03: 0, 4,1, gdalt, km, @, A, —999.0
Fld_04: 0, 4,1, gdlat, deg, -90.0, 90.0,-999.0
Fld_05: 0, 4,1, colat, deg, 0.0, 180.0,—999.0
FId_06: 0, 4,1, radius, km, 6370.0, 2  —1.0
Fld_07: 2, 3,N5, 4, 3N, velo, 1, -1.0, 1.0, —999.0
FId_08: 1, 3, 4,3, bmes, Gauss, -1.0, 1.05-999.0
Fld_09: 1, 3, 4,3, bcal, Gauss, -1.0, 1.0+-999.0
Fld_10: 1, 3, 4,3, ncal, 1, -1.0, 1.0,—999.0
Fld_11: 1, Ny, 4, N,, alpha, deg, 0.0, 180.0,—999.0
Fld_12: 1, Ny, 4,Ng, beta, deg, 0.0, 360.0,—999.0
Fld_13: 0, 4,1, bsat, Gauss, 0.0, 1.0,-999.0
Fld_14: 1, N,, 4N, Im, Re, 0.0, %, —50.0
Fld_15: 1, N, 4,N,, altmin, km, 0.0, ), —999.0
Fld_16: 1, Ng;, 4,N,, bgdc, Gauss, 0.0, 1.0,—999.0
Fld_17: 1, N, 4N, Imgdc, Re, 0.0, @, —50.0
Fld_18: 0, 3,1, flag, , 0, 0, -1

*)the value of these sub-fields depends on the mission orbit
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‘colat’ the geocentric co-latitude;
‘radius ’ the geocentric radius;

‘velo’ the spherical geocentric components (accordingtoly, 1,) of normalized vectors
pointing, for each sensor, to the mean direction of the dedggarticle velocity, i.e. vec-
tors pointing to the opposite viewing direction of the diffat sensors;

‘omes’ the spherical geocentric components of the measured medje&t vector;

‘bcal’ the spherical geocentric components of the local magnelid viector evaluated with
the help of the models described in the metavariables ‘Magrnal’ and ‘MagExternal’;

‘ncal’ the spherical geocentric components (according toly, 1,) of the normal to the
computed magnetic field line;

‘alpha’ the mean pitch angle of the detected particle velocity ferdifferent sensors, gener-
ally obtained from ‘bcal’ and ‘velo’;

‘beta’ the mean azimuthal angle of the detected patrticle velocity;
‘bsat’ the computed magnetic field intensity at the spacecraftimta

‘Im’ Mcllwain’s parameter. evaluated for each pitch angle ‘alpha’ on the magnetic fielel |
passing through the spacecraft location;

‘altmin’ the geocentric altitude of the lowest mirror points on theyn#ic field line passing
through the spacecraft location for the different pitchlaagalpha’;

‘bgdc’ for each pointing direction ‘velo’, the magnetic field inggy at the local guiding cen-
ter of protons of the energy specified in the metavariablé_Reergy’;

‘Imgdc’ Mcllwain’s parametel. evaluated at the guiding center for each pitch angle *alpha’

‘flag’ a bit-oriented quality indicator the meaning of which is dédsed in the metavariable
‘Flag_Value'.

Note that the variables ‘velo’, ‘alpha’, ‘beta’, ‘Im’, ‘ahin’, ‘bgdc’ and ‘Imgdc’ are ar-
rays one dimension of which is set to the numberof sensors specified by the metavariable
‘N _Sensor’ of the first level.

For the PEM/UARS data, eleven significant bits are use fogtiadity indicator ‘flag’. The
first seven bits are related to the telescope measuremerd.8thhand 9th bits validate the
spacecraft coordinates and the magnetometer measureespectively. The last two bits are
related to the geomagnetic coordinates.
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Table A.6. Description of the body structure for the measurement files

Metavariable Content

NumberField: 2

Fld_01: 1, 16, 4, 16, rawflx, cnts/(chsrseV), 0.0, 1073, —1.0
Fld_02; 1, 16, 4, 16, modflx, cnts/(cm2srseV), 0.0,0~2, —1.0

Table A.7. Metavariables for the binned data files

Metavariable Description

Content: Type of the file (BINDATA)

Title: Title of the binning

UsedVar: List separated by commas (,) of body-record variabtesoastants used in the bin-

ning process

Mesh.limit: Name of the text file where the limits, reference vahra width of the different bins
are stored

Firstdim: Title of the first dimension (e.g. Proton energy [MeV])

Seconddim: Title of the second dimension (e.g. Local Mcllwdirparameter [Re])

Third_dim: Title of the third dimension (e.g. Equatorial pitch énfdeg]

Firstdate: Begin date of the binning

Lastdate: Last date of the binning

RefMJD: Time reference for the binning in modified Julian days
Datafield: Output of the SIZE function, i.e. ‘4, 15, 30, 43, 15, 90250’
Remark: Comments

A.4.2 Measurement data

Generally, the second-level files dedicaced to the protordiitia will be specific to the mission
and instrument.

In the case of the PEM/UARS data, there is only one kind of sédevel file. It includes
three additional metavariables: ‘Sensld’, ‘CorrectiondaDescriptionField’. The two first
metavariable contain a description of the used telescodeofithe correction applied to the
proton flux data, respectivelly. Initially the correctionasild concern the finite view angle of
the telescope but since the telescope angular responsgsiewn, no correction is applied (see
Section 9.3). The last metavariable is the same one as irptreneeris file.

The body structure is described in Table A.6. The body rexoatain two one-dimention
floating arrays the size of which corresponds to the numbenefgies in the flux spectrum.
The variable ‘rawflx’ contains the raw proton flux spectrunreisieved by the programe-
mextr.c from the IDFS files of the PEM instrument. The variable ‘mod@iantains the
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proton flux spectrum corrected for the finite view angle oft#lescope.

A.5 Binned data

The files, where are stored the binned values in energy, Matlyparameter and equatorial
pitch angle of the UARS proton data, are organised in the seayeas the.dsc ’, ‘.eph ’or
“.flx ’files. The metavariables include in the header part of edeb dire listed and explained
in Table A.7. The body part includes a single 4-dimensionbtyrecision array. The first
dimension corresponds to the 15 energies, the second ofeMalBvain parameters, the third
one to 43 equatorial pitch angle and the last one to the 1®saocumulated during the binning
(see Tables 9.1 and 9.2). The body can be read also as a 1siimainarray of a 15-element
structure.



Appendix B

List of IDL subroutines related to UARS
data

The subroutines used in the treatment of UARS data are listékde Table below. All the
subroutine are include in the filearsidl.pro . One should note that

1. the IDL subroutines marked with & @ccess the UNIRAD library;

2. the IDL subroutine seleayjrf has to be executed once before any calls to the IDL sub-
routines marked with a).

In order that IDL can access the UNIRAD library, a logicalilib  has to be defined (e.g.
$ define unilib UNILIB.EXE ).
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Table B.1. List of IDL subroutines related to UARS data

Procedure name Type Nbr.arg. Option Description

str80 FUN 1 0 Force a string to be 80 character long

metavalue FUN 2 0 Return the value of a metavariable

getheader PRO 4 0 Read the header of a DSC, EPH, FLX, LIM or BIN
file

put_ header PRO 4 0 Write the header of a DSC, EPH, FLX, LIM or BIN
file

makestruct PRO 2 1 Create a structure from a variable description

geo2geodetic PRO 1
geodetic2geo PRO 1

Evaluate geodetic coordind)es (
Evaluate geocentric coordinajes (

alphabeta PRO 1 Evaluate the pitch and beta angles
selectigrf PRO 1 Initialize the magnetic field modél) (
magncoord PRO 1 Evaluate the L coordinat®({)
gyroradius PRO 2 Evaluate B,L at the guiding cent)é"()
readuars PRO 3 Read the content of a NEW file

uarsheader PRO 6
uarsfirst PRO 3

Produce information to build the difteretas
Transform the pemrac data into the epheffoenist
used in EPH files

0
0
1
0
magnvector PRO 1 1 Evaluate the magnetic field vectdf*()
1
1
0
0
0

uarsephem PRO 1 0 Complete the ephemeris data (

uarsprocess PRO O 1 Transform a set of NEW files to EPH, FLX &i P
files. Update the DSC files. (= "PEMRAC.PRO™)(

showmeta PRO 1 0 Display a meta description

file_select PRO 1 2 Select file from a menu window

selectdata PRO 2 1 Select a data set from a DSC list

display.info PRO O 2 Display the DSC files and their meta descriptions

opendata PRO 7 7 Read ephemeride and flux data for a (small) pefriod o
time

readlim PRO 11 0 Read the mesh limits

init_gall_lim PRO O 0 Create a 'galley’ for the LIM file

binning data PRO O 2 Bin the data into a mesh

openmesh PRO 5 5 Read a BIN file

mergebin PRO O 3 Merge different BIN files

tobefit PRO 3 0 Function used by_fitesh

makecorr PRO 7 1 Fit flux data

fit_mesh PRO O 1 Fit merged data with simple function

opencorr PRO 6 4 Read a COR file

preparefov PRO 2 0 Build a common block for the FOV correction

usefov PRO 6 1 Compute the detector simulation

uarshache FUN 2 0 Angular response of the detector

corr_flux FUN 3 0 Evaluate the flux from the COR data

correctdata PRO O 1 Transform the raw flux with the help of the COR data




