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Foreword 

This document is the final report of a study called TREND-2 (Trapped Radiation 

ENvironment Model Development). This study is a follow-on of a preliminary study 

with acronym TREND. It was executed within a period of 30 months by a team 

of members of the Belgisch Instituut voor Ruimte-Aeronomie / Institut d'Aeronomie 

Spatiale de Belgique (BIRA/IASB) and of Mullard Space Science Laboratory (MSSL). 

The study was funded by the European Space Agency (ESA) under contract ES-

TEC/9828/92/NL/FM. The contract started March 1, 1992. The Technical Manager 

at ESA was E.J. Daly, the Project Manager was J. Lemaire of BIRA/IASB. 

Voorwoord 

Dit document i3 het eindrappoil van de studie TREND-2 (Trapped Radiation EN-

vironment Model Development). Deze studie is een vervolg op een voorbereidende 

studie, genaamd TREND. Ze werd uitgevoerd over een periode van 30 maanden door 

een team van leden van het Belgisch Instituut voor Ruimte-Aëronomie (BIRA) en 

van Mullard Space Science Laboratory (MSSL). De studie werd bekostigd door de 

European Space Agency (ESA) onder contract ESTEC/9828/92/NL/FM. Dit con-

tract ging van start op 1 maart 1992. De Technical Manager bij ESA was E.J. Daly, 

de Project Manager was J. Lemaire van BIRA. 

Avant Propos 

Ce travail constitue le rapport final de l'étude intitulée TREND-2 (Trapped Radiation 

ENvironment Model Development). Cette étude est la suite d'une étude préparatoire 

qui avait pour acronyme TREND. Elle a été réalisée au cours d'une période de 30 mois 

par une équipe constituée de membres de l'Institut d'Aéronomie Spatiale de Belgique 

pour le compte de l'Agence Spatiale Européenne (ESA). Elle a été entièrement sub-

ventionnée par l'ESA sous le contrat ESTEC/9828/92/NL/FM qui a débuté le 1 mars 

1992. Le Technical Manager de l'ESA était E.J. Daly de ESTEC/WMA. Le Project 

Manager était J. Lemaire de l'IASB. 



Vorwort 

Diese Arbeit bildet den endgültigen bericht der Studie TREND-2 (Trapped Radiation 
ENvironment Development). Diese Studie ist die Fortsetzung einer unter dem Akro-
nym TREND geführten vorbereitenden Untersuchung. Sie wurde 30 Monate lang von 
einem Team des Belgisch Instituut voor Ruimte-Aeronomie / Institut d'Aeronomie 
Spatiale de Belgique (BIRA/IASB) im Auftrag der europäischen Raumagentur (ESA) 
erstellt. Sie wurde von der ESA unter Vertrag ESTEC/9828/92/NL/FM mit Anfangs-
datum 1. März 1992 voll und ganz finanziert. Der ESA Technical Manager war E.J. 
Daly von ESTEC/WMA. Project Manager war J. Lemaire von BIRA/IASB. 



Abstract 

Trapped radiation belt models based on the NASA models AP-8 and AE-8 and on 
data from Soviet satellites have been produced in the Soviet Union. The Soviet models 
have been evaluated and compared to the NASA models. 

The UN I RAD software package has been extended and upgraded. A new external 
magnetic field model has been added and pitch angle dependence has been imple-
mented. New trapped proton and electron models based on CRRES data have been 
added and new user interfaces have been written. The calculation of (B,L) coor-
dinates has been hardwired into TREP to assure that the correct geomagnetic field 
models are used to access the trapped particle models. A study was made of the 
secular motion of the South Atlantic Anomaly and a correction for this effect was 
added to TREP. 

A comprehensive and detailed description of the CRRES satellite, its payload and 
the data base formats has been compiled. The AZUR data base has been obtained 
from NSSDC. 

The limitations of the (B , L) coordinate system at low altitudes already were noted 
in the pieviuus TREND study. We found that a weighted average of the atmospheric 
density over a drift shell is much more effective to order trapped proton fluxes at low 
altitudes and may account for solar cycle variations of these fluxes. A program to 
calculate the density average, developed by A. Hassitt at UCSD, has been upgraded 
and extended. It has been applied to the flux distribution in the AP-8 models. 

A statistical survey of the geostationary Meteosat-3 SEM-2 electron flux data was 
made. Average fluxes, energy spectra, anisotropies and flux level probabilities have 
been determined as a function of local time and geomagnetic activity indices. A 
wavelet analysis suggests a minimum repeat period of 3 hours for injection events. 

The local time distribution of LANL geosynchronous electron fluxes and of elec-
tron data from the MEA and HEEF instruments on CRRES has been compared to the 
distribution of the Meteosat-3 SEM-2 electron measurements. There is good agree-
ment between the HEEF and MEA data and between the MEA and SEM-2 data, 
but there are significant differences with the LANL data. The agreement between the 
MEA, HEEF and SEM-2 data marks them as valuable databases for new radiation 
belt models. 

Electron pitch angle distributions were obtained from the MEA data. Different 
coordinate systems have been used to map the observed fluxes and their standard 
deviation. A new electron flux model in the (a0, L) coordinate system has been 
produced. 

The geostationary GOES-7 energetic particle data were correlated with the Meteo-
sat-3 SEM-2 electron data. Correlation coefficients between Kp and the GOES-7 
electron flux have been determined. Periods of 27 and 13 days appear in the electron 
data, and a period of 22 days in the proton data. The GOES-7 data revealed that 
the SEM-2 electron flux at high energy contains a substorm component. 



Samenvatting 

De Soviet Unie heeft modellen van de stralingsgordels gecreëerd die gebaseerd zijn 
op de NASA modellen AP-8 en AE-8. De Soviet modellen werden geëvalueerd en 
vergeleken met de NASA modellen. 

Het software pakket UNIRAD werd uitgebreid en verbeterd. Er werd een nieuw 
model van het extern magneetveld toegevoegd en de afhankelijkheid van "pitch an-
gle" werd geïmplementeerd. Nieuwe modellen van gevangen protonen en electronen, 
gebaseerd op gegevens van CRRES, werden toegevoegd en er werd een nieuw gebruik-
ersinterface geschreven. De berekening van (B,L) coordinaten werd ingebouwd in 
TREP om te verzekeren dat de correcte modellen van het magneetveld gebruikt worden 
voor de deeltjesmodellen. De seculiere beweging van de "South Atlantic Anomaly" 
(SAA) werd bestudeerd en een correctie voor dit effect werd toegevoegd aan TREP. 

Er werd een complete en gedetailleerde beschrijving van de CRRES satelliet, van 
zijn lading en van de databankformaten opgesteld. De AZUR databank werd ter 
beschikking gesteld door het NSSDC. 

De vorige TREND studie heeft reeds gewezen op de tekortkomingen van het (B, L) 
coordinaatsysteem. Het is gebleken dat een gewogen gemiddelde van de atmosferische 
dichtheid over een "drift shell" veel beter geschikt is om proton fluxen op lage hoogte 
te ordenen en de variaties van deze fluxen met de zonnecyclus kan in rekening brengen. 
A. Hassitt, UCSD, heeft een programma ontwikkeld om de gemiddelde atmosferische 
dichtheid te berekenen. Dit programma werd aangepast en uitgebreid, en toegepast 
op de flux distributie in de AP-8 modellen. 

Er werd een statistische studie gemaakt van de electron flux gemeten door de 
SEM-2 detector aan boord van de geostationaire satelliet Meteosat-3. De gemiddelde 
flux, spectra, anisotropie en waarschijnlijkheden van fluxniveau's werden bepaald in 
functie van locale tijd en indices van geomagnetische activiteit. Uit een analyse met 
"waveiets" lijkt een minimale herhalingsperiode van drie uur te volgen voor injecterin-
gen. 

De verdeling van de geosynchrone electron flux gemeten door LANL en van elec-
tron gegevens van de MEA en HEEF instrumenten aan boord van CRRES in functie 
van locale tijd werd vergeleken met de verdeling van de Meteosat-3 SEM-2 metingen 
van electronen. Er is een goede overeenkomst tussen de HEEF en MEA gegevens en 
tussen de MEA en SEM-2 gegevens, maar er zijn significante verschillen met de LANL 
gegevens. De overeenkomst tussen de MEA, HEEF en SEM-2 gegevens betekent dat 
deze gegevens geschikt zijn als databanken voor nieuwe modellen van de stralings-
gordels. 

"Pitch angle" verdelingen voor electronen werden afgeleid uit de MEA data. Ver-
schillende coordinaatsystemen werden gebruikt om de waargenomen fluxen en hun 
standaarddeviatie te ordenen. Er werd een nieuw model voor de electronenflux ge-
produceerd in het (cko, L) coordinaatsysteem. 

De metingen van energetische deeltjes uitgevoerd door de geostationaire satelliet 
GOES-7 werden gecorreleerd met de electrongegevens van Meteosat-3 SEM-2. De 
correlatiecoëfficiënten tussen Kp en de GOES-7 electron flux werden bepaald. Periodes 



van 27 en 13 dagen zijn aanwezig in de electron gegevens, en een periode van 22 dagen 
in de proton gegevens. Uit de GOES-7 data blijkt dat de SEM-2 electron flux bij hoge 
energie een "substorm" component bevat. 



Résumé 

Des modèles de zone de radiation basés sur ceux de la NASA ont été construits 
dans l'Ex-Union Soviétique à partir de mesures récoltées à l'aide de satellites russes. 
L'évaluation de ces modèles et leur comparaison avec les modèles AP-8 et AE-8 de 
la NASA ont été réalisées dans le premier chapitre de cette étude. Le programme 
d'ordinateur UNIRAD utilisé pour la détermination des flux et doses de radiation dans 
l'espace a été amélioré et développé. De nouveaux modèles de champs magnétiques 
externes ont été ajoutés. De nouvelles coordonnées (B, L) dépendant de l'angle en-
tre les directions du champ magnétique et de l'axe du détecteur de particules ont 
été introduites, De nouveaux modèles de flux de protons et d'électrons basés sur les 
observations du satellite CRRES ont été ajoutés et de nouvelles interfaces ont étée 
développées et testés. Le calcul des coordonnées (B, L) a été "figé" dans le sous-
programme TREP pour que le modèle adéquat de champ géomagnétique soit utilisé 
avec les anciens modèles de flux de la NASA. Une étude de la variation séculaire 
de l'anomalie magnétique dans l'Atlantique Sud (SAA) a été faite. L'effet de cette 
anomalie a été implémentée dans TREP pour tenir compte de la dérive vers l'ouest 
de la SAA depuis l'époque des observations ayant servi à construire les modèles de 
la NASA. Une description des instruments de mesure à bord du satellite CRRES et 
de la base de données des observations que celui-ci a recueillies a été réalisée dans 
le cadre de notre étude. Les données du satellite AZUR ont été importées à partir 
des archives du NSSDC, aux Etats Unis. Les inconvénients liés au système de coor-
données (B, L) dans les régions à basse altitude furent déjà mentionnés dans notre 
étude antérieure (TREND-1). Nous avons adapté un code développé initialement par 
A. Hassitt, UCSD, permettant de calculer une moyenne pondérée de la densité atmo-
sphérique moyennée sur les coquilles magnétiques. Nous avons appliqué ce programme 
pour réorganiser les modèles AP-8 MIN et AP-8 MAX. Une étude statistique des flux 
d'électrons mesurés à l'aide du détecteur SEM-2 placé sur le satellite METEOSAT-3 
a été effectuée et discutée. Les valeurs moyennes des flux, les spectres d'énergie des 
électrons, l'anisotropie de leur distribution des vitesses et les seuils de probabilités des 
flux ont été déterminés en fonction du temps local, de L, de B et des indices d'activité 
géomagnétique. Une analyse par la méthode des ondelettes a permis de montrer que 
les phénomènes d'injection des nouveaux nuages d'électrons se font généralement avec 
une période de répétition qui est supérieure à 3 heures. Les distributions en temps 
local des flux d'électrons observés par les satellites LANL et CRRES (déduits à partir 
des instruments MEA et HEEF) ont été comparés à celles de METEOSAT-3 (in-
strument SEM-2). On a trouvé un bon accord entre les données de HEEF et MEA, 
ainsi que entre celles de MEA et SEM-2, mais il existe des différences importantes 
avec celles des satellites LANL. Le bon accord entre les données de MEA, HEEF et 
SEM-2 permet de les considérer comme fiables et utilisables pour établir de nouveaux 
modèles des zones de radiation de Van Allen. La distribution angulaire des électrons a 
été obtenue à partir des données de MEA. Différents systèmes de coordonnées ont été 
utilisés pour organiser les valeurs moyennes des flux et leurs déviations quadratiques 
moyennes. Un nouveau modèle de flux d'électrons a été construit en coordonnées 



(a0, L). Les flux d'électrons mesurés par le satellite GOES-7 ont été corrélés avec 
ceux de METEOSAT-3/SEM-2. Des coefficients de corrélation entre les valeurs des 
flux d'électrons de GOES-7 et les valeurs de Kp ont été obtenus. Des périodicités de 
27 et 13 jours apparaissent dans les flux d'électrons. Une période de 22 jours apparaît 
dans celles des protons. Ces observations de GOES-7 révèlent que les mesures de 
SEM-2 pour les hautes énergies contiennent une composante associée aux sous-orages 
magnétiques. 



Zusammenfaßung 

In der früheren Sowjetunion wurden, anhand von mit Hilfe rußischer Satelliten gesam-
melten Meßdaten, Strahlungsbereichmodelle in Anlehnung an diejenigen der NASA 
erstellt. Im ersten Kapitel vorliegender Untersuchung wurden diese Modelle bewertet 
und mit den NASA-Modellen AP-8 und AE-8 verglichen. 

Das für Raumströmungs- und Strahlungsdosisbestimmung verwendete UNIRAD-
Computerprogramm wurde verbeßert und weiter entwickelt. Es wurden neue vom 
Winkel zwischen den Magnetfeldrichtungen und der Axis des Teilchendetektors ab-
hängigen (B, L)-Koordinaten eingeführt. Neue auf Beobachtungen des CRRES-Satel-
liten gegründete Protonen- und Elektronenstrommodelle wurden hinzugefügt und 
neue Grenzflächen enwickelt und geprüft. Die Berechnung der Koordinaten (B, L) 
wurde im Unterprogramm TREP "eingefroren", um das angemeßene Modell des erd-
magnetischen Feldes mit den Alten NASA-Strömungsmodellen benutzen zu können. 
Die Sekulärvariation der magnetischen Anomalie im Südatlantik (SAA) wurde unter-
sucht und die Auswirkungen dieser Anomalie in TREP eingebaut, um den Abtrieb des 
SAA nach Westen seit der den NASA-Modellen zugrunde liegenden Beobachtungszeit 
zu berücksichtigen. 

Die an Bord des CRRES-Satelliten befindlichen Meßinstrumente sowie die Daten-
bank der von ihm gesammelten Beobachtungen werden in unserer Studie beschrieben. 
Die Daten des AZUR-Satelliten wurden vom NSSDC-Archiv in den Vereinigten Staa-
ten importiert. Die mit dem (B, L)-Koordinatensystem in geringen Höhenbereichen 
verbundenen Nachteile wurden bereits in unserer vorigen Studie (TREND-1), erwähnt. 
Ein ursprünglich durch A. Hassitt, UCSD, entwickelter Code für die auf Magnetschal-
endurchschnitte gegründete Berechnung eines gewogenen Durchschnittes der Atmo-
sphärendichte haben wir angepaßt. Dieses Programm wurde von uns zur Reorganisa-
tion der Modelle AP-8 MIN und AP-8 MAX eingesetzt. 

Eine statistische Studie der met Hilfe des auf Meteosat-3-Satelliten angebrachten 
SEM-2 Detektors gemeßenen Elektronenströme wurde durchgeführt und erörtert. Die 
Stromdurchschnittswerte, die Energiespektra der Elektronen, die Anisotropie ihrer 
Geschwindigkeitsverteilung und die Strömungswahrscheinlichkeitschwellen wurden als 
Funktion von örtlicher Zeit, (B, L) und geomagnetischen Aktivitätszeichen bestimmt. 
Eine mit der Wellchenmethode vorgenommene Analyse hat gezeigt, daß die Injektion-
serscheinungen neuer Elektronenwolken im allgemeinen einem 3 Stunden überschrei-
tenden Wiederholungsschema entsprechen. Die von den LANL- und CRRES-Satelli-
ten beobachteten (von MEA- und HEEF-Instrumenten abgeleiteten) Verteilungen der 
Elektronenströme in örtlicher Zeit wurden mit denen von Meteosat-3 (Instrument 
SEM-2) verglichen. Es wurde gute Übereinstimmung zwischen HEEF und MEA sowie 
MEA und SEM-2 Daten gefunden, jedoch gab es merkliche Unterschiede mit denen der 
LANL-Satelliten. Die gute Übereinstimmung zwischen den MEA- und HEEF-Daten 
läßt sie als zuverläßig und zur Erstellung neuer Modelle für die Strahlungsbereiche 
der Van Alien-Gürtel tauglich erscheinen. 

Die Winkelverteilung der Elektronen wurde den MEA-Daten entnommen. Unter-
schiedliche Koordinatensysteme kamen zur Organisation der Strömungsdurchschnitts-



werte und derer durchschnittlicher quadratischer Abweichungen zum Einsatz. Es 
wurde ein neues Modell für Elektronenströmung in Koordinaten (a 0 , L) erstellt. 

Die von dem GOES-7-Satelliten gemeßenen Elektronenströmungen wurden mit 
denen von Meteosat-3/SEM-2 korreliert. Zwischen den Elektronenströmungswerten 
von GOES-7 und den Kp-Werten wurden Korrelationskoeffizienten erstellt. In diesen 
Elektronenströmungen erscheinen Periodizitäten von 27 und 13 Tagen. In den Pro-
tonenströmungen erscheint eine 22tägige Periode. Diese Beobachtungen von GOES-7 
zeigen, daß die SEM-2 Meßungen für hohe Energien eine mit den magnetischen Un-
tergewittern verbundene Komponente enthalten. 
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xvi PREFACE 

During a visit to BIRA/IASB, A.A. Beliaev of the Institute for Nuclear Physics, 
Moscow State University (INP/MSU) participated in the Rider activities. A.L.' 
Vampola of Consulting Aerospace Environment acted as consultant. 

The TREND-2 study was divided into nine components. BIRA/IASB was in 
charge of: 

• Project Management (WPO); 

• Low-Altitude Coordinates and Particle Flux (WP 1); 

• Evaluation of CRRES Databases (WP2); 

• Evaluation of Russian Models (Rider WP2.1); 

• AZUR Data Analysis (Rider WP2.2). 

MSSL was in charge of: 

• Higher Altitude Environments (WP3); 

• Substorm Analysis (Rider WP 1.1); 

• Wavelet Analysis (Rider WP 1.2); 

• GOES Data Analysis (Rider WP 1.3). 

During the course of the TREND-2 study a number of interesting extensions were 
identified. This resulted in a new ESTEC contract No. 10725/94/NL/JG, which has 
been called TREND-3.. 

TREND-2 analysed satellite data from the two main regions in the trapped 
radiation belts: 

1. high altitude orbits, with CRRES, METEOS AT and GOES data; 

2. intermediate and low L values, with CRRES and AZUR data. 

A number of additional data sets for the TREND-3 study were identified, i.e. 
DMSP/F7 and ISEE-2. By reviving data sets archived by the National Space Sci-
ence Data Center (NSSDC), TREND-2 provided an opportunity to cross-fertilize 
these older data with the very recent results of CRRES and METEOSAT. 
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Chapter 1 

General overview and background 

In the introduction to this chapter (Sect. 1.1), a general description of the radiation 
belts and the physical processes active within them is presented. Parts of this 
description follow a recent review paper by Van Allen (1991). In Sect. 1.2 we recall 
the coordinate systems used to map radiation belt fluxes and the concept of drift 
shell. Section 1.3 contains a description of the NASA trapped radiation models. 
In Sects. 1.4-1.14 we outline the objectives and content of each of the following 
chapters in this final report. Each chapter corresponds to a work package of the 
TREND-2 study. 

1.1 Introduction 
The Earth's magnetosphere extends about 10 Earth radii toward the Sun and hun-
dreds of times that far in the direction away from the Sun. Its outer boundaries 
and much of its physical dynamics are attributed to the solar wind—the tenuous, 
ionized, magnetized gas (plasma) that flows outward from the solar corona through 
interplanetary space. The solar wind does not readily penetrate the geomagnetic 
field but compresses and confines the field around the Earth. The sunward boundary 
is lc ced where the external pressure of the flowing solar wind equals the internal 
pressure of the geomagnetic field. A complex process of interconnection of the solar 
wind's magnetic field and the geomagnetic field stretches out the magnetic field in 
the direction away from the Sun, creating the long magnetotail. 

A radiation belt is an interior feature of a magnetosphere and comprises a pop-
ulation of energetic, electrically charged particles (electrons, protons, and heavier 
atomic ions) durably trapped in the magnetic field of the planet. In this context the 

1 
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term energetic conventionally means kinetic energies E > 30 keV. A radiation belt 
is toroidally shaped, encircles the planet, and its axis of rotational symmetry coin-
cides with the magnetic dipolar axis of the planet. To a first approximation, each 
particle therein moves with constant energy and independently of all other particles 
along a helical path encircling a magnetic field line. This motion is subject only to 
the Lorentz force of a static magnetic field on a moving electrically charged particle 
namely q(v x B), where q is the particle's electrical charge, v its velocity, and B the 
local magnetic field intensity. The angle between v and B (the pitch angle of the 
helix) tends toward either 0° or 180° at the magnetic equator during each latitudinal 
excursion and becomes 90° at mirror or reflection points in the northern and south-
ern hemispheres as the particle penetrates into the stronger magnetic field near the 
planet. The helix drifts slowly in longitude, westward for q > 0 (protons and other 
ions) and eastward for q < 0 (electrons), so as to generate the overall toroidal shape 
of the trapping region. The drift velocity is proportional to the particles' kinetic energy. 

In this simplified, idealized case of motion in a vacuum in a dipolar magnetic field 
each particle has an infinite residence time. All of this was shown theoretically in 
1907 by Stermer. The Stormerian approach is usually supplanted by characterizing 
a particle's motion with three adiabatic invariants, corresponding to the three cyclic 
components of motion having widely different periods, namely, gyration around B 
(-milliseconds), latitudinal oscillation (-seconds), and longitudinal drift (-hours). 

The magnetospheric properties are an essential part of its gross phenomenological 
character. They define the external environment and reflect the internal properties 
of the planet. The energetic particle population places important constraints on the 
practicality of in situ measurements and on the survival of electronic and optical 
equipment, human flight crews, animals, and other life forms flown therein. The 
particle population of the Earth's radiation belts makes it dangerous for humans 
without massive shielding to do more than quickly pass through them. 

The diverse particle phenomena in the Earth's magnetic field have been studied 
intensively, both observationally and theoretically, since Van Allen's discovery of 
their existence in 1958. In addition, a series of artificial radiation belts were pro-
duced by the United States and the Soviet Union in 1958 and 1962. The energetic 
particles (principally electrons) in these artificial belts were the decay products of 
radioactive fission nuclei injected into the magnetic field by nuclear bomb bursts at 
high altitudes. Other temporary radiation belts are formed naturally deep in the 
magnetosphere by spectacular injection events like that of 24 March 1991. 

The physical mechanisms for the creation of magnetospheric phenomena are of 
an electromagnetic nature. Within the solar system, the minimum condition for the 
existence of a planetary radiation belt is that the planet's dipole magnetic moment 
be sufficiently great that the flow of the solar wind is arrested before it reaches the 
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Figure 1.1. Principal features of the Earth's magnetosphere to approximate scale in the 
noon-midnight meridian plane cross section , 

top of the appreciable atmosphere or the surface of the planet. Durable trapping of 
charged particles is possible only if this condition is met. Otherwise, particles are 
lost quickly by collisions with atmospheric gas or the solid body of the planet. But 
even when the foregoing condition is not met, important plasma physical phenomena 
still occur. 

The radiation belts and other features of the Earth's magnetosphere are shown 
to approximate scale in the noon-midnight meridian plane cross section of Fig. 1.1. 
The inner and outer radiation belts are two distinct features, defined by the intensity 
of particles capable of penetrating a specific shield 1 g e m - 2 of aluminium). In a 
generalized sense, there are as many different radiation belts as there are different 
species of particles and energy ranges that one wishes to distinguish. The principal 
sources of particles for the outer belt are the solar wind and the ionosphere; for the 
inner belt, sources are electrons and protons from the in-flight radioactive decay of 
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neutrons from nuclear reactions produced by galactic cosmic rays and solar energetic 
particles m the tenuous gas of the upper atmosphere. The eventual fate of mag-
netosphenc particles is to become part of the atmosphere, to collide with satellites 
or particulate matter or to escape into space. The first two sources of particles are 
responsible for most of the gross geophysical manifestations of the magnetosphere 
(aurorae, geomagnetic storms, and heating of the upper atmosphere). The third is 
responsible for the relatively stable population of very energetic protons and some of 
the energetic electrons in the inner radiation belt. It is noted that this third source 
would produce a radiation belt around a magnetized planet even if the solar wind 
did not exist. 

The residence times of individual particles in the radiation belts of Earth, con-
trolled by ionization losses in the atmosphere near the Earth (altitudes of < 400 km) 
increase rapidly to the order of years at a radial distance of about 8,000 km (1 25 
Earth radii), then decline in a complex and time-variable way to values of the order 
of weeks, days, and minutes in the outer fringes. There are quite low intensities of 
radiation belt particles within a spherical shell of about 400 km thickness around 
Earth. This is the region of space flight that is relatively safe from the radiation 
point of view. The inner radiation belt extends from this lower boundary to an 
equatorial radial distance of about 12,000 km and the outer radiation belt from this 
point outward to about 60,000 km. There is considerable overlap of the two principal 
belts and a complex and time-variable structure in the outer one. Some sample om-
nidirectional intensities are J = 2 x 104 c n i ' V 1 of protons Ep > 30 MeV in the most 
intense region of the inner belt; and J = 3 x 108 c n r V 1 of protons Ev > 0 1 MeV 
J = 2 x 108 cm~2s -1 of electrons Ee > 0.04 MeV, and J = 1 x l O ^ m - V 1 of 
electrons Ee > 1.6 MeV in the most intense region of the outer belt. 

1.2 Mapping of radiation belt fluxes 
Radiation belt fluxes usually are mapped in a geomagnetic coordinate system (B L) 
introduced by McHwain (1961). B is the magnetic field intensity at the point of 
measurement and I is a parameter defining the drift shell (B, L) of a trapped particle 
with pitch angle equal to 90° at the point of observation. For particles mirroring 
at this point B and L are adiabatic invariants, uniquely determined in terms of 
the first and second adiabatic invariants of motion n and I (Mcllwain 1961). For a 
particle not mirroring at the point of observation, i.e. having a pitch angle a ^ 90° 
the magnetic field intensity at the mirror point is Bm = B/sin*a, and Lm is the L 
value determined by /m , which in turn is obtained by tracing the field line passing 
through the point of observation down to the conjugate mirror points. Both Bm and 
Lm are adiabatic invariants. 

Another drift shell parameter L" was introduced by Roederer (1970). This pa-
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rameter is determined by the third adiabatic invariant, i.e. the magnetic flux through 
the surface subtended by a drift shell. The parameter L* also uniquely defines a 
drift shell. However, the calculation of L* involves integrating over a whole drift 
shell, while for L it is sufficient to integrate over just one field line segment that is 
part of the drift shell. In addition, the conservation of the third adiabatic invariant 
is much more easily violated than the conservation of the first and second invariants. 
For these reasons, the (B, L) coordinate system introduced by Mcllwain (1961) is 
more practical and the most commonly used one. 

L is often associated with the equatorial distance of a magnetic field line. This 
notion is misleading for two reasons. Firstly, L is not constant along magnetic 
field lines, except in the case of a pure dipole field. Secondly, during its azimuthal 
drift motion a trapped particle moves over adjacent field lines, whose equatorial 
distance changes with longitude. The shape and radial extent of the magnetic field 
lines Visited" by a particle during its azimuthal drift motion may vary strongly 
with longitude. For instance, when passing from the midnight sector to the dayside 
sector the equatorial distance may decrease by as much as one Earth radius. This 
effect has led to the term "drift shell splitting", by which it was attempted to 
visualize the breakdown of the axial symmetry of the surface on which a particle is 
trapped 1. Particles with different pitch angles on the same magnetic field line at a 
given longitude or local time drift in azimuth on different magnetic field lines with 
different equatorial distances. Their drift shells are characterized by different L* 
and ( B m , L m ) values. The shape and position of a drift shell of a trapped particle 
are determined by the geomagnetic field distribution and the pitch angle at the 
point of observation and are described without any ambiguity by the coordinate 
pair (Bm, Lm). From now on, we will drop the subscript "m" and assume that the 
mirror point instead of the point of observation is considered in the calculation of 

The geomagnetic field distribution undergoes changes on widely different time 
scales, from less than I s to more than 10 5year. Hence, the (B,L) values for a 
fixed point in space will change with epoch. For L values below about 3, the main 
effect is the slow secular variation, consisting of a decrease in the geomagnetic dipole 
moment (0.5% per decade), a change in tilt angle of the geomagnetic axis (6.5 arcmin 
per decade), an increase of the eccentric distance of the centre of the Earth's dipole 
(2.5 km per year), and similar secular variations of all higher order moments (Fraser-
Smith 1987). The ensuing secular variation of the (B, L) coordinates has important 
consequences for the mapping of trapped particle fluxes at low altitudes, i.e. below 
about 2000 km. 

'In a pure dipole field, the magnetic field and hence particle drift shells are axially symmetric 
with respect to the geomagnetic axis. As a consequence, the distance of closest approach of a 
particle remains constant during its azimuthal drift in a pure dipole field. 



6 GENERAL OVERVIEW AND BACKGROUND 

1.3 The NASA trapped radiation models 
The distribution of the omnidirectional flux of protons andelectrons has been mea-
sured since 1958 by different types of particle detectors flown in all regions of the 
magnetosphere. 

The first empirical models of the radiation environment were designed at Aero-
space Corporation and later on at NASA by J.I. Vette and colleagues (see Vette 
1991b and Spjeldvik & Rothwell 1985 for comprehensive reviews). The latest ver-
sions of the NASA electron models are called AE-8MIN and AE-8iMAX (Vette 
1991a). These models refer to conditions of minimum and maximum solar activ-
ity, respectively. The corresponding proton models are AP-8 MIN and AP-8 MAX 
(Sawyer k Vette 1976). The E, L, B dependence of the omnidirectional proton and 
electron fluxes is stored as a three dimensional array in the models (Vette 1991a; see 
also the final report of the TREND study, Lemaire et al. 1991). Compressed versions 
of the proton models, called AP-8 MIC and AP-8 MAC, also have been released by 
NSSDC for use on computers with limited memory capacity. All the NASA models 
are in the public domain and available from NSSDC by FTP (Bilitza 1992). 

The AP-8 and AE-8 models are distributed widely and will probably remain stan-
dards for some time yet, until new or updated models of the radiation environment 
are produced. Because of the secular variation of the geomagnetic field distribution 
which was mentioned earlier, some care should be taken when applying the NASA 
models for contemporary flux calculations, especially for low altitude missions. The 
first TREND study recommended to use exactly the same geomagnetic field models 
to calculate (B, L) as were used to build the trapped particle models. According 
to Vette (1991a and private communications), the Jensen & Cain (1962) model has 
been used to produce AP-8 MIN, AE-8 MIN and AE-8 MAX, and the GSFC12/66 
model (Cain et al. 1967), updated to 1970, to generate AP-8 MAX (Heynderickx et 
al. 1995). Consequently, the UNIRAD software has been adapted to accomodate these 
magnetic field models for flux calculations based on the empirical NASA models. 

Since the NASA models were built more than twenty years ago, the location of 
the SAA has shifted considerably to the West compared to its location predicted by 
the old magnetic field models, due to the secular variation of the geomagnetic field 
distribution. The effect of this drift can be compensated by applying an eastward 
rotation to the geographic coordinates of the points where the flux is to be estimated 
(Heynderickx 1995). This feature has been implemented in UNIRAD as well. These 
improvements to the UNIRAD software have been described in Technical Note 1 and 
are summarised in Chapter 3. 
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1.4 Comparison of NASA and INP models 
Trapped radiation belt models based on the NASA models AP-8 and AE-8 and 
on data from Soviet satellites have been produced in the Soviet Union to evaluate 
fluences and radiation doses on future space missions. Although the format of the 
Russian models is not basically different from the format of the NASA models, some 
differences remain and the fluxes predicted by the respective models differ somewhat. 

As part of the Rider of the TREND-2 study, we have evaluated the models 
developed at the Institute for Nuclear Physics of the Moscow State University 
(INP/MSU). The INP models have been compared to the NASA models in Technical 
Note A. The results of this comparison will be submitted to Journal of Spacecraft 
and Rockets by Beliaev, Lemaire k Panasyuk, and are summarised in Chapter 2. 

1.5 Improvements to UNIRAD 
ESTEC has developed the software package UNIRAD to estimate radiation fluences 
and doses accumulated over specified orbits. 

The ensemble of software routines in UNIRAD has been extended and upgraded 
at BIRA/IASB in the framework of the TREND-2 contract. A detailed description 
of the modifications is given in Technical Note 1 and in the latest version of the 
UNIRAD user manual. The new features are briefly outlined in Sects. 1.5.1-1.5.6 and 
described in some more detail in Chapter 3. 

1.5.1 Correction of an error in A P - 8 M I N 
During the comparison of the NASA and INP models, D. Heynderickx and A.A. Be-
liaev have identified and corrected an error in the AP-8 MIN block data file originally 
distributed by NSSDC. It was found that two statements were out of sequence in the 
block data file for this particular model. This error did not exist in the compressed 
version AP-8 MIC which is used by most laboratories and space agencies for flux 
and dose calculations. The error was corrected and a copy of the updated file was 
sent to NSSDC, who will re-implement AP-8 MIN/MAX in their distribution. 

1.5.2 Implementation of the Olson-Pfltzer dynamic mag-
netic field model 

Originally, the UNIRAD software package made use of the routine SHELLG to convert 
geographic coordinates of the point of observation into (B , L) coordinates. SHELLG 
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uses a special transformation of coordinate systems that improves the speed of cal-
culation of the second adiabatic invariant I from which L is derived. However, this 
coordinate transformation is only appropriate for geomagnetic field models with no 
external component. Therefore, SHELLG does not allow the inclusion of external 
magnetic field models. 

In order to extend UN I RAD to be able to work with external magnetic field models 
new software, called BLXTRA, has been developed at BIRA/IASB in the framework of 
the first TREND study. With the new routine {B, L) coordinates can be calculated 
for a combination of internal and external field models. The implementation of this 
extension meant that the main algorithm of SHELLG had to be abandoned and a new 
field line tracing algorithm had to be developed for BLXTRA. 

The TREND team implemented five external magnetic field models: the model 
developed by Mead k Fairfield (1975), Tsyganenko's three models (Tsvganenko 
1987, 1989; Tsyganenko k Usmanov 1982), and Olson &c Pfitzer's (1977) tilt depen-
dent model. TREND-2 added one more field model, i.e. Olson & Pfitzer's dynamic 
model (Pfitzer et al. 1988), which may be useful to map satellite observations for 
drift shells with L >3-4 , where the magnetic field distribution is highly dependent 
on the solar wind conditions and on the intensity of the ring current. 

The Olson & Pfitzer dynamic model and its implementation in BLXTRA are de-
scribed in Sect. 3.1. Comparisons of ( B , L ) coordinates obtained with this model 
and with the other external field models, for quiet and disturbed magnetic condi-
tions, also are presented in Sect. 3.1 and in Technical Note 1. The magnetic field 
strength obtained with the different external models is compared to magnetic field 
measurements made by the CRRES satellite. 

1.5.3 New file formats and NAMELIST parameters 

The program flow of the UNIRAD program suite has been optimized and documented 
by BIRA/IASB in the TREND-2 study. The format of the common interface file 
used by SAPRE, BLXTRA and TREP, and the format of the interface file generated by 
TREP for use in SHIELDOSE, EQFRUX and EQFRUXGA have been modified accordingly. 

A complete description of the latest version of UNIRAD is provided in the user 
manual. The manual includes tables with the revised sets of NAMELIST parameters, 
descriptions of file formats and flow diagrams. 

1.5.4 Implementation of pitch angle dependence 

The (B, L) coordinates corresponding to a geographical position P define the drift 
shell of particles whose mirror point coincides with P, i.e. particles with local pitch 
angle aP = 90°. As emphasized in Sect. 1.2, particles moving through P with 
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a? * 90° will mirror at another point Q farther down on the field line passine 
through P. The drift shell for these particles is determined by a different pair of 
coordinates (B

mi
L
m
). This means that particles measured at this point generally 

are on different drift shells. When these particles drift around the Earth they do 
not remain on common field lines unless the geomagnetic field distribution is axially 
symmetric. This effect has been called "drift shell splitting" by Roederer (1967) 
who consequently introduced a different characterisation of drift shells based on 
the parameter L* (Roederer 1970), which is defined in terms of the third adiabatic 
invariant (the magnetic flux invariant $) instead of the second adiabatic invariant 
I on which Mcllwain's (1961) I parameter is based. 

According to Mcllwain's (1961) definition the L parameter alone does not fully 
determine a drift shell since L is not constant on magnetic field lines (except for 
a pure dipole field). A drift shell is uniquely determined by the coordinate pair 
(B

m
, L

m
) as a surface formed by segments of magnetic field lines between conjugate 

mirror points. Therefore, drift shells which are tangent to one another or cut one 
aaother at a given longitude or local time where Ihey have a common segment of 
field line, generally are separate from one another at a different longitude or local 
t ime-in Roederer's terms these drift shells "split". But since these drift shells are 
different entitities from the outset, there is no real need to infer a notion of splitting. 

The confusion about "shell splitting" arises from the fact that it has become 
common practice to identify a whole magnetic field line by "its" L value, which 
approximately corresponds to its equatorial radial distance. This correspondence is 
exact only in the case of an axially symmetric geomagnetic field distribution such 
as a pure dipole field. It is confusing for all other geomagnetic field distributions 
The correct use of the (£, L) coordinates (instead of L alone) to characterise a drift 
sheU avoids all possible confusion, even when local time dependent magnetic field 
models are considered. 

The field line tracing algorithm has been modified in BLXTRA so that it is now 
possible to calculate (B

m
,L

m
) coordinates. These coordinates depend not only on 

the geographic position of the point of observation but also on the pitch angle a. A 
pitch angle a can now be stored in the common interface file generated by SAPRE 
and used to calculate (B

mt
L
m
). The subscript V will be dropped from now on. 

TREP has been modified so that it calculates (B, L) independently of BLXTRA 
with the correct magnetic field models and with pitch angle values specified on 
the common interface file. The directional versions of the AP-8 trapped radiation 
models have been added to TREP. 

The new features of BLXTRA and TREP are most useful to calculate the (B,L) 
coordinates of particles entering a detector at a pitch angle a # 90°. It enables 
one to map unidirectional fluxes measured at different pitch angles into different 
bins of (B,L) space, while with the previous versions of BLXTRA and TREP all these 
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measurements were mapped into one bin of (B,L) space. The improvements to 
BLXTRA and TREP have been applied to unidirectional proton flux measurements 
made by the CRRES/PROTEL proton telescope and to measurements made by the 
CRRES/MEA electron spectrometer. The results are presented in Sects. 3.2.3 and 
9.2 and in Technical Notes 1 and 10. 

1.5.5 Implementation of new environment models 
New empirical flux models of the trapped radiation belts have been built on the 
basis of measurements made by the CRRES satellite. A trapped proton model 
called CRRESPRO (Meffert k Gussenhoven 1994) has been produced at PLGD It 
has been modified by BIRA/IASB for implementation in TREP and is described in 
Technical Note 3 and Chapter 5. A new electron model'MEA1 was developed by 
MSSL and also implemented in TREP by BIRA/IASB. 

1.5.6 Other modifications 
The field line tracing algorithm used in the first version of BLXTRA has been replaced 
by a more efficient and accurate algorithm developed by Pfitzer (1991) and further 
modified by BIRA/IASB. 

As indicated in Sect. 1.3, the NASA trapped radiation models AP-8 and AE-8 
should only be accessed with (B, L) values obtained respectively with the Jensen k 
Cain (1962) or the GSFC12/66 model (Cain et al. 1967), updated to 1970 (Heyn-
derickx et al. 1995). The modified TREP software now calculates (B , L) coordinates 
with these magnetic field models, bypassing BLXTRA, so that improper use of the 
AP-8 and AE-8 models is now impossible. In addition, it is possible to request 
a correction for the Westward drift of the SAA, as described in Sect. 1.3 and by 
Heynderickx (1995). 

A new user manual for UNIRAD has been written by BIRA/IASB. 

1.6 Access to the CRRES database and its eval-
uation 

The TREND study identified specific weaknesses in the existing trapped radiation 
models and identified suitable satellite data sets for updating the models. TREND 
recommended the use of the results of the Combined Release and Radiation Effects 
Satellite (CRRES) mission, in combination with archived data sets, as input for a 
new modelling effort. 
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The Combined Release and Radiation Effects Satellite (CRRES) Program is a 

joint National Aeronautics and Space Administration (NASA) and U.S. Department 
of Defense (DOD) undertaking to study the near-Earth space environment and the 
effects of the Earth's radiation environment on state-of-the-art microelectronic com-
ponents and other spacecraft components. 

To perform these studies, CRRES was launched with a complex array of scientific 
payloads. Among the experiments supported by the CRRES Program, the Phillips 
Laboratory Geophysics Directorate (formerly AFGL, now PLGD) Space Radiation 
Effects Program (SPACERAD) is of particular relevance to the TREND-2 study. 
One of the aims of the SPACERAD Program is to update the static models of 
the Earth's radiation belts and develop dynamic models of the high-energy particle 
populations in the near-Earth environment. In addition, radiation-induced single 
event upsets (SEUs) and total dose degradation of state-of-the-art microelectronics 
devices are measured in a known space environment. 

CRRES was launched on July 25, 1990 at 19h21 UT, into a Geosynchronous 
Transfer Orbit (GTO) with perigee at 350 km, apogee at 33,500 km, and an inclina-
tion of 18,1°. This orbit crosses both ihe inner and outer radiation belts. The orbital 
period is 9 h 52 m , and the spin rate is 2 rpm. The spacecraft spin axis is maintained 
such that the angle between the solar direction and the normal to the top surface, 
containing solar panels, is always between 5° and 15°. 

The spacecraft was designed for a one year mission duration with a goal of 3 
years. Unfortunately, due to a battery failure, the mission was aborted on October 
9, 1991, after 15 months of operation. 

There are three primary mission objectives: 
1. to study the effects of the natural radiation environment on microelectronic 

components and on high-efficiency gallium arsenide solar cells, and to map 
this environment; 

2. to conduct Low-Altitude Satellite Studies of Ionospheric Irregularities (LAS-
SII); 

3. to conduct a series of chemical release experiments in the ionosphere and 
magnetosphere. 

A description of ail experiments has been compiled in Technical Note 4. 
The CRRES instruments relevant for the TREND-2 study are: 

1. PROton TELescope (PROTEL); 
2. Medium Electron Analyser (MEA); 
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3. High Energy Electron Fluxmeter (HEEF); 

4. fluxgate magnetometer. 

The channel characteristics of the first three instruments are given in Technical Note 

At the start of the TREND-2 study, the telemetry data were still being processed 
so that only preliminary descriptions of final data formats could be given. By that 
time, however, PLGD had released a Science Summary Data Base (SSDB) which 
contains one-minute averages of tentatively calibrated data from selected instrument 
channels. The SSDB was implemented at BIRA/IASB, together with new ephemeris 
files for all CRRES orbits. 

A new interpolation routine for determining intermediate positions from the 
ephemeris files was developed and replaces the routine written by Heck (1992) The 
data format of the SSDB and a preliminary assessment of the data are presented in 
Chapter 6 and in Technical Note 4. 

E.G. Mullen and S.M. Gussenhoven of PLGD have provided ten orbits of PRO-
TEL data to E.J. Daly, who has forwarded them to BIRA/IASB. These data have 
been plotted in different coordinate systems to assess the feasability of using them 
for the creation of a new low-altitude trapped proton model. It became apparent 
that there are problems with background contamination at low altitude, which was 
confirmed by PLGD. There currently is no straightforward way to evaluate the back-
ground contamination and to subtract it from the data. For this reason, PLGD did 
not find it opportune to use the low altitude PROTEL database for the purpose 
of a modelling effort nor to let BIRA/IASB access the whole PROTEL database 
Instead, E.G. Mullen sent BIRA/IASB a copy of the CRRESPRO trapped proton 
model developed from the PROTEL database, which is valid for L > 1.4. This 
model has been implemented in TREP, as described in Chapter 5 and in Technical 
Note 3. 

1.7 AZUR data analysis 

WP 2.2 of the Rider to TREND-2 involves the implementation of the AZUR database 
at BIRA/IASB. The AZUR satellite was launched in November 1969 in a polar 
orbit. It had two particle telescopes and two omnidirectional detectors for protons 
and electrons on board. High quality data were collected for about seven months. 

BIRA/IASB has acquired the database from NSSDC and installed it. A rou-
tine has been written to convert the raw counts in the data files to physical units. 
Plots have been produced of the first days of data, in various coordinate systems. 
It appears that background contamination is negligible and that the data provide 
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excellent coverage of the loss cone. Thus, they will prove very useful in a follow-up 
study of the low altitude environment. It should be noted that the directional pro-
ton measurements made by AZUR constituted the database used to implement solar 
cycle dependence to the AP-8 MIN model, resulting in the creation of AP-8 MAX 
Nevertheless, this excellent data set has not been fully exploited and could be used 
in a further study to build a new directional proton flux model. 

1.8 Implementation of a new proton model 
As the low altitude part of the full PROTEL database has not been released by 
PLGD, TREND-2 has been unable to produce a new proton model as expected in the 
proposal. Therefore, it has been decided instead to implement PLGD's CRRESPRO 
model (Meffert k Gussenhoven 1994) into TREP. To this effect, the model files were 
transformed into the AP-8 model format by applying fit functions to the pitch angle 
distribution, since the source code of the pitch angle interpolation routines was 
not available. The resulting model files, one for quiet magnetic activity conditions 
and one for active conditions, have been added to TREP. The models are accessible 
through new NAMELIST parameters and are valid above L = 1.4. 

The implementation of the CRRESPRO model in TREP has been used to calculate 
the proton flux along three types of orbit: GTO, LEO and polar. The proton flux 
distributions and energy spectra have been, compared to those obtained with AP-
8 MAX for the same orbits. The results for the GTO orbit also were compared to 
results published in the CRRESPRO documentation (Meffert & Gussenhoven 1994). 

This part of the study is documented in Chapter 5 and in Technical Note 3. We 
plan to extend this work by applying more appropriate fit functions to the pitch 
angle distribution in the model files to account for the steep flux decrease in the 
loss cone, which is neglected with the fit functions suggested by PLGD. In a future 
study it would be appropriate to regenerate the low altitude part of the model with 
better coverage of the loss cone. This should be undertaken in close collaboration 
with PLGD. 

1.9 Atmospheric cut-off 
Mcllwain's (1961) (B,L) coordinates have been very useful to map fluxes of pro-
tons and electrons averaged over drift shells. These coordinates depend only on 
the geomagnetic field model. Energetic proton and electron fluxes trapped in the 
magnetosphere above 1000-2000 km altitude are well organised in terms of the ge-
omagnetic coordinates (B, L). At lower altitudes, however, the Earth's atmosphere 
erodes the inner edge of the radiation belts. Between 100 km and 1000 km altitude 
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the flux of energetic particles has a steep gradient which is directly controlled by the 
density distribution of the atmosphere and of the ionosphere, but not by the distri-
bution of the magnetic field intensity B as it is at higher altitudes. Furthermore, the 
variation in the magnetic field intensity B is relatively small (a few percent) for a 
change in altitude of 1000 km over which the atmospheric density and the intensity 
of energetic protons and electrons decrease by several orders of magnitude. This 
indicates that B is not a very appropriate variable to map the low altitude flux 
distribution of Van Allen belt particles. 

The limitations of the (B, L) coordinate system at low altitudes already have 
been noted by iMcflwain (1990, personal communication) in the previous TREND 
study, where it has been recommended to use at low altitude a coordinate depending 
on the atmospheric density distribution. In the TREND-2 study we have examined 
this question in detail and have considered several alternative coordinates which are 
discussed in Chapter 4 and in Technical Note 2. 

The equatorial pitch angle a 0 is the first alternative coordinate that has been 
suggested to replace B or B/B0. The second alternative is the angle <p = arcsin[(B-
B0)/(BC - B0)] introduced by Daly k Evans (1993). When B varies from B0 to B v? varies from 0° to 90°. c ' 

The third option is an average of the atmospheric density over a drift shell. To 
calculate this average density we have adapted a program developed by A. Hassitt 
at UCSD. A revised copy of this program has kindly been sent to J. Lemaire by 
C.E. Mcllwain. As part of the TREND-2 study we replaced the old Anderson k 
Francis (1964) atmospheric model by the MSIS model developed by Hedin (1987) 
and added the IRI ionospheric model and the plasmaspheric extension of Carpenter 
k Anderson (1992). We also added the IGRF and GSFC12/66 (Cain et al. 1967) 
geomagnetic field models to the Jensen k Cain (1962) model already implemented 
in Hassitt's software. 

The atmospheric densities are weighted by the energy dependent collision cross 
sections of incident particles with the major atmospheric atoms and molecules and 
ionospheric and plasmaspheric ions, by means of a routine that takes into account 
all relevant collision processes with atmospheric and ionospheric constituents. 

The distribution of the AP-8 MIN and AP-8 MAX fluxes has been plotted versus 
the shell averaged density n,. It has been found that the distribution of proton fluxes 
versus n s along magnetic field lines is almost identical for minimum and maximum 
solar activity conditions for L < I m a x , where £ m a x is a threshold value that depends 
on the energy of the incident particle (for Ep - 1 MeV L^ ~ 1.7). This new 
finding corroborates a result obtained by Pfitzer (1990) that at low altitudes (350-
500 km) the distribution of the fluxes of AP-8 MIN and AP-8 MAX is determined 
by the atmospheric density distribution corresponding to minimum and maximum 
solar activity conditions. 
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Our results have lead us to recommend the use of logn, as a coordinate to map 
future proton models for L < £m a x . For higher L values atmospheric scattering is 
not the major process determining the distribution of particle fluxes along magnetic 
field lines. In this case, cross-L and pitch angle diffusion'due to electric and magnetic 
fluctuations are the dominant processes. 

This work is documented in Chapter 4 and in Technical Note 2. Further exten-
sions of this study could be envisaged in a future study to include the effect of pitch 
angle diffusion and cross-L diffusion averaged over drift shells. 

1.10 Geosynchronous environment 
WP3.1 was devoted to the statistical study of the electron flux at geostationary 
orbit. To this purpose the Meteosat-3 SEM-2 electron flux data have been used to 
make a statistical survey. Average fluxes, energy spectra, anisotropics and prob-
abilities of occurence of fluxes exceeding certain levels have been determined as a 
function of local time and geomagnetic activity indices. 

The median fluxes and threshold fluxes for 95% and 5% occurrence have been 
determined during substorm injection events as well as for quiet conditions. The 
spectral index of the differential energy spectra have also been calculated and plot-
ted. Fourier analysis of the SEM-2 data also has been performed. Significant peaks 
at the periods of 12 hours and 24 hours have been identified as well known local 
time variations. 

Furthermore, the loss rate of 42-300 keV electrons at geostationary orbit is of 
the order of 40% per day, in the absence of new injection events. High energy 
(200-300 keV) electron flux enhancements lag behind low energy (43-60 keV) en-
hancements by one day. This is consistent with the recirculation model of Fujimoto 
& Nishida (1990). 

The results of the correlation analysis and superposed epoch analysis have been 
presented in Chapter 7 and Technical Note 6-7. 

1.11 Wavelet analysis 
As part of the Rider WP1.2, MSSL has re-examined the SEM-2 data from the 
standpoint of wavelet analysis using the program ONDELET-3, developed at the Uni-
versité Catholique de Louvain (UCL), and which has been supplied to MSSL by 
BIRA/IASB. 

This study suggests the existence of a minimum repeat period of 3 hours for 
injection events. The results are described in Sect. 7.5 and in Technical Note 6. 
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1.12 Comparison of SEM-2, LANL and CRRES 
data 

As part of WP 3.1, MSSL acquired electron data from the Los Alamos National Lab-
oratory (LANL). These geosynchronous data have been interfaced with the MSSL 
software system. Similarly, data from the MEA and HEEF instruments on CRRES 
were acquired and processed by MSSL for the period of July 1990 to October 1991. 

The local time distribution of the electron fluxes obtained by these two satellites 
has been compared to that of the MeteoSat SEM-2 electron measurements. Large 
differences in the measurements for the different satellites are observed at low ener-
gies as well as at high energies. Furthermore, a comparison of the SEM-2 data to 
the AE-8 models indicates that the NASA models underestimate the electron flux 
at lower L values and overestimate it at higher L values. 

There is however good agreement between the CRRES HEEF and MEA instru-
ments. The MEA data agree well with the SEM-2 data, using the L parameter to 
compare data taken at different positions. There are however significant differences 
with the LANL data by a factor of up to 15. Because of the unresolved calibration 
problem with the LANL data, TREND-2 does not recommend to use them in the 
creation of new trapped radiation belt models. On the other hand, the good agree-
ment between MEA, HEEF and SEM-2 data leads us to consider them as valuable 
databases in the creation of new radiation environment models. 

This work is reported in Chapter 8 and in Technical Note 8. 

1.13 Study of the CRRES outer electron belt 
WP3.2 was devoted to the statistical study of CRRES/MEA data for electrons 
of energy in the range 110-1633 keV. These data have been made available and 
transferred to MSSL by A.L. Vampola. The data have been analysed in close col-
laboration with A.L. Vampola who visited MSSL and attended a TREND Progress 
Meeting at BIRA/IASB in June 1994. 

Electron pitch angle distributions were obtained from the MEA data. Different 
coordinate systems have been used to map the observed fluxes: (£ ,£ ) , (B/B0, L), 
(LT, L), ( B m / B 0 , L), [log(f?m/B0), L\ and (or0, L) (Bm and Lm were calculated with 
BLXTRA which allows the calculation of these quantities for a # 90°, as indicated 
above). The standard deviation was also calculated and binned in the different 
coordinate systems. 

This work is reported in Chapter 9 and in Technical Note 9, where it is con-
cluded that the [log(Bm/B0), L) and (a0, L) coordinates provided good coverage 
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and produced systematic variations and acceptable standard deviations in the outer 
radiation belt. However, since the (a0, L) coordinate system is much simpler to 
visualize and does not exaggerate the data resolution in the loss cone, this pair of 
coordinates is strongly recommended by TREND-2 for future modelling of the outer 
radiation belt. A first attempt at such a model has been described in Technical Note 
10 and is reported in Chapter 9. 

1.14 Analysis of GOES-7 electron and proton 
data 

The energetic particle data from the GOES-7 geostationary satellite have been trans-
ferred to MSSL. The analysis software developed for SEM-2 has been adapted to 
analyse this new data source. These tasks and a comparison of GOES-7 and SEM-2 
data constitute WP 1.3 of the Rider to TREND-2. 

Autocorrelation of both data sets has been performed. Local time distributions 
of the GOES-7 data have been summed into daily averages. Correlation coefficients 
between Kp and the electron flux of GOES-7 have been determined as a function of 
time offset for electron energies > 2 MeV. From this analysis it could be concluded 
that periods of 27 and 13 days appear in the electron data. A 22 day period is seen 
in the proton data. 

The GOES-7 data revealed that the SEM-2 electron flux at high energy (202-
300 keV) contained some substorm component. The changes in 43-60 keV electron 
flux, 202-300 keV flux and > 2 MeV flux when Kp is enhanced, occur in sequence 
(i.e. the flux of the lower energy electrons is enhanced earlier than the flux of the 
higher energy electrons), with a total elapsed time of 3 days. This is in support of 
the recirculation model of Fujimoto k Nishida (1990), i.e. for a process of heating 
ambient magnetospheric plasma up to radiation belt energies over a time scale of 
the order of 3 days. 

This work has been described in Chapter 10 and in WP Report 3. 



Chapter 2 
Evaluation of the INP radiation 
belt models 
2.1 Introduction 
In the sixties and seventies NASA has developed a series of empirical trapped ra-
diation belt models for proton and electron fluxes (Vette 1991b). The last versions 
are AP-8 MIN and AP-8 MAX for protons (Sawyer & Vette 1976) and AE-8 MIN 
and AE-8 MAX for electrons (Vette 1991a), where MIN, MAX refer to conditions of 
minimum and maximum solar activity, respectively. In addition, NSSDC released 
compressed versions of the two AP-8 models, i.e. AP-8 MIC and AP-8 MAC, which 
contain only part of the full model grid and were released for computer systems 
with limited memory capacity. It is recommended to use the full versions since they 
cover the region occupied by the radiation belts with a much finer grid than the 
compressed models,' thus minimizing interpolation errors. 

It should be pointed out that during the TREND-2 study an error has been 
found in the AP-8 MIN block data file (Heynderickx k Beliaev 1995). D. Bilitza at 
NSSDC was informed of this error and a copy of the corrected block data file was 
sent to him. 

Following the long-term effort of NASA to produce a series of radiation envi-
ronment models, the Soviet Union has developed in parallel its own models and 
software to determine the fluences and radiation doses on future satellite missions. 
INP/MSU has been most active in the U.S.S.R. and C.I.S. in developing trapped 
radiation environment models similar to those of NASA. Their most recent models 
have been developed by E.D. Tolstaya, G.I. Pugacheva and A.A. Gusev under the 
direction of M. Panasyuk, director of INP/MSU. 

In order to assess the similarities and differences between both sets of models and 
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to put in a new perspective the modelling efforts in the C.I.S., TREND-2 has under-
taken to compare in a systematic way the NASA and INP empirical models The 
structure (format, gridding and file organisation) of both sets of models is compared 
in Sect. 2.2. Comparison of flux, energy spectra and fluences for different orbits and 
solar activity conditions are reported in Sect. 2.3. The computer programs used for 
this study have been developed by A. Beliaev in collaboration with J. Lemaire and D. Heynderickx. 

A more detailed description of the results and the new software is given in Tech-
nical Note A and in the User Requirement Document (URD), Software Requirement 
Document (SRD), Architectural Design Document (ADD) and Detailed Design Doc-
ument (DDD). This work constitutes WP2.1 of the Rider to TREND-2. 

2.2 Comparison of model structure and organi-
sation 

A description of the NASA and INP trapped radiation models is given below. Both 
sets of models are organised as a three-dimensional array: E, L, B for the INP models 
and E, L, B/B0 for the NASA models. The differences resulting from the choice of 
different coordinate systems and from the interpolation methods are described. 

2.2.1 Description of the NASA trapped radiation models 
Several models of the trapped radiation environment were developed by NASA dur-
ing the period 1964-1991 (Vette 1991b). The latest in the series of NASA models, 
AP-8 for protons and AE-8 for electrons, are described by Sawyer k Vette (1976) 
and Vette (1991a), respectively. 

The AE-8 and AP-8 models are static representations of the trapped radiation 
environment, with local time dependence averaged out. There are four models, called 
AP-8 MIN, AP-8 MAX, AE-8 MIN, and AE-8 MAX. They correspond to conditions 
of solar minimum (MIN) and solar maximum (MAX). 

The NASA models use the (B/B0, L) coordinate system. B/B0 is used to locate 
the position along the field line and is defined as the ratio of the magnetic field 
strength at the point of observation to B0, the minimal value of the magnetic field 
strength along the given magnetic field line1. B/B0 ranges from 1 to some maximum 
value BC/BQ which corresponds to the relative geomagnetic field strength in the 
region where particles are absorbed by the upper atmosphere. 

'FOR the NASA models, the value B0 = 0.311653/L3 is used. .th this definition, B0 is an adiabatic invariant since it depends only on L. 
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For a set of values of the particle energy E, covering the whole energy spectrum 
of trapped electrons and protons, the models provide the omnidirectional integral 
flux as log7(> E',B/BQ = 1) for a series of discrete values of L, followed by scaled 
increments in B/B0 corresponding to fixed decrements in log ƒ(> B/B0). 

The subroutines TRARA1 and TRARA2 are used to interpolate in ( E , L , B / B 0 ) 
space. Interpolation problems with these subroutines were reported by Daly & 
Evans (1993). In order to improve the interpolation procedure, they suggested to 
replace B/B0 by a new coordinate <p defined as 

. B - B 0 

^ = a r c s i n 5 - r ^ - (2-1) 
The interpolation in (E, L, <p) space is done with a new subroutine TRARAP. Daly & 
Evans (1993) have shown that the ripples found in flux contour lines derived with 
the TRARA1 and TRARA2 subroutines, disappear almost completely when TRARAP is 
used. 

Due to the fact that the original AP-8 MIN data sets were too large to fit in 
the memory of computers commonly used at the time of the release of this model, 
"compressed" versions of AP-8 MIN and AP-8 MAX were released by NSSDC. These 
compressed versions of the AP-8 models are described by Vette (1977) and are 
referred to as AP-8 MIC and AP-8 MAC. 

To model the fluctuations of the electron flux in the outer radiation belt, the 
statistical standard deviation of the electron flux was introduced in AE-8. It is 
defined for the whole energy range of the model and for 3 < L < 11 in the form of 
a discrete function (Vette 1991a), giving the standard deviation of log J{> E) as a 
function of L and E. 

Table 2.1. Characteristics of the NASA trapped radiation models 

Characteristic AP-8 AE-8 
Energy range (MeV) 0.1-400 0.04-7 L range 1.15-6.6 1.2-11 Epoch 1964/1970 1964/1970 Date of publication 1976 1983 (documented in 1991) 
Number of satellites 24 24 
Number of instruments 29 26 
Number of data channels used 101 95 
Channel-months of data 264 1303 
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The main characteristics of the AP-8 and AE-8 models are presented in Table 2 1 

which is compiled from Vette (1991b) and Gaffey k Bilitza (1994). 

2.2.2 Description of the INP trapped radiation models 
Since the 1970s, INP/MSU is developing various models of the space environment 
The first trapped radiation belt models developed at INP were published under the 
name Cosmos Model-82. The most recent models are described by Getselev et al 
(1991). These models will be called i ;INP" models. 

The NASA models were used as base models to produce reference spectra. More 
recent satellite observations were then compared to those reference spectra. The 
new data were collected with ISEE-1 (Williams & Frank 1984), SCATHA (Fennell 
1982), GORISONT (Grafodatsky et al. 1989), COSMOS-900 (Goriainov et al 1983 
Vlasova et al. 1984), and INTERCOSMOS-19 (Volkov et al. 1985). Theoretical 
considerations based on low altitude satellite data (Savun & Yushkov 1985) have 
been used to update the flux values in a limited region of (E, L, B) space. Earlier 
versions of these models have been adopted as USSR State Standards (GOST 1986). 

The INP models are a static representation of the trapped radiation flux, with 
local time dependencies averaged out as in the NASA models. There are four models, 
two for protons and two for electrons, one of each for solar minimum and for solar 
maximum, to be called INP-PROTMIN, INP-PROTMAX, INP-ELECMIN, INP-
ELECMAX. These names correspond to data file names. 

Unlike the NASA models, the INP models use a {B, L) grid instead of a (B/B0, L) 
grid. For each L value, equatorial flux values and a number of off-equator flux 
values are provided for a series of energies and for a set of tabulated values of 
B. The magnetic field' models used to calculate B and L are assumed to be the 
same as those used for the NASA models, i.e. the Jensen & Cain (1962) model for 
both electron models and for the solar minimum proton model and the GSFC12/66 
model (Cain et al. 1967), updated to 1970, for the solar maximum proton model 
(Heynderickx et al. 1995). The more recent data used to update the Russian model 
did however use magnetic field models of later epoch. 

2.2.3 Model ranges and limits 
The ranges and limits of AE-8/AP-8 and of the INP models are briefly summarised 
in Table 2.2. The computer programs originally provided with the models issue 
warnings in case the fluxes are lower than a given threshold. The values of these 
thresholds are given as flux limits in Table 2.2. 
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Table 2.2. Limits of the NASA and INP trapped radiation models 

Type of limit AE-8/AP-8 Model Limits INP Model Limits 

Energy range protons: 0.1-400 MeV protons: 0.1-400 MeV 
electrons: 0.04-7 MeV electrons: 0.04-7 MeV 

L range protons: 1.15-6.6 protons: 1.2-6.6 
electrons: 1.2-11 electrons: 1.2-7.0 

B/BQ range empirical atmospheric cut-off not applicable 
B range not applicable empirical atmospheric cut-off 

Flux range > 10cm-2 s_ 1 
> 1 cm -2 s - 1 

2.2.4 Data file organisation and internal data representa-
tion 

The NASA model data sets are stored as arrays of integers, with common scale 
factors stored at the beginning of each file. This structure limits the round-off 
errors and needs less storage space. The structure of the database is the same in 
the file and in computer memory, thus simplifying the process of loading the data. 

Since the computerised version of the INP models was developed only for Intel-
based PC compatible computers, binary format was used to store the database 
However, for the present study, the original ASCII data files were used to provide 
platform-independence. The database itself consists of a set of two-dimensional 
tables, each showing the (B, L) dependence of particle fluxes for a given energy. 
The files consist of a header of variable length, followed by a variable number of 
tables. The header contains the number of energy levels for each table in the file 
and the set of corresponding energy values. Each table begins with a one-line header, 
the L value for this table and the number of lines in this table. Each line of the table 
contains a B value Mowed by a set of flux values. In order to simplify the table 
look-up procedure, the routine INPINIT has been written to transform the sequence 
of tables into a more appropriate form (a source code listing of INPINIT is given in 
Technical Note A). 

The (E, L, B) grid of the NASA models is denser than the grid of the INP 
models. For the proton models the INP grid is quite comparable to that used in the 
compressed NASA models AP-8 MAC and AP-8 MIC. The equatorial grid points for 
both sets of models are plotted in Figs. 2.1 and 2.2. 
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Figure 2.1. (E,L) grid of NASA and INP proton models 
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Figure 2.2. (E,L) grid of NASA and INP electron models 
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2.2.5 Interpolation methods 
25 

To interpolate between grid points in the AP-8 and AE-8 models the FORTRAN 
programs TRARA1 and TRARA2 are generally used. TRARA1 performs a linear inter-
polation of log J in energy space, while TRARA2 performs a linear interpolation of 
log7 in (B/B0, L) space. The interpolation algorithm used in TRARA2 is described 
by Vette (1991a). An alternative method of interpolation was introduced recently 
by Daly k Evans (1993)^ee Sect. 2.2.1—and is implemented in the subroutine TRARAP. 

The interpolation method used with the INP models is less sophisticated and 
more straightforward compared to that used with the NASA models. Linear inter-
polation is performed for B and L, while logarithmic interpolation is performed for 
E. The interpolation subroutine used in the INP models is called FINTL1. 

2.3 Flux comparisons 
To compare the fluxes obtained with the two sets of models, the ratio J ^ P / J ^ A S A 

was calculated for each pair of corresponding models. The logarithm of the ratios 
is plotted as a colour map (in this document the colour maps are represented in 
grey scale; the original colour maps are given in Technical Note A). The TRARAP 
subroutine was used to interpolate between grid points in the NASA models. For 
the interpolation in the INP models, the FORTRAN subroutine FINTL1B0 was writ-
ten. Solid contour lines correspond to the flux values of the second model in the 
comparison. Points of the maps for which one or both models return fluxes below 
their respective thresholds were shaded with gray. It should be noted that for each 
map the colour palette was scaled differently, so that the colour range covers the 
whole range of values. Therefore, when comparing different figures, attention should 
be paid to the values shown in the colour legend of the map. 

Vette (1991b) estimates that the errors in the NASA models are "about a factor 
of two". He also noted that "the greatest error should be expected where steep 
gradients in spatial or spectral distributions exist". Therefore, we will also consider 
here that when the fluxes of the INP and NASA models agree to within a factor of 
two the models are in satisfactory agreement with each other. 

The comparison between the full and "compressed" NASA models can also be 
made with the software developed during this study. Comparisons of results obtained 
with TRARA2 and TRARAP for the same model are also possible with the same software. 
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Figure 2.3. Comparison of equatorial proton fluxes for solar mayimnrn 
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Figure 2.4. Comparison of equatorial proton fluxes for solar minimum 
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Figure 2.5. Comparison of equatorial electron fluxes for solar maximum 
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Figure 2.6. Comparison of electron equatorial fluxes for solar minimum 
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2.3.1 Equatorial fluxes 
Figures 2.3 and 2.4 compare the equatorial proton fluxes obtained with the INP and 
NASA proton models for solar maximum and solar minimum, respectively. These 
figures illustrate the relatively good agreement between INP and AP-8 models. For 
most of the {E,L) space the difference is less then a factor of two. However, a 
difference of more than one order of magnitude is observed in the region of steep 
gradients close to the outer border of the radiation belt at the energy values 0.4, 1, 
4 and 10 MeV, which are part of the grids of both the NASA and the INP models! 
This difference indicates that larger discrepancies between the models are present 
in the regions where the grid is sparser in the INP model because of the different 
interpolation methods used. 

Over most of the (E,L) space the difference between the equatorial electron 
fluxes obtained with the NASA and INP models, shown in Figs. 2.5 and 2.6, does 
not exceed 0.1 in logarithm. There are larger differences, however, in the region of 
steep gradients. In most cases the INP models underestimate the fluxes compared 
to the AE-8 models, except for a small region around E = 500 keV and L = 10, 
where the INP model fluxes are half an order of magnitude higher than the AE-8 
fluxes. These discrepancies occur in the proximity of the boundary of applicability 
of AE-8 where the accuracy of AE-8 itself is about an order of magnitude. It can 
therefore be concluded that both models give consistent results in the region where 
the flux is large enough and where the gradients are not too steep. 

It can be concluded that near the geomagnetic equator both models produce 
comparable results. The largest discrepancies are found in the region of steep gradi-
ents where different methods of interpolation and different networks of grid points 
lead to differences in the interpolated fluxes. The limited number of observations 
in some regions of the magnetosphere as well as the fact that the observed flux at 
high altitudes is rather variable in time probably are the reasons for most of the 
discrepancies. Furthermore, since no external magnetic field is used to determine 
(B, L) in any of these models, the (B/B0, L) coordinate system becomes inadequate at L > 6. 

2.3.2 Off-equator fluxes 
To compare the models away from the geomagnetic equator colour maps were pro-
duced for protons of 2 MeV and 100 MeV and for electrons of 0.5 MeV and 2 MeV. 
The plots for 2 MeV protons and 0.5 MeV electrons for solar minimum are shown in 
Figs. 2.7 and 2.8. The low-L border where the particle flux decreases rapidly to zero 
corresponds to the atmospheric cut-off. Both models have similar cut-off values. 

The differences between the two sets of models are much larger at lower energies 
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Figure 2.7. Comparison of 2 MeV proton fluxes for solar minimum 
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Figure 2.8. Comparison of 0.5 MeV electron fluxes for solar minimum 
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than at higher energies. For example, for 2MeV protons the INP models underes-
timate the fluxes compared with the NASA models in most of the radiation belts 
For 100 MeV protons the comparison gives agreement well below a factor of two 
difference, except in the region of atmospheric cut-off. 

The comparison of electron fluxes in Fig. 2.8 shows that much better agreement 
is found in the region of the inner electron belt (L < 2.5) than in the region of 
the outer electron belt. Again a poor agreement is observed at the edges°of the 
radiation belts, where the flux gradients are largest. Note that both sets of models 
differ significantly between L = 2.5 and 1 = 3. The largest discrepancies are found 
for solar maximum conditions. For solar maximum, the INP model electron flux in 
this region is an order of magnitude lower than the AE-8 MAX flux. 

Colour maps of the flux ratio versus E and B/B0 have also been produced for 
a constant value L = 6.6. These maps for proton and electron fluxes are shown 
in Figs. 2.9 and 2.10, respectively, for solar minimum. In Fig. 2.9 bright vertical 
stripes are seen at the energy values where the energy grid points of the INP models 
coincide with those of the NASA models. For other energies larger differences are 
observed. This shows again the importance of the interpolation methods used in 
retrieving fluxes from tabulated empirical models. 

Figure 2.10 shows that small corrections (less then a factor of two) were intro-
duced in the INP electron models at L = 6.6 and energies 0.5-1 MeV. The discrepan-
cies in this region cannot be explained by interpolation artefacts, since both models 
have a similar grid spacing in this region. However, the corrections in the INP are 
small and the differences with the NASA models mostly are well inside the range of 
uncertainty of the NASA model. 

It can be concluded that although some differences between the NASA and INP 
electron models exist in limited regions of E, L, and B/B0, on the whole the models 
show reasonable agreement with each other. 

2.3.3 Solar cycle variations 
To compare the influence of the solar cycle on both sets of models, colour maps were 
produced for logfJ^ux/JMrn), for both the NASA and the INP models. 

The AP-8 models for protons have the same equatorial fluxes for solar minimum 
and maximum, except in a narrow region near the atmospheric cut-off where the 
fluxes are lower for the AP-8 MAX model. The INP proton flux models show the 
same feature. Additional small flux variations over the solar cycle across the whole 
trapped radiation belt region are present in the INP models. This can be explained 
by the fact that the fluxes in the INP models are given to only three digits. Round-off 
errors together with interpolation errors can produce the small flux variations. 
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Figure 2.9. Comparison of proton fluxes for L = 6.6 for solar minimum 
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Figure 2.10. Comparison of electron fluxes for L = 6.6 for solar minimum 
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Figure 2.11. Solar cycle variations of the AP-8 model fluxes for 10 MeV protons 
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Figure 2.12. Solar cycle variations of the INP model fluxes for 10 MeV protons 
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Figure 2 .13 . Solar cycle variations of the INP model fluxes for lMeV protons 

The comparison for the electron models showed that for L < 5 the NASA and 
INP models produce similar flux variations over the solar cycle. For most energies in 
this region the flux during solar maximum is about a factor of 6 larger than during 
solar minimum. The flux in the region of L > 5 remains constant in AE-8 while 
it shows small variations in the INP models, similar to the variations in the INP 
proton models. 

Figures 2.11 and 2.12 were produced for proton energy E = 10 MeV. These 
figures illustrate that both the INP and the NASA models have solar cycle flux 
variations at all points along magnetic field lines. Figure 2.13 shows the ratio of the 
INP proton fluxes at 1 MeV between solar maximum and solar minimum. The red 
spot around L - 5.5 and B/B0 = 5-10 is due to the fact that additional satellite 
data has been used in this region to update one of the INP models. However, this 
difference is rather small (a factor of 2 at most). 

Figures 2.14 and 2.15 are obtained for electrons of 2 MeV. The electron fluxes 
in both models have similar field line dependences. Again one can clearly see small 
discrepancies, which we attribute to round-off errors. 

The colour map in Fig. 2.16 shows the ratio of the INP electron fluxes at solar 
maximum and minimum for L = 6.6. We explain the observed pattern as the result 
of the interpolation. This serves as a good illustration of the disadvantages of the 
method of interpolation selected for the INP models. 
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Figure 2 .14. Solar cycle variations of the AE-8 model fluxes for 2 MeV electrons 

Log(Flux(INP-ELECMAX)/Rux(INP-ELECMIN)) E= 2.00 MeV 

20 40 60 
8/Bo 

Figure 2 .15. Solar cycle variations of the INP model fluxes for 2 MeV electrons 
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Figure 2.16. Solar cycle variations of the INP model electron flux at L = 6.6 

2.4 Fluence comparisons 
To study the differences in the NASA and INP models, daily particle fluences for a 
LEO orbit were calculated using both models. The fluence calculations were made 
for a circular orbit with altitude 500 km and inclination 51.6° (one of the possible 
orbits for a Shuttle-Mir mission). Spacecraft positions in geographical and (B,L) 
coordinates were calculated with UNIRAD for 30 second intervals during 24 hours. The 
Jensen and Cain (1962) magnetic field model and the GSFC12/66 model (Cain et al. 
1967), updated to 1970, were used to calculate (B, L) coordinates for electrons and 
protons respectively, as recommended by Heynderickx et al. (1995). Daily fluences 
for a set of energy values were then calculated for the (B, L) coordinates using both 
the NASA and INP models for solar maximum. The resulting fluences for protons 
and electrons are shown in Figs. 2.17 and 2.18, respectively. The results show good 
agreement between daily fluences calculated with the INP and NASA models. It 
should be noted that most of the LEO orbit is located close to the atmospheric 
cut-off in the region of steep flux gradients. However, the averaging along the orbit 
produces fluences which differ at most by a factor of two. 
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Figure 2.17. Daily proton fluence according to the NASA and INP models 
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Figure 2.18. Daily electron fluence according to the NASA and INP models 
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2.5 Conclusions 
The trapped radiation models developed at INP/MSU and at NASA use different 
interpolation methods and different grids of points to store the data. However, it 
can be concluded from the comparisons made in the present study that both the 
NASA and INP trapped radiation models produce similar fluxes in the bulk of the 
Earth's radiation belts where the largest fluxes are observed and where the gradients 
are not too large. There are differences between the models in limited ranges of L, 
E, and B/B0, such as for electron fluxes during solar maximum for L = 2.5-3. 

There are significant differences between the models in the regions of steep gra-
dients. One of the reasons for this discrepancy is the different choice of the B or 
B/B0 coordinate to organise the INP and the NASA models, respectively. Future 
trapped radiation models should be organised in another coordinate such as <p (Daly 
& Evans 1993) or the drift shell averaged atmospheric density n, (Hassitt 1965b). 

The present study also showed that there is a need for "standardizing" the mod-
els, i.e. specifying the methods of storing and accessing models values. This may 
simplify future use of the models and reduce the impact of different storage and 
interpolation methods on the flux values. It should be also taken into account that 
the methods currently used in the NASA models were developed 20 years ago and 
that modern computers can easily handle much more extensive calculations and finer 
grids. 



Chapter 3 
Improvements to U N I R A D 
In this chapter we describe the changes made to the UNIRAD software routines BLXTRA 
and TREP. 

After careful study of the program structure, we were able to significantly sim-
plify the program flow and to eliminate several subroutines which were never called. 
In addition, a few minor errors were detected and corrected. 

In Sect. 3.1, we document the addition of an external geomagnetic field model 
to BLXTRA, i.e. Olson k Pfitzer's dynamic model (Pfitzer et al. 1988). 

In order to study directional particle flux measurements, pitch angle dependence 
had to be implemented in the software. This is described in Sect. 3.2. First, we 
replaced Mcllwain's field line tracing algorithm INVAR in BLXTRA with an algorithm 
developed by Pfitzer (1991). The common interface file for SAPRE, BLXTRA, and TREP 
was modified so that the pitch angle is one of the input parameters for'the latter 
two programs. The. field line tracing now extends beyond the geographical location 
to the location of the mirror points determined by the pitch angle. In TREP, the 
mirror point magnetic field value is used to access AP-8 and AE-8 instead of the 
magnetic field value at the point of measurement (these points coincide for pitch 
angle 90°). In addition, a unidirectional version of the AP-8 proton models has 
been implemented. The differences between the coordinates ( B m , L m ) and (B, L) 
are discussed and illustrated. 

The modified routines have been extensively tested. In particular, Pfitzer's 
(1991) field line tracing algorithm provides for better coverage of a field line than 
INVAR. The new software has been applied to CRRES measurements to illustrate 
the effects of the inclusion of pitch angle dependence. 

As a result of continuing interaction with J. Vette, the question of which geo-
magnetic field models were used to construct AP-8 and AE-8 was finally resolved. 
It appears that AE-8 MIN, AP-8 MIN, and AE-8 MAX were built with the Jensen k 
Cain (1962) time-independent model with epoch 1960, while for the solar maximum 
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model AP-8 MAX the GSFC12/66 model (Cain et al. 1967), updated to epoch 1970 
was used. Consequently, these magnetic field models should be used also when the 
NASA flux models are accessed. 

A disadvantage of this approach is that when the field models for these earlier 
epochs are used, the secular drift of the South Atlantic Anomaly (SAA) is not taken 
into account. Hence, we made a study of methods to correct for this effect. Three 
methods were compared in Technical Note 1, based on different ways of determining 
the position of the SAA. We found that a time-dependent eastward correction of the 
satellite position is in best agreement with observational data on the secular drift 
of the SAA. We studied the effect of this correction on a low-Earth orbit. 

The new record structure of the common interface file and the new NAMELIST 
parameters for BLXTRA and TREP are described in the user manual for UNIRAD. 

3.1 Implementation of the Olson & Pfitzer dy-
namic field model 

The software package BLXTRA performs the conversion of geodetic coordinates to the 
magnetic coordinates (B, L) (Mcllwain 1961) in the UNIRAD package. BLXTRA uses 
both internal and external geomagnetic field models. Recently, we added Olson and 
Pfitzer's dynamic external model (Pfitzer et al. 1988) to BLXTRA. In this section, we 
describe this model and its inclusion in BLXTRA. 

3.1.1 The Olson-Pfitzer dynamic field model 
Olson & Pfitzer's (Pfitzer et al. 1988) dynamic model for the external geomagnetic 
field was developed for event studies in the NASA Coordinated Data Analysis Work-
shops (CD AW). It extends the Olson & Pfitzer (1974) tilt averaged and the Olson k 
Pfitzer (1977) tilt dependent models by modelling the variation of the strength and 
size of the major magnetospheric current systems in response to their interplane-
tary sources. The model is capable of accurately representing the dayside magnetic 
field at geosynchronous orbit for all magnetic conditions and the nightside field for 
non-substorm conditions. The model does not accurately represent the magnetic 
field in the inner tail region during storm conditions, because it does not include the 
extension of the Birkeland currents into the magnetosphere. 

The dynamic model can be used to represent any set of magnetic conditions. In 
the model, the pressure of the solar wind is used to determine the scale and strength 
of the magnetopause currents. The ring current is driven by a modified D, t index in 
which the contribution of the magnetopause currents has been removed. At present, 
the tail currents are scaled in the same way as the magnetopause currents. 
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On the daylight side of the Earth, the model is able to predict the strength of 
the magnetic field at synchronous orbit to within 5nT for magnetopause standoff 
distances between 7 and 11 RE. Since the model does not yet include the effects of 
the asymmetric ring and Birkeland currents, it is not as accurate on the night side 
of the Earth. 

In the following sections, we present the Olson k Pfitzer (1974) tilt averaged and 
the Olson k Pfitzer (1977) tilt dependent models, and we describe the scale factors 
used for each current system in the Olson k Pfitzer dynamic model (Pfitzer et al 
1988). 

The Olson-Pfitzer tilt averaged model 
The contribution of the external magnetic field is represented by the sum of two 
terms in Olson k Pfitzer's (1974) tilt-averaged model. The first term describes 
the magnetic field BM produced by the magnetopause currents. The second term 
represents the field associated with the distributed currents, i.e. the ring current 
field Br and the tail current field BT. 

For the magnetopause field, Olson's (1969) model is used, which determines 
the magnetopause shape and currents self-consistently, using the pressure balance 
condition. The distributed currents are represented by wire loops ;01son 1974). 
They include the effects of both the quiet time ring current and the tail current. 

The external magnetic field contributions in the Solar Magnetic (SM) (Russell 
1971) coordinate system (x, y, z) are expressed as sums of terms of the form 

Bx = 
£„ = 
Bt = 

6 3 3 
E £ £ k * + àijk exp(—0.015 r 2 ) ] x»y2 V + 1 , >=0 j=0 k=0 

6 3 3 
£ £ £ k * + <kjk exp(—0.015 r 2 ) ] x ' y 2 > + V f c + 1 , i=0 7=0 fc=0 
6 3 3 

£ £ £ h i * + fak exp(-0 .03r 2 ) ] x W * , 

(3-1) 

ciijk = bijk = 0 for i + 2j + 2k > 6, 
Cijk = dijk = 0 for i + 2j + 2k > 5, 
e.jfc = fijk = 0 for i + 2j + 2k > 7, 

(3.2) 

where 
r = s/x2+ y2 + z2. (3.3) 

The coefficients in these expansions are given in tables by Olson k Pfitzer (1974) 
for £ m and flR + B T . 
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The model is based on quiet time data and should not be used to study storm 
time conditions. Since many of the input data were averaged over the dipole tilt 
angle ^ defined as the complement of the angle between the north magnetic dipole 
direction and the Earth-Sun line (positive when the north magnetic pole is tilted 
towards the Sun), the model represents only the symmetric magnetospheric field 
configuration with the solar wind direction perpendicular to the geomagnetic dipole 
axis. 

The Olson-Pfitzer tilt dependent model 

The Olson k Pfitzer (1977) tilt dependent model is a revision of the Olson k Pitzer 
(1974) tilt averaged model. The revision was made because the tilt averaged model 
does not adequately represent the case 0 = 0, primarily at large distances on the 
midnight equator. 

The SM components of the external magnetic field are represented as sums of 
terms of the form 

5 3 5 

B * = E E E [AHk + Bijk exp(—0.06r2)] x ' - y - V 1 , 
>=ij=ik=i J 

i + 2j + k < 9, 
5 3 5 

By = E E E [cijk + A^expM.Oer^lx'-yj-V-1 

i=lj=l*=l J 

i + 2j + k < 9, 
5 3 5 

(3.4) 

B * = E E E [EHk + Fijk exp(—0.06 r2)] x ^ y ^ z " - 1 , 
i = l l k = i J 

i + 2j + k < 9. 

The coefficients in these expansions are themselves linear or quadratic expansions 
in terms of the dipole tilt angle ii. The values of the coefficients are tabulated in 
Olson k Pfitzer (1977). 

The Olson-Pfitzer dynamic model 

The principal feature of the Olson k Pfitzer dynamic model (Pfitzer et al. 1988) 
is the introduction of variable strength factors multiplying the quiet models of the 
fields of the three current systems. The SM components of the magnetic fields 
are represented as expansions in the SM coordinates (x,y,z). The scaling of the 
three magnetic field contributions is described in the following sections (cfr Olson 
k Pfitzer 1982). 
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Magnetopause currents The strength and size of the magnetopause currents are 
determined by means of a pressure balance equation that relates the kinetic pressure 
of the solar wind to the magnetic energy density of the magnetic field inside the 
magnetopause. The stand-off distance R,, i.e. the distance from the centre of the 
Earth along the Sun-Earth line to the location of the magnetopause, is represented 
empirically in terms of the solar wind pressure pV2 as 

p _ 98 
(pV 2 } 1 / 6 ' ( 3 - 5 ) 

where R, is expressed in units of RE, and p and V are the density and velocity of 
the solar wind, in units of particles/cm3 and km/s, respectively. 

The pressure balance formalism also provides a direct relation between the 
strength of the magnetopause currents and the solar wind pressure. The variation 
in the strength of the magnetopause currents is approximated by 

/10 .5 \ 3 

where 10.5 is the quiet time magnetopause stand-off distance used in the Olson & Pfitzer (1974) model. 
Since the relative shape of the magnetopause remains unchanged for all values 

of the solar wind pressure, the magnetic field vector Bm(r) associated with the 
magnetopause currents can be expressed in terms of the field expansion for quiet 
times i?Mq at the point r' as 

BM(r) = SM B M q ( r ' ) , ( 3 - 7 ) 
where 

•R. 
r = — r . (3.8) 

Ring current The ring current system is scaled in terms of a modified D s t index defined as ' 
£>st,m = A t - 1 5 ( 5 M - 1 ) , (3.9) 

with D r t given in nT. The scale factor quantifying the strength of the ring current is given as 
SK = 1 - 0 . 0 3 At, m- (3.10) 

When the magnetopause is compressed, only the outer edges of the ring are com-
pressed. Since the largest contributions of the ring are near L-values of 3 or 4, the 
size of the ring is not scaled, so that 

SR = 5 r B r < , . (3.11) 
The error introduced by this approximation is assumed to be small enough so that 
the representation of the storm time ring current system is reasonable. 
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Tail currents The contribution to the magnetic field due to the tail current system 
is scaled in the same way as the magnetopause contribution, both in strength and 
geometry: 

BT(r) = SM BTq(r'). (312) 

There is no apparent justification for this procedure, except that a suitable alterna-
tive has not been found. 

3.1.2 Implementation in BLXTRA 
The implementation of the dynamic field model in BLXTRA is based on Pfitzer's 
release of 13 May 1988. It is accessed by specifying 0UTER=6 in the NAMELIST 
BLXTRA used with UNIRAD. 

Pfitzer provides the Mowing default values for the input parameters: 

V = 300 km/s, 

p = 25particles/cm3, 

A t = - 3 0 nT. 
(3.13) 

Other values for these parameters can be specified in the NAMELIST BLXTRA with 
the variables VEL, DEN, and DST for V, p, and A t , respectively. 

Values for the input parameters can be found in NSSDC's OMNITAPE data 
base or in the Solar-Geophysical Data prompt reports, published by NOAA, U.S. 
Dept. Commerce. 

3.1.3 Application to CRRES SSDB orbits 

In order to check the implementation of the external field models in BLXTRA, we cal-
culated the model field values for two CRRES Science Summary Data Base (SSDB) 
orbits. The SSDB has been described in Technical Note 4. 

The SSDB contains model values for B and L, calculated with the IGRF85 
model, updated to 1991, and Olson k Pfitzer's (1977) tilt dependent model (Kerns 
& Gussenhoven 1992). We illustrate the influence of the input parameters for the 
external magnetic field routines for two orbits, one during quiet magnetic conditions 
(orbit 251), and one during very disturbed conditions (orbit 588). We used the 
IGRF90 model field, updated to 1991 for the internal field contribution. For the 
calculation of L, we made the assumption that the location of a measurement is a 
mirror point, i.e. the local pitch angle was set to 90°. 
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Figure 3.1. Influence of the D,t parameter on the magnetic field calculated with the 
Olson & Pfitzer dynamic magnetic field model (Pfitzer et al. 1988) for CRRES orbit 251. 
For both curves, V = 300 km/s and p = 25 particles/cm3. 

I (Ra) 

Figure 3.2. Influence of the value of V on the magnetic field calculated with the Olson 
& Pfitzer dynamic magnetic field model (Pfitzer et al. 1988) for CRRES orbit 251. For 
both curves, Dat = -30 nT and p = 25 particles/cm3. 
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Figure 3.3. Influence of the value of p on the magnetic field calculated with the Olson & 
Pfitzer dynamic magnetic field model (Pfitzer et al. 1988) for CRRES orbit 251. For both 
curves, V = 300 km/s and A t = - 3 0 nT. 

Magnetically quiet conditions 
The influence of changing the input parameters D3t, p, and V in the Olson k Pfitzer 
(1988) dynamic model is shown in Figs. 3.1 to 3.3. In each of these graphs, the 
(B, L) diagram obtained with Pfitzer's default values, given in Eq. (3.13), is shown 
for comparison. 

The (B,L) diagrams obtained by setting D r t = -lOOnT and Da, = -200 nT, 
while keeping V and p constant, are shown in Fig. 3.1. The influence of this change is 
much greater than the influence of Kp on the Tsyganenko (1989) model. From Fig. 
3.2 it appears that increasing V to 500 km/s, and even to 700 km/s, has a smaller 
effect. Finally, Fig. 3.3 illustrates that the effect of substantially lowering or raising 
P, to 1 particle/cm 3 and 40 particles/cm 3, respectively, is minor. 

Magnetically disturbed conditions 
Orbit 588 covers the period of the onset of the magnetic storm on March 24 V"i9l. 
Figure 3.4 represents the one-minute averages of the magnetic field measurer, its 
in the SSDB file for orbit 588 as a function of altitude. We superimposed the neld 
values obtained with the Olson & Pfitzer (1977) tilt dependent model, the Olson 
k Pfitzer dynamic model (Pfitzer et al. 1988), and the Tsyganenko (1989) model, 
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Altituda ( k m ) 

Figure 3.4. Measured and modelled magnetic field for CRRES orbit 588. The solid 
line represents the one-minute magnetometer averages in the SSDB. The Olson k Pfitzer 
(1977) tilt dependent model values are represented by the dash-dot line, the Olson & 
Pfitzer dynamic model (Pfitzer et al. 1988) values by the dashed and dash-triple-dot lines 
for the first and second set of parameters in the text, respectively, and the Tsyganenko 
(1989) model values for K p = 5 by the dotted line. 

combined with the IGRF90 model updated to 1991. For the model parameters, we 
used the values given in the Solar-Geophysical Data Prompt Reports for the period 
covered by the orbit: Kp = 7, D* = - 7 0 n T , V = 528km/s, p = 8;02particies/cm 3. 

None of the three external models reproduces the measured field over the whole 
orbit. The Olson-Pfitzer tilt dependent model gives an adequate average of the high-
altitude field. The Olson-Pfitzer dynamic model accounts for part of the disturbance 
in the field on the ascending part of the orbit, but understimates the field on the 
descending part. We also calculated the Olson-Pfitzer dynamic model for a second 
set of parameters for the whole orbit, corresponding to the conditions on 25 March 
1991: £>rt = -270 nT, V = 613km/s, p = 13.7 particles/cm 3. With these values, 
the magnetic field is very well fitted on the descending part of the orbit, but not on 
the ascending part. It may be possible to obtain good coverage over the whole orbit 
by suitably varying the parameters A t , P, V in the Olson-Pfitzer dynamic model. 

The Tsyganenko (1989) model depends only on tJj and Kp. On both 24 and 25 
March, Kp > 5, which means that the most disturbed version of the Tsyganenko 
model is used throughout this period. Even using this version, the disturbances are 
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underestimated throughout the orbit. 

3.2 Implementation of pitch angle dependence 
in UNIRAD 

The standard software routines used for calculating (3 , L) coordinates for a point in 
space implicitly make the assumption that this point is the mirror point of a particle 
on the geomagnetic field line passing through it. This approach was adopted for 
use with older trapped particle models, since these generally are given in terms of 
omnidirectional fluxes. 

More modern measurements, however, include flux measurements with high di-
rectional resolution. Therefore, in order to make use of this additional information 
pitch angle dependence has to be implemented in the calculation of B and L In 
this section, we describe the changes made to BLXTRA and TREP in this respect 

3.2.1 (B, L) coordinates for particles with a ^ 90° 

Mcllwain's (1961) L-parameter is defined in terms of the integral I : 

where >1 and A' represent the locations of two magnetically conjugate points, and 
B and ds are the magnetic field intensity and the line element along the field line 
A corresponds to the point for which the value of I is sought. Bm is the magnetic 
field intensity at the points A and A'. Due to the conservation of the first adiabatic 
invariant n and of the particle energy E, Bm is an adiabatic invariant of motion for 
all particles mirroring at A and A!. Due to the conservation of the second invariant 
of motion J, I also is an adiabatic invariant for all particles mirroring at A and A'. 

These properties have led to the introduction of the (Bm , I) coordinates to map 
perpendicular integral fluxes J and differential fluxes j of energetic particles mir-
roring at A, i.e. with velocities perpendicular to the magnetic field vector B and 
thus with pitch angles a = 90°. The coordinate pair (Bm,I) uniquely defines the 
drift shell of all particles mirroring at A. A drift shell is the surface formed by the 
segments of the magnetic field lines bounded by the intersections of the surfaces 
B - Bm and I = est. It is important to realise that drift shells do not correspond to 
magnetic shells which are surfaces formed by the magnetic field lines with B ^ = est 
(Seq is the magnetic field intensity on the magnetic equator) and extend down to 
the surface of the Earth (see Fig. 3.5). 
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Figure 3.5. Projection of surfaces of constant Bm and of constant ƒ. Contours of constant 
Bm and of constant I are represented by dashed and dotted lines, respectively. The thick 
solid lines are the projections of drift shells. Magnetic shells are defined by extension along 
the magnetic field line to the surface of the Earth, as indicated by the thin solid lines 
[Taken from Hess (1968)). 

In a pure dipole magnetic field, the magnetic field distribution is axisymmetric 
with respect to the magnetic axis, and thus drift shells are axisymmetric as well. On 
the basis of this property, Mcllwain (1961) found it more convenient and appealing 
to introduce a more geometrically meaningful parameter L m , which corresponds to 
the equatorial radius of a drift shell in the case of a dipole field. Mcllwain extended 
this definition to non-dipole field distributions, such as the geomagnetic field, by 
applying the functional relation between Lm, Bm, and I, derived for a dipole field, 
to non-dipole field distributions. Lm is unambiguously determined for each point 
on a closed magnetic field line, using ( £ m , I) computed with a model magnetic field 
distribution (including external field models). Consequently, the coordinate pair 
(Bm ,Lm) is equivalent to the coordinate pair ( B m , I ) . Usually, the index "m" is 
dropped and the Mcllwain coordinates are denoted by (B,L). 

For particles with pitch angles a / 90°, A and A' are not mirror points. Con-
sequently, neither B, nor I, nor L then are invariants of motion, and, although it 
has become common usage, it is not appropriate to map J (a ^ 90°) or j(a ^90°) , 
measured by a directional detector, in (B, L) coordinates. 

The mirror point M of a particle with pitch angle a ^ 90°, measured at A, does 
not coincide with A. The magnetic field intensity Bm at M is given by 
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The adiabatic invariant 7 is then obtained by substituting A and A' by M and 
M' in Eq. (3.14). Lm is obtained from (fl ra i ƒ) using Mcllwain's (1961) or Hilton's 
(1971) algorithm. The coordinates (Bm,Lm) calculated in this way label the drift 
shell of particles measured at A with pitch angle a. These pitch angle dependent 
coordinates have been implemented in the latest version of BLXTRA and will be used 
to map measurements of CRRES and other satellites. 

Particles measured at A with different pitch angles will move on different drift 
shells, which are uniquely defined by (Bm,La) (see Fig. 3.6). This phenomenon is 
usually called—erroneously—"drift shell splitting". This term is misleading since it 
suggests that a particle is forced onto different drift shells during its longitudinal 
drift motion, which is not the case. In fact, a given particle always remains on the 
same drift shell (which is not the same as a magnetic shell!), for any magnetic field 
configuration in which adiabatic conditions are maintained. Magnetic shells may 
split, but not drift shells. The dependence on longitude of the radial extent of a 
drift shell in a non-dipole field causes the well-established effect that a particle's 
equatorial radial distance changes with local time. Therefore, as was emphasized 
by Mcllwain (1966), Lm should not be identified with a fixed distance, but should 
merely be considered as a label to identify drift shells. Since Lm is not constant 
along a field line in a non-dipole magnetic field, it is incorrect to label magnetic field 
lines with Mcllwain's L m . The proper way to identify a field line is with ( B ^ , <p«,), 
where 0«, is the longitude of the point where the field line intersects the magnetic 
equator. 

Instead of (Bm ,Lm ) , the coordinate pair (o0 , Lm) may be used, where a 0 is the 
equatorial pitch angle determined as 

• 2 • 1 Bn Bn sin a 0 = sin e* — = — . , ( 3 1 6 ) 

Figure 3.6. Illustration of the different drift shells for two particles measured at the same 
point with different pitch angles [from Roederer (1970)) 



3 . 2 IMPLEMENTATION OF PITCH ANGLE DEPENDENCE IN U N I R A D 5 1 
where B0 is defined as 

B0 = 0.311653 
(3.17) 

and 0.311653 is the value of the geomagnetic moment implemented in Mcllwain's 
software. This expression for B0 was used in the building of NASA's trapped radi-
ation models (Sawyer and Vette 1976, p. 8; Singley and Vette 1972, p. 10). 

3.2.2 Pitch angle dependence in TREP 
The NASA trapped radiation models AP-8 and AE-8 are distributed as tables of 
omnidirectional fluxes. However, there also exists a version of the AP-8 models in 
terms of perpendicular fluxes (Vette, unpublished report), which has been sent to 
BIRA/IASB by A. Konradi. In the following sections, we describe the organisation 
and implementation of these models. 

Conversion between omnidirectional and unidirectional fluxes 
The knowledge of the omnidirectional flux everywhere along a magnetic field line 
is equivalent to the knowledge of the unidirectional flux everywhere along the same 
field line (Ray 1960, Lenchek et al. 1961). 

The unidirectional flux at a point on a magnetic field Une can be described by 
a function j ( a , < p , p , B , L m ) , where <p is the phase angle around the magnetic field 
vector B, and p the momentum of the particle. For nearly all practical situations, j 
is independent of <p, except at low altitudes. For a magnetic field distribution that 
is constant in time, p is constant along the particle's trajectory. In this special case, 
Liouville's theorem implies that j(a, B, Lm) (where we have dropped the dependence 
on (ft and p) is constant along a field line. 

For a given pitch angle a, one can then write the following relation between the 
unidirectional flux at the point of measurement on a field line and the perpendicular 
flux at the mirror point associated with a on the same field line: 

where Bm is given by Eq. (3.15). The notation for the perpendicular flux will 
be simplified to j j . ( B m , L m ) . We wiU also drop the dependence on L m from the 
notation, since Lm was assumed to be constant along field lines in the construction 
of the NASA trapped radiation models. 

The perpendicular flux can also be related to the unidirectional flux at the equa-

j ( a , B , L ' J = j(90°, B m , L m ) , (3.18) 

tor: 
j ( a 0 , B0) = j ± ( B m ) . (3.19) 
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The omnidirectional flux J(B) is given by 

/•*/2 
J(B) = 2J^ j(a,B)2v sinada. (3.20) 

The factor two in front of the integral takes into account particles moving in opposite 
directions on a field line. In terms of the equatorial pitch angle distribution, the 
omnidirectional flux becomes 

J ( R \ - ± i r B r - ^ - , • ' • \A ~ sin2oro J{B) - 4 j(QQ, B0) smao V 0 da 0 . (3.21) 
- {B/BQ) s u r a 0 

In principle, this integral can be inverted to yield j(a, B) or j(a0, B0) in terms of 
J(B). However, this inversion is not unique since an integral of any function h(a, B) 
for which 

.arcsinv/i^Ti ^ _ s in2 
Jo h(*o,B0)sma0 V 0

 dotQ (3.22) 
y l - {B/BQ) sn ra 0 

can be added to the right hand side of Eq. (3.21) without affecting the left hand 
side. In addition, the integration in Eq. (3.21) can only be carried out in closed form 
for a limited number of functions j(a0, B0) (examples are given by Roberts [1965]) 
Lenchek et al. (1961) and Roberts (1965) describe an inversion method consisting 
of approximating the flux distribution by a discrete function. 

Parker (1957) proved that, for particles performing adiabatic motion, the pitch 
angle distribution is of the form 

j(a,B) = 

( sin2«^ 
I a > oil 

(3.23) 

, ƒ Oiil U \ 
/ { — ) *>*L 

k g(a) a < aL 

where a L is the loss cone angle. a L is related to the characteristic magnetic field 
intensity Bc in the region of atmospheric cut-off by 

• 2 B 
L = ~BC ' (3'24) 

Several functions ƒ and g have been proposed by different authors. We give two 
examples, converted to equatorial pitch angles: 

K B n / 2 (sinqq l _ \ n 

V VB~0 s/~3<:/ 0 _ ol ^ ^ 3 (<*o, Bo) = -
ao < »ol 
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(Valot k Engelmann 1973), and 

j(a0,B0) = 

/ s inoo 
1 ^ 0 exp -0 'sin Q 0 i \ 

, V ^ ~ Wc a 0 > Got 

&0 < <*0L 
(3 26) 

(Badhwar k Konradi 1990). We have transformed the unidirectional version of the 
AP-8 MAX model into equatorial pitch angle distributions by means of Eqs. (3 19) 
and (3.16). We then fitted the functions in Eqs. (3.25) and (3.26) to the transformed 
proton flux models and determined the fitting parameters K, 0, and n by means of 
the least-squares method. For Bc, we used the expression given by Vette (1991a): 

1 ^ = 0 . 6 5 7 2 1 3 4 5 2 (3.27) 
Figure 3.7 represents the two fitted functions for the case E = 0.1 MeV and L = 2.0. 
It appears that the fit function of Badhwar k Konradi (1990) is closest to the AP-
8 MAX model values. This is the case for the whole range of L and E both for 
AP-8 MAX and AP-8 MIN. 

Figure 3.7. AP-8 MAX equatorial flux distribution for L = 2R&, E = 0.1 MeV. The 
symbols x represent the model values converted from perpendicular to equatorial flux, the 
solid and dotted Unes are the fit functions defined by Eqs. (3.26) and (3.25), respectively. 
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Implementation in TREP 
Originally, TREP read geodetic coordinates as well as (B,L) values, calculated by 
SHELLG or BLXTRA, from the common interface file. TREP has since been modi-
fied so that it calculates (Ba,Lm) independently, with the appropriate magnetic 
field models: Jensen & Cain (1962) for AE-8MIN, AP-8MIN, and AE-8 MAX, and 
GSFC 12/66 (Cain et al. 1967) updated to epoch 1970 for AP-8 MAX. 

The magnetic coordinates are written to the common interface file by TREP a n d 
are to be interpreted as (B,Lm), i.e. the magnetic field intensity at the point of 
measurement and the L-value obtained by tracing the'field line to the mirror point 
With the value of a, which now is included in the interface file, Bm can be obtained 
by. means of Eq. (3.15). 

For protons, the user can choose between the calculation of omnidirectional 
or unidirectional fluxes by means of the NAMELIST parameter OMNI. With 0MNI=1 (the default), omnidirectional fluxes are calculated, 0MNI=0 results in unidirectional fluxes. 

3.2.3 Application to a CRRES orbit 
CRRES PROTEL data for ten orbits in January 1991, i.e. orbits 411-420, are avail-
able at BIRA/IASB. The data files contain the time of measurement, values for B 
and L (calculated at PLGD), the PROTEL HEH pitch angle, and the counts for 
the 16 HEH PROTEL channels, at a time resolution of 1.024s. The available data 
are limited to the low altitude parts of the orbits, i.e. below 1.5 RE. 

As a test of the new version of BLXTRA, we calculated (B, L) with the IGRF90 
model, updated to 1991, for all points in our data file for orbit 411, by setting all 
pitch angles equal to 90°. Next, we determined (Bm,Lm) with the values of the 
pitch angles in the PROTEL data file. Figures 3.8 and 3.9 show the outbound 
and inbound low-altitude parts of orbit 411 in (B,L) space as a solid line. The 
(•Bm,Lm) coordinates—which depend on q—are superimposed on these graphs with 
the symbol x. The difference between (B,L) and (Bm,Lm) coordinates is clearly 
illustrated m these figures. When pitch angles are taken into account, the particles 
measured by CRRES are distributed over a family of drift shells covering a larze 
area in the (B, L) plane. 

The scatter in mirror points is mainly due to the large variation of Bm in function 
of a. The difference between L and Lm is small (less than 1%). 

The values of the proton fluxes measured in PROTEL channel HEH-8 are shown 
m Fig. 3.10 as a function of CRRES altitude along the orbit. The uniform scatter 
of points m this graph is due to the fact that at a given altitude many pitch angles 
are sampled by the spinning spacecraft. For the outbound part of the orbit, the 
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Figure 3.8. (B,L) (solid line) and (Bm,Lm) (x) coordinates for the outbound part of 
CRRES orbit 411 
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Figure 3.9. (B,L) (solid line) and ( B m , L m ) (x) coordinates for the inbound part of 
CRRES orbit 411 
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Figure 3.10. Differential proton flux measured in PROTEL channel HEH-8 for a partial 
CRRES orbit, as a function of CRRES altitude 
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Figure 3.11. Differential proton flux calculated with AP-8MAX for a partial CRRES. 
orbit, as a function of CRRES altitude 
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Figure 3.12. Proton flux measured in PROTEL channel HEH-8 (x) and calculated with 
AP-8 MAX (+) as a function of PROTEL pitch angle for half a spacecraft spin rotation 
in the outbound part of a partial CRRES orbit 

maximum flux is reached around altitude 3800 km, where CRRES traverses the 
maximum of the proton belt corresponding to the energy range of channel HEH-8 
(18.0-20.8 MeV). For the inbound part of the orbit, the flux maximum is observed 
around 2600 km. 

In order to compare AP-8 MAX model fluxes to the PROTEL data, the differ-
ential flux in the PROTEL HEH-8 channel was modelled aa 

J ( 2 0 ) - J ( 1 7 ) 3 , (3.28) 
where j represents the unidirectional AP-8 MAX integral flux obtained with ( B m , L m ) 
above a threshold given in MeV. The AP-8 MAX fluxes were calculated with the 
pitch angle values taken from the PROTEL data file. Figure 3.11 shows the fluxes 
thus obtained with AP-8 MAX in the same format as Fig. 3.10. The outer envelopes 
of the scatter diagrams correspond to the fluxes obtained by means of {B,L) co-
ordinates, i.e. assuming that a = 90°. As in Fig. 3.10, the data points below the 
envelopes correspond to pitch angles a ^ 90°. 

From the comparison of Figs. 3.10 and 3.11, it follows that the flux maximum pre-
dicted by the AP-8 MAX model is comparable to the maximum of the flux measured 
by PROTEL. However, the half-width of the envelopes obtained with AP-8 MAX 
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is much larger than that of the PROTEL envelopes. The low-altitude profiles of 
the envelopes in Figs. 3.10 and 3.11 are similar, but the high-altitude profiles differ 

* i n d i c a t i n S t h a t t h e e x t e n t o f ^ e proton radiation belt is smaller in the CRRES data than in the AP-8 MAX model. 
Figure 3 12 represents the PROTEL HEH-8 proton flux as a function of measured 

pitch angle during one half of a CRRES spin period, as an illustration of the time 
resolution of the PROTEL measurements. The differential fluxes obtained with the 
unidirectional version of AP-8 MAX are superimposed. 

3.3 Secular drift of the South Atlantic Anomaly 
The main portion of the radiation flux encountered by a satellite in a low-Earth 
orbit (LEO) is concentrated in the SAA. The existence of the SAA is related to 
the distribution of the geomagnetic field. It has been weU established (Merrill k 
McElhinny 1983) that the surface features of the geomagnetic field experience a secular westward drift. 

The displacement of the field distribution has important consequences for par-
ticles trapped at low altitudes. Their drift shells are displaced with respect to the 
Earth s surface so that they penetrate deeper into the atmosphere in a region just 
east of the Atlantic coast of South America. Trapped particles that penetrate the 
atmosphere m this region are lost due to absorption and scattering. This enhanced 
oss constitutes a longitudinal asymmetry in the distribution of particles trapped at low altitudes. 

The NASA models AP-8 and AE-8 that describe the trapped radiation environ-
ment were constructed, in the sixties and seventies (Vette 1991b). Consequently 
they should be accessed with values of B/B0 and L computed for the geomagnetic 
field models used at that time. A drawback of this procedure is that the location 
of the SAA predicted by the old field models does not coincide with the current 
location of the SAA. In this section, we present a method to compensate for the 
secular motion of the SAA. Once the relative positions of the SAA for both epochs 
are known, a suitable coordinate transformation will position the satellite trajectory correctly with respect to the location of the SAA for the epoch of the NASA model used. 

3.3.1 Determination of the location of the SAA 
According to the different definitions of the SAA, three methods are available to 
determine the location of the centre of the SAA. One can approximate the location 
of the centre of the SAA as the mirror point of the geographic location of the centre 
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Figure 3.13. Location of the SAA as a function of epoch 

of the eccentric dipole approximation to the geomagnetic field. More accurately, the 
centre of the SAA is identified as the locus of the local minimum of the geomagnetic 
field at a fixed altitude in the region of the South Atlantic. Alternatively, one can 
associate the centre of the SAA with the empirically determined local particle flux 
maximum. In Technical Note 1 each method is described in detail. 

Evaluation of the three methods 
In Fig. 3.13 we represent the geographic longitude and latitude of the SAA de-
rived with the three methods described in Technical Note 1, as a function of time. 
The respective locations obtained with the three methods for a given epoch differ 
substantially. 

The location and extent of the particle SAA is dependent on the energy of the 
particles. The higher the energy, the closer the flux maximum lies to the point where 
the minimum of the geomagnetic field is situated. The locus of the flux maximum 
also depends on the model of the trapped radiation environment. 

The mirror point of the eccentric dipole position is only a first-order approxima-
tion to the location of the SAA. According to Roederer (1972), higher-order terms 
influence the location and extent of the SAA. 

The determination of the location of the magnetic SAA does not depend on par-
ticle energy, nor on approximations introduced by truncating the spherical harmonic 
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expansion of the magnetic field potential. Even though the point where the geomag-
netic field has a local minimum does not coincide with the locus of the maximum 
particle flux, even at high energies, the secular motion of the particle SAA should 
be linked to the secular motion of the locus of the field minimum. 

From Fig. 3.13, it appears that the secular motion of the magnetic SAA has no 
transversal component. The particle SAA seems to move slightly northward as well 
as westward. However, the loci corresponding to epochs before 1960 were derived 
with geomagnetic field models that were constructed without satellite measurements 
Therefore, the three corresponding loci cannot be very accurately determined If 
we consider only epochs later than 1960, the secular motion of the particle SAA 
is mainly longitudinal. Consequently, we assume that the secular motion of the 
particle SAA in time is westward only. 

The rate of the westward drift of the magnetic SAA and the particle SAA can 
then be estimated with a linear regression fit to the longitudes in Fig. 3 13 excluding 
the value for the Jensen & Cain (1962) field model and the DGRF values with epochs 
earlier than 1960. Epochs later than 1990 are also excluded since the associated 
results are based on extrapolations of the IGRF90 model. The rate of the westward 
drift resulting from the regression analysis is 0.18°/year for the magnetic SAA and 
0.29°/year for the particle SAA, respectively. 

Konradi et al. (1992) have estimated the westward drift of the SAA by comparing 
Space Shuttle dose measurements with dose calculations based on AP-8. They report 
a yearly drift of 0.34°/year, which is in satisfactory agreement with the value we found. 

The difference between the drift rate of the magnetic SAA and the particle SAA 
may be ascribed to the fact that the secular change in the geomagnetic field is 
more complex than just a westward drift. Merrill and McElhinny (1983) describe 
the separation of the Earth's non-dipole field into drifting and standing parts. The 
standing and drifting parts of the none-dipole field are of approximately the same 
size and intensity. The drifting field consists mainly of low harmonics (I < 3) 
whereas the standing field has a more complicated distribution. The drifting part of 
the non-dipole field moves westward at a rate slightly greater than 0.3°/year. The 
inclusion of the standing part of the non-dipole field in the drift rate lowers the 
average rate to near 0.2°/year, which value corresponds to the value we found for 
the westward drift rate of the magnetic SAA. 

In order to correct a satellite trajectory for the westward drift of the particle 
SAA, we apply an eastward shift 6<f> to the geographic satellite longitude, so that 
the corrected longitude becomes 0 + <50. <50 is a function of the time t for which the 
satellite trajectory is calculated and is defined as 

<50(0 = 0.3° (t - EPOCH). (3.29) 
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EPOCH is the reference epoch associated with the magnetic field models used to 
construct AP-8 and AE-8. According to Vette (1991b), most of the data used 
for constructing the NASA models were ordered by means of the Jensen k Cain 
(1962) geomagnetic field model. However, after further investigation (Vette, private 
communication), it turned out that AP-8 MAX was built with the GSFC 12/66 
model (Cain et al. 1967), updated to 1970. Consequently, EPOCH is set to 1970 for 
AP-8 MAX and to 1960 for the other models. 

Application to a LEO trajectory 
The correct prediction of the location of the SAA is crucial for the planning of EVA's 
for vehicles like the Space Shuttle. When the uncorrected AP-8 models are used to 
map particle flux distributions, the predicted encounter with the SAA occurs about 
one orbit later than is actually measured. 

We illustrate the influence of the westward drift of the SAA on a typical LEO 
trajectory represented in Fig. 3.14. The orbit altitude is 350 km, the inclination is 
28.5°. We considered only three orbits, in order not to average out the longitude 
effects. 

For this trajectory, we calculated the integral proton flux above 5 MeV, 20 MeV, 
and 100 MeV for the Jensen & Cain (1962) geomagnetic field model without correct-
ing for the westward drift of the SAA. We then repeated the calculations, with the 
same magnetic field model, applying the longitude correction given by Eq. (3.29) 
for five-year intervals starting in 1945. The resulting time dependence of the proton 
flux corrected for the westward drift of 0.3°/year is shown in Fig. 3.15. The proton 
flux increases strongly with time, as expected. 
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Figure 3.14. Representation of the LEO satellite trajectory used for the flux calculations 
described in the text. The three loci of the SAA for the Jensen k Cain (1962) model 
represented by the symbols +. are 

Figure 3.15. Time dependence of the integral proton flux corrected for the westward drift of the SAA 



Chapter 4 
Atmospheric cut-off 
In this chapter we describe a coordinate that can be used instead of B/B0 to map 
trapped radiation fluxes in combination with L. This alternative coordinate is the 
atmospheric density averaged over a drift shell (B, L). 

In Sect. 4.1 we review different coordinate systems that may be used to map 
trapped radiation fluxes. These coordinates work well over most of the region cov-
ered by the Van Allen belts, but are less suitable in the low altitude region where 
the Earth's upper atmosphere interacts with the trapped particle population. The 
concept of atmospheric cut-off also is introduced in this section. 

At low altitudes, the main loss process for trapped particles is scattering by the 
Earth's atmosphere. The probability that a particle is scattered along its longi-
tudinal drift path is proportional to the amount of material traversed and to the 
(energy dependent) collisional cross sections with the atmospheric constituents. For 
this reason, the atmospheric density averaged over drift shells and weighted with the 
atmospheric cross sections should be a good parameter to represent trapped particle 
distributions at low altitude. 

An average density along the bounce motion of particles between their mirror 
points and along their drift shells can be determined by means of a computer code 
designed by Hassitt (1964) and kindly provided to J. Lemaire by C.E. Mcllwain. 
This code has been updated and improved. The implementation of the code for 
this project is described in Sect. 4.2, which contains the definition of the drift shell 
averaged density and a description of the calculation method. 

In order to calculate drift shell averaged densities, one needs models of the density 
distribution in the neutral atmosphere and in the ionosphere. We describe the 
models used in this study in Sect. 4.2, and in more detail in Technical Note 2. 

Finally, in order to determine the penetration depths and the trapping life time 
of protons and electrons we need estimates of the collision cross sections for these 
particles as a function of energy. A compilation of the relevant collision processes 
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and the associated cross sections is given in Technical Note 2. 

The software is applied to the proton flux distribution given by the AP-8 model 

in Sect. 4.3. It will be used to map DMSP and AZUR data in the future Greyscale 

plots of the averaged density over the Earth's surface are presented as well 

4.1 Coordinate systems for low altitudes 

Trapped particle fluxes usually are mapped ia the (B,L) coordinate system (Mcll-

wam 1961). While these coordinates have proved very suitable for most of the region 

covered by the Van Allen belts, they are not very well suited for the low-altitude 

regions where the Earth's atmosphere interacts with the trapped particle popula-

tion. The concept of atmospheric cut-off is defined in Sect. 4.1.1. An alternative 

coordinate has been proposed by Daly & Evans (1993) to take into account the steep 

flux gradients m the region of the upper atmosphere. This coordinate is discussed 
in Sect. 4.1.2. 

It is well known from previous studies that the cosmic ray intensity observed 

within the atmosphere depends on the quantity of absorbing material traversed 

before observation. Besides the magnetic rigidity effect, the barometric pressure has 

an appreciable effect on the measured cosmic ray intensity. This is why cosmic ray 

fluxes usually are reported in terms of atmospheric depth, i.e. the mass of air per 

unit area above the point of observation, or air pressure at the point of observation. 

The same concept should also be applied to identify an equivalent atmospheric 

penetration depth of Van Allen belt particles. Evidence that the flux of Van Allen 

belt particles depends on the atmospheric density distribution has been forwarded 

by Pfitzer (1990), who. found that the atmospheric density at space station altitudes 

is a better variable than B/B0 to organise the AP-8 MIN and AP-8 MAX fluxes. 

In order to estimate the influence of the Earth's atmosphere on the distribution 

of trapped particles, the effects of the atmosphere have to be averaged over the 

particle's orbit. Ray (I960) and Lenchek k Singer (1962) derived expressions for 

the atmospheric density averaged over the orbit of a particle trapped in a dipole field 

Newkirk k Walt (1964) determined the average density for a realistic representation 

of the geomagnetic field. Hassitt (1965b) simplified considerably the procedure of 

Newkirk k Walt (1964), while maintaining the same accuracy. In Sect. 4 2 we 
describe Hassitt's (1965b) method and its application to the study of low-altitude 
coordinate systems. 
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4.1.1 Definition of atmospheric cut-off 
Trapped ions and electrons whose pitch angle is scattered into the loss cone either 
by wave-particle interaction at high altitude or Coulomb collisions with ions and 
electrons in the ionosphere, are dumped in the atmosphere where they lose their energy. 

Some of these energetic particles are backscattered and re-enter the magneto-
sphere with a different energy. The penetration depth of the primaries into the 
atmosphere depends on their energy. Calculations of penetration depths have been 
given by Bailey (1959), Rees (1963) and Kamiyama (1966). 

Electrons of 2keV, vertically incident, penetrate down to 120 km altitude. When 
their energy is 1 MeV, they can penetrate down to 60 km altitude. Protons of 20keV 
and 20 MeV penetrate down to 120 km and 60 km, respectively. Of course, particles 
with pitch angles not equal to zero penetrate with a larger angle of incidence in 
the atmosphere, spiral over larger distances in the atmosphere and consequently 
dissipate their energy at higher altitudes. 

The range of cut-off altitudes over which primary Van Allen belt particles are 
interacting most strongly with the neutral atmosphere is rather narrow (from 50 to 
200 km) compared to the length of their drift path within the magnetosphere. Over 
this small altitude range the magnetic field intensity varies only slightly: an altitude 
variation corresponding to one atmospheric scale height 1 of 50 km corresponds to 
a change of only a few percent in the value of B but of orders of magnitude in 
the energetic particle flux. This indicates how sensitive flux values provided by 
environment models are to even small inaccuracies and imprécisions in the value of 
B or B/B0 (where B0 is defined as B0 = 0.311653/L3) at low altitudes 2. 

The equatorial loss cone is very narrow at medium and high latitudes. As a direct 
consequence, the distribution of atmospheric density between 60 km and 200 km will 
mostly influence the equatorial pitch angle distribution of particles in only the very 
narrow loss cone angle around a 0 = 0° and a 0 = 180°. 

Figure 4.1 shows the relative magnetic field intensity B/B0 as a function of al-
titude in the meridian plane through the heart of the SAA, for different latitudes. 
An altitude variation corresponding to one atmospheric scale height of 50 km cor-
responds to a change of only 2.3% in the value of B/B0. This indicates again how 
sensitive flux values provided by environment models may be to small inaccuracies 
in the value of B or B / B 0 at low altitudes in the atmosphere. 

The locus of points of deepest penetration for trapped particles can be described 
l The atmospheric scale height is defined as H = kT/mg, where ifc is the Boltzmann constant, 

T the atmospheric temperature, and mg the gravitational force on atmospheric particles of mean mass m. 
2Note that with the above definition, B 0 is an invariant of motion. 
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Figure 4.1. Relative magnetic field intensity B/B0 as a function of altitude in the 
meridian plane passing through the SAA, for the latitudes given by the line labels 

by the magnetic cut-off field intensity Be(L). Among the family of drift shells (B, L) 
for a given L, Bc is the highest B value for which all particles on the drift shell (B L) 
are trapped. Particles on drift shells (B, L) with B > Bc are precipitating or quasi-
trapped particles. Since the separation between trapped and quasi-trapped particles 
is determined by the neutral atmosphere, Bc must be a function of the parameters 
influencing the density distribution of the atmosphere, such as Ap or Kp and mainly 
the solar radio flux Fl0.7, which controls the heating of the upper atmosphere. In 
addition, Bc also depends on the particle energy E. 

The thin atmospheric layer where the precipitated particles lose their energy 
can be considered as a rather abrupt absorbing wall. In the AP-8 (Sawyer k Vette 
1976) and AE-8 (Vette 1991a) trapped particle models, the omnidirectional integral 
flux J(E, L, B/Bo) drops to zero for Bc/B0 = 0.65721 3 4 5 2 , an empirical formula 
derived by Vette (1991a) (note that with this definition Bc/B0 also is an adiabatic 
invariant since it only depends on L). In the family of drift shells (B,L), the 
drift shell (Bc, L) is the one where the lowest altitude reached by a particle moving 
on this shell is 100 km. Whether the atmospheric cut-off is located at 100 km or 
200 km altitude will not change significantly the equatorial loss cone angle a,* = 
arcsin \JBo/Bc. Similarly, the equatorial pitch angle distribution J(E, L, aQ) will 
only depend significantly on Bc near a0 = a * and not at all near a 0 = 90°. 

Because of the very small variation of the magnetic field over the limited alti-
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tude range where the trapped particle flux decreases by several orders of magnitude, 
neither B, B/B0, nor Q0 are appropriate coordinates to map omnidirectional or di-
rectional particle fluxes at low altitudes. Indeed, small inaccuracies in the determi-
nation of B or a 0 will result in large errors on the atmospheric cut-off altitude. To 
illustrate this point, we show in Fig. 4.2 the integral proton flux J(> lOMeV) in the 
AP-8 models (Sawyer K Vette 1976) as a function of B/B0, for five values of L. The 
solid lines correspond to proton fluxes for minimum solar activity, the symbols to 
fluxes for solar maximum. For L values below 3 the flux decreases almost vertically 
when B/B0 approaches BJB0. This steep-gradient of J clearly makes an accurate 
determination of the particle flux by interpolation in B/B0 difficult and coarse near 
the atmospheric cut-off. The dependence of the particle flux J on the equatorial 
pitch angle q 0 is equally steep- near the loss cone angle aoc and equally difficult to interpolate. 

4.1.2 Alternative coordinates 
A useful alternative to B/B0 has been proposed by Daly k Evans (1993). While 
B/BQ varies from a value close to 1 at the geomagnetic equator to a large value near 
the Earth's surface, the angle <p defined as 

varies from a value close to 0° at the equator to 90° at the atmospheric cut-off where 
B = BE. The advantage of is that low-altitude variations in flux are spread over 
a larger range of variation of tp, so that interpolation between flux values becomes 
less difficult. This effect is illustrated in Fig. 4.3, which shows thé dependence of the 
AP-8 MIN (solid line) and AP-8 MAX (symbols) fluxes on tp, for the same values of 
E and L as in Fig. 4 .2 . 

However, it remains that the determination of the coordinate tp by means of Eq. 
(4.1) requires a magnetic field model with a very high accuracy and precision. In 
particular, near the cut-off region the coordinate <p becomes very sensitive to the 
value chosen for BC. It should be emphasized that the altitude corresponding to BC 
depends on the energy of the particle and ranges between 50 and 200 km. 

Dalyfc Evans ( 1 9 9 3 ) used the following values for BC/B0: 

<p = arcsin (4.1)' 

Ë1 

Bo 
0.66 L3 4 5 2 for AP-8 MIN 
0.65 L3 4 5 2 for AP-8 MAX, (4 .2) 

which they obtained by fitting the maximum B/B0 values in AP-8. Figure 4.4 shows 
the invariant altitude corresponding to the last value of B/B0 of the L blocks in the 
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Figure 4.3. Integral >-8MIN/MAX proton flux above lOMeV as a function of <p for 
selected L values. The symbols and lines have the same meaning as in Fig. 4.2. 
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Figure 4.4. Invariant altitudes corresponding to the last B/B0 value of the L blocks in 
AP-8 MAX (+) and AP-8 MIN (•), for E > 10 MeV. The lines show the invariant altitude 
corresponding to three fits of BC/Bq. 

AP-8 models, for E > 10 MeV, as a function of L. The dotted and solid lines in this 
figure represent the invariant altitude for BC as given by Eqs. (4.2). It can be seen 
that for L < 2 the invariant altitude corresponding to BC for the solar minimum 
model lies above the minimum invariant altitudes of the model points, which means 
that the BC values are too low. A better agreement is found by raising the coefficient 
in the fit function from 0.66 to 0.67 (we have used the coefficient 0.67 for Fig. 4.3). 
The corresponding invariant altitude is shown by the dashed line in Fig. 4.4. Below 
L ~ 2 the field line segments in AP-8 terminate very close to or on the fitted BC 
values. Above I ~ 2 the proton flux in the models drops to zero before the cut-off 
region is reached. 

4.1.3 Drift shell average of atmospheric density 

Although the use of the coordinate v? makes the interpolation of low altitude fluxes 
more accurate, Def. (4.1) is a functional dependence chosen solely for its benefit of 
improving the numerical accuracy of the interpolation and has no physical grounds. 
Similarly, Def. (4.2) is an empirical relation that was found to fit the AP-8 model 
data. 

It haa already been pointed out by Pfitzer (1990) that the atmospheric density 
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is a better coordinate to organise AP-8 proton fluxes at Space Station altitudes 
He found that the AP-8 MIN and AP-8 MAX proton fluxes for Space Station al-
titudes (350-500 km) fall on almost the same curve when plotted as a function of 
the atmospheric densities for minimum and maximum solar activity conditions, re-
spectively. Pfitzer's (1990) study confirms that at low altitudes the atmospheric 
density distribution governs the flux distribution of trapped protons. Note that 
the limited altitude range considered by Pfitzer corresponds to a restricted range 
of atmospheric density of 10"16-10-14gem"3. Our study covers the full range of 
atmospheric densities and altitudes. 

The atmospheric density p{hx) at a given altitude hx does not determine, how-
ever, the total mass of material traversed by a particle detected at the altitude hx. 
In an atmosphere where the density decreases exponentially with a constant scale 
height H, i.e. 

the total mass of material per unit area above the point of observation at altitude 
hi is given by 

The atmospheric pressure scale height H is defined as 

H is proportional to the thermospheric temperature T which is larger during solar 
maximum conditions than during solar minimum conditions. Therefore, the total 
mass M(hx) encountered by a precipitated particle is not only proportional to p(hx), 
but to p(hi) H, where both p(hx) and H depend on solar activity conditions. Con-
sequently, it is expected that the low altitude observations of precipitated fluxes 
should be better organized in terms of M{hx) than in p(hx). 

Instead, one should consider an average of the atmospheric density over an az-
imuthal drift path of particles of a given species and with a given energy. Has-
sitt (1965b) has developed a computer code at UCSD Physics Department which 
calculates the number density of atoms, ions, and molecules given by appropriate 
atmospheric and ionospheric models over a drift shell (B, L). A weighted average 
density n,(B, L) is then determined by multiplying the resulting number densities 
with the collision cross se ion ax of the trapped particles with ' i e constituents i, 
summing over i and integrating the sum over the drift shell (B, L). C.E. Mcllwain 
has kindly provided J. Lemaire with a revised version of Hassitt's original program, 

(4.3) 

= p(hi)H. (4-4) 
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which we have modified further. A detailed description of the software package is 
given by Hassitt (1964). 

The final output of Hassitt's code is the shell height HS(B, L), the altitude where 
the drift shell mean density is equal to the density in a conventional one-dimensional 
atmospheric model. In order to obtain a meaningful correspondence between Hs and 
real altitudes, it is useful (but not necessary) to adopt a reasonable density profile 
of the upper atmosphere. 

Hassitt's code also provides the minimum altitude reached while tracing the drift 
shell and the atmospheric density averaged over the mirror points. 

In Sect. 4.2 we describe the algorithm developed by Hassitt (1964) and the 
improvements we made to it. 

4.2 The drift shell averaged density 
In order to estimate the influence of the Earth's atmosphere on the distribution 
of trapped particles, the effects of the atmosphere have to be averaged over the 
particle's orbit. Ray (1960) and Lenchek k Singer (1962) have derived expressions 
for the atmospheric density averaged over the orbit of a particle trapped in a dipole 
field. Newkirk k Walt (1964) have determined the average density for a realistic 
representation of the geomagnetic field. Hassitt (1965b) has simplified considerably 
the procedure of Newkirk k Walt (1964), while maintaining the same accuracy. In 
the following sections, we will describe Hassitt's (1965b) method and it's application 
to the study of low-altitude coordinate systems. 

4.2.1 Definition of the average 
The guiding centre of a trapped particle moves along a field line with velocity 

where v is the total velocity of the particle, B is the local magnetic field intensity, 
and Bm is the magnetic field intensity in the mirror points. The guiding centre 
also follows a longitudinal drift motion perpendicular to the field line. The average 
perpendicular drift velocity is 

where c is the velocity of light and q is the charge of the particle (Roederer 1970). 
T is the bounce time for one oscillation between the conjugate mirror points M and 

(4.6) 

(4.7) 
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J = I v0ds . 
J M> In the absence of external forces v is constant and 

(4.9) 

v 
also is an invariant of the motion. 

(4.10) 

The adiabatic motion of a trapped particle is determined by the invariants B 
and La [Mclwain's (1961) L obtained by tracing to the conjugate mirror points; from 
here on, we will drop the index "m"]. During the drift motion of a trapped particle 
its guiding centre moves on a surface formed by segments of field lines determined 
by the conditions £=cst and L=cst. This surface is called a drift shell and is defined 
by the coordinate pair (B, L) (not just by L). The average atmospheric density-or 
the average of any quantity ƒ (r)-encountered by a trapped particle is obtained by 
averaging ƒ (r) over the particle's drift shell. 

Consider particles of energy E trapped on a drift shell (B, L). At a point P on 
the drift sheU with geocentric coordinate vector r , the number density n t (r) of at-
mospheric or ionospheric constituent i can be determined from suitable atmospheric 
and ionospheric models. We define a local weighted average density n(r) as 

where a 0 = 10" 1 5 cm 2 is a normalization factor of the order of magnitude of the 
collision cross sections for trapped protons with atmospheric particles. The sum-
mation in Eq. (4.11) extends over all atmospheric, ionospheric and plasmaspheric 
constituents that interact with trapped particles. Note that originally Hassitt's 
(1964) code used constant values for the cross sections, while we implemented en-
ergy dependent cross sections. 

The field aligned velocity component vp of the trapped particles depends on 
their local pitch angle, being zero at the mirror points and reaching its maximum on 
the geomagnetic equator. Consequently, the particles spend more time in the high 
density region around their mirror points than closer to the equator. To account for 
this effect when integrating the local average density n over the drift shell, we apply 
as a weight factor the time needed for the particles to move to a neighbouring point 
on the same field line during their bounce motion. The azimuthal drift velocity also 

n(r) = > 
(4-11) 
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is position dependent, so that a second weight factor, namely the time needed to 
drift to a neighbouring field line on the azimuthal drift motion, has to be used. 

Let dx and dy denote elements of length along a field line and along the direction 
of azimuthal drift, respectively, and vp and vd the corresponding local drift velocities. 
A drift shell averaged atmospheric density ns then can be defined as 

n fa r\ S(n,B,L) 
" • { B ' L ) = S<XBT)' <412> 

with 

S(n ,B , I ) = / ƒ „ ( r ) J i , (4.13) 

where the denominator in Eq. (4.12) serves as a normalisation factor and the inte-
gration in Eq. (4.13) extends over the whole drift shell. 

Equation (4.13) can be written in an alternative way. Let 0 be the projection of 
vd along the 0 axis in polar coordinates (r, 9, 0). One then has that 

dy d<t> 

V d = J ' (4-14) 

so that 5 can be defined in terms of d0/0 rather than dy/vd. 

4.2.2 Calculation of the average 
The calculation of 0 is a difficult and time consuming numerical process. Hassitt 
(1965a) has shown that d0/0 is independent of s, s being the distance along the 
field line measured from the equator. The distance between two neighbouring field 
lines varies with s, as does 0, but d0/0—which represents the time needed to drift 
from one field line to the other—is independent of 5, as a first approximation. Con-
sequently, Eq. (4.13) can be written as 

S ( n , L , B ) = [ £ / ( n , L , £ , 0 o ) ^ , (4.15) 
J 0 

where 

£ / (n ,L ,£ ,0 o ) = ƒ (4.16) 

and 0o is the azimuth of the point where the field line intersects the equator. The 
quantity d0/0 can be evaluated at any point on the field line, but the simplest 
way is to choose the point of intersection with the magnetic equator plane. By 
using Eqs. (4.15) and (4.16), the two-dimensional integration over the drift shell 
is decomposed into two one-dimensional integrations. In addition, 0 has to be 
evaluated at one point only for each field line. Note that it follows from Eq (4 8) 
that C/(1,£,£,0O) = T , where T is the bounce time between mirror points. 



V 

7 4 ATMOSPHERIC CUT-OFF 
4.2.3 The computer program 
Hassitt (1964) has written a computer code to evaluate n 9 . It uses the Jensen k 
Cain (1962) geomagnetic field model and the now obsolete atmosphere model of 
Anderson & Francis (1964). In Hassitt's program, n = n(r) is a function of the 
geodetic altitude only and does not depend on latitude or longitude, which is a 
severe limitation. 

Hassitt's (1964) program makes use of two additional approximations, which 
could have been avoided at the expense of (significantly) increased computing time. 
The first approximation is that <j> is approximated by the value of 0 for a particle 
mirroring at the equator. In this case, the foUowing expression can be used: 

2 |VB| 
V d = mcv — ( 4 - 1 7 ) 

(see, for instance, Lew 1961). 0 is a function of Bmy but Hassitt (1965a) has shown 
that for two mirror points on the same field line the ratio 4>(BX)/0(S2) depends only 
weakly on <j>. 

The second approximation in the program is that a drift shell is defined as a 
shell of constant B0. In other words, L is assumed to be constant along field lines 
which is—although only true for a dipole field—a reasonable approximation in the 
near-Earth geomagnetic field where the dipole is the dominant term. Hassitt (1965b) 
argues that by averaging over the longitudinal drift, the resulting errors are virtually 
cancelled out. The major advantage of identifying a shell by B0 is that it is much 
easier to locate it than if one has to calculate L in a series of points along the field 
line. In addition, for a given value of 0 O and a series of values of B, it is sufficient 
to trace one field line, while otherwise it would be necessary to retrace the field line 
for each value of B. 

4.2.4 Definition of a shell height 
The drift shell averaging program provides the weighted average density of a number 
of atmospheric and ionospheric constituents encountered by a trapped particle dur-
ing one full drift motion around the Earth. In order to visualize better the result of 
the calculations, Hassitt (1965b) introduced an average height related to the average density. 

Hassitt's definition 
Originally, Hassitt (1965b) made use of a simple exponential atmosphere model to 
relate a shell height to the average density. In this model, the density of the neutral 
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constituents of the atmosphere varies as 
n(h) = Ae-»h', (4.18) 

where 
RE + h (4.19) 

is the reduced height and R E = 6371.2 km is the radius of the Earth. Given an 
average density ns(L,Bm), the corresponding.reduced average height is defined as 

Hassitt (1965b) has fitted the Anderson & Francis (1964) model with Expression 
(4.18) and determined A and fi for the various atmospheric constituents. 

Mcllwain's definition 
In the software BIRA/IASB received from C. Mcllwain, the shell height is computed 
in a different way. For a given value of the shell-averaged density, the subroutine 
EQAT determines the altitude at which the average density is equal to the density 
given by the Anderson & Francis (1964) model. This approach has the disadvantage 
that the shell height depends on the choice of the atmosphere model used to calcu-
late the average density, so that solar cycle effects and other influences are largely 
cancelled out. 

New approach 
We opted for a simpler approach, in which we make use of a very basic average 
atmosphere model. Allen (1985) provides a table with average atmosphere and 
ionosphere number densities as a function of altitude. We fitted this distribution 
with an exponential distribution below 100 km and with two linear functions between 
100 and 1000 km and above 1000 km. The tabulated points and the fit functions are 
shown in Fig. 4.5. Depending on the input density, the appropriate fit function is 
inverted to yield the shell height. 

The advantage of this approach is that the shell height does not depend on the 
atmosphere model used to calculate the shell-averaged density. In addition, the 
inversion procedure is very simple and does not involve a numerical procedure for 
location of zero points. 

(4.20) 
and the average height as 

(4.21) 
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Table 4.1. NAMELIST parameters for the shell height program 

Parameter Data Type Default Function 

MODEL 

BLTIME 

ATMMOD 

INTEGER 

REAL*8 

CHARACTER*2 

SHELL 

0 

1990.0 

ATMOS 

MI 

DAY INTEGER 1 

UT REAL*8 0.0 

TL REAL*8 0.0 

F107 REAL+8 100.0 

F107M REAL*8 100.0 

AP REAL*8(7) 7*0.0 

Chooses the geomagnetic model: 
0: DGRF/IGRF 
1: Jensen & Cain (1962) 
2: GSFC12/66 (Cain et al. 1967) 
Epoch for geomagnetic field model 

Chooses the atmosphere model: 
AF: Anderson k Francis (1964) 
MI: MSISE-90, IRI-90, Carpenter & 

Anderson (1992) 
MD: MDAC (Pfitzer 1990) 
NO: No atmosphere model 
Day of year 
Universal time (hrs) 
Local time (hrs) 
Daily .F10.7 flux for previous day 
3 Month average of .F10.7 flux 
Magnetic index Ap: 
AP(1): daily Ap 

AP(2): 3hr Ap index for current time 
AP(3): 3hr Ap index for 3 hrs. before 

current time 
AP(4): 3hr Ap index for 6 hrs. before 

current time 
AP(5): 3hr Ap index for 9 hrs. before 

current time 
AP(6): average of eight 3 hr Ap 

indices from 12 to 33 hrs. 
prior to current time 

AP(7): average of eight 3hr Ap 

indices from 36 to 59 hrs. 
prior to current time 
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Figure 4.5. Density distribution (from Allen [1985]) used in the new definition of the 
shell height. The solid line represents the fit functions used for different altitude ranges. 

Table 4,1. (continued) 

Parameter Data Type Default Function 

SWI(9) # - 1 : only daily Ap is used. 
25*1,0 Selects variation on 25 parameters: 

0: main effects off, cross terms off 
1: main effects on, cross terms on 
2: main effects on, cross terms off 

ATMOS 

100.0 Zurich solar sunspot number 
1.0 Maximum Kp value for Carpenter & 

Anderson (1992) model 
1 0: Hassitt's cross sections 

0: cross section obtained with CROSS 

Log n 

SWI REAL*8(25) 

RZ REAL*8 

KPMAX REAL*8 

CROSS INTEGER 
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Table 4.2. NAMELIST parameters for the shell height program, for conditions of solar 
minimum and solar maximum 

Parameter Solar minimum Solar maximum 

F107 50.0 300 
F107M 60.0 200.0 

AP 7*0.0 300.0, 6*0.0 
SWI 25*1.0 25*1.0 
RZ 50.0 250.0 

KPMAX . 1.0 6.0 

4.2.5 Modifications of Hassitt's software 
This section gives an overview of the modifications that were made to Hassitt's 
(1964) original software: 

1. The DGRF/IGRF and GSFC12/66 (Cain et al. 1967) geomagnetic field mod-
els were added. 

2. The MSIS and IRI models and the model of Carpenter & Anderson (1992) 
were added for a better description of the upper atmosphere, the ionosphere, 
and the plasmasphere. The atmosphere model developed by McDonnell Dou-
glas Astronautics Co. (MDAC), used by Pfitzer (1990), also was included. The 
subroutine ATMO was added to calculate or set up appropriate parameters de-
pending on the choice of atmosphere model. It is also possible to run the code 
without an atmospheric model. 

3. The input parameters are read from two NAMELISTs, SHELL and ATMOS. The 
parameters are listed in Table 4.1. The values of the NAMELIST parameters we 
adopted for solar minimum and solar maximum conditions in the next sections 
are listed in Table 4.2. 

4. The subroutine that calculates the shell height was replaced. 
In addition, the structure of the original program was modified and simplified. The 
old Fortran code was updated to the FORTRAN-77 standard. Comments have been 
inserted where significant modifications were made. 

The implementation of MSIS, MDAC, IRI and the plasmaspheric extension are 
discussed briefly in the following sections and in more detail in Technical Note 2. 



4 . 2 T H E DRIFT SHELL AVERAGED DENSITY 7 9 

The MSIS atmosphere models 

The Mass-Spectrometer-Incoherent-Scatter (MSIS) neutral atmosphere model de-
scribes the neutral temperature and the densities of He, O, N2, 0 2 , Ar, H, and N. 
The MSIS model is based on the extensive data compilation and analysis of A.E. 
Hedin and his collaborators. The model version used for TREND is MSISE-90 
(Hedin 1991). 

Data sources for the model MSISE-90 include temperature and density measure-
ments from several rockets, satellites (OGO 6, San Marco 3, Aeros-A, AE-C, AE-D, 
AE-E, ESR04, DE2) and incoherent scatter radars (Millstone Hill, St. Santin,' 
Arecibo, Jicamarca, Malvern). Since the MSIS-83 model, terms were added or 
changed to better represent seasonal variations in the polar regions under both 
quiet and magnetically disturbed conditions and local time variations in the mag-
netic activity effect. In addition, a new species, atomic N, was added to the list of 
species covered by the model. 

The model expects as input: year, day of year, universal time, geodetic altitude, 
latitude and longitude, local apparent solar time, solar F10.7 flux (for previous day -
and three-month average), and magnetic Ap index (daily Ap or Ap history for last 59 ' 
hours). For these conditions, the following output parameters are calculated: num-
ber density of He, O, N2, 0 2 , Ar, H and N, total mass density, neutral temperature, 
and exospheric temperature. The source code is equipped with 25 flags SWI to turn 
on or off variations due to seasonal, diurnal, semidiurnal, terdiurnal, . . . changes. 

The input parameters for MSISE-90 are supplied in the N A M E L I S T A T M O S . Table 
4.1 lists the N A M E L I S T parameters, together with their data type, default values, 
and a brief description. The main MSIS routine is called from the subroutine A T M O 

with the appropriate input parameters. The values returned are the neutral and the 
exospheric temperature, the number density of all constituents, and the total mass 
density. 

The N A M E L I S T parameters for MSISE-90 are: D A Y N R , UT, F 1 0 7 , F 1 0 7 M , AP, SWI. 
The 25 flags SWI allow one to disable all longitudinal and temporal variations in the 
calculation of the MSIS densities. We set the default SWI values to one. 

The MDAC atmosphere model 

McDonnell Douglas Astronautics Co. under contract to the Air Force Office of Sci-
entific Research developed an atmospheric density model (Response of the Mag-
netosphere and Atmosphere to the Solar Wind, Final MDAC Scientific Report for 
Contract F44620-72-C-0084 for the Air Force Office of Scientific Research, December 
1975). 

This model has the advantage of simplicity. The altitude dependent term is 
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Table 4.3. Limiting values for the input parameters in IRI-90 

Parameter Lower (Day/Night) Upper 
Altitude for electron density 
Altitude for temperatures 
Altitude for ion densities 
Solar sunspot number 

60/80 km 
120 km 
100 km 

0 

1000 km 
3000 km 
1000 km 

250 

a global average term and thus can be used directly in this study. The average 
atmospheric density d is given as 

where d is the density in g e m - 3 , d0 = 2.7 x 1 0 - u g c m - 3 , z is the altitude in km, 
and A is the solar cycle term: 

The IRI ionosphere models 
The International Refererence Ionosphere (IRI) is the standard ionospheric model 
established and updated by a joint working group of URSI and COSPAR. Based on 
a large volume of ground and space data, IRI describes monthly averages of electron 
density, electron temperature, ion temperature, ion composition and ion drift in the 
altitude range from 50 km to 1000 km for magnetically quiet conditions in the non-
auroral ionosphere. The auroral region is beyond the L values corresponding to the 
trapped radiation belts. 

The latest version of IRI is IRI-90 (Bilitza 1990). The most recent version of 
the IRI computer program (No. 12) was released in November 1991. It includes the 
most recent COSPAR International Reference Atmosphere (CIRA) for the neutral 
temperature. We obtained this version from NSSDC and implemented it in Hassitt's 
software. The input parameters for IRI-90 are day of year, U.T., and the Zürich 
solar sunspot number Rz. The data types and default values for these parameters 
are given in Table 4.1. The limiting values for the altitude and for Rz are listed in 
Table 4.3. 

The input parameters for the main subroutine IRIS12.F0R in IRI-90 are geode-
tic or geomagnetic latitude and longitude, geodetic altitude, Zürich sunspot number 

(4.22) 

(4.23) 
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(twelve-month running mean), day of year, local or universal time, and a series 
of logical variables. The output consists of: electron density, normalised electron 
density (to F2 peak density), neutral temperature (CIRA-86), electron and ion tem-
perature, electron to ion temperature ratio, and relative percentage densities of 0+, 
H+, He+, NO+, and Oj . The altitude limits are given in Table 4.3. 

Plasmaspheric extensions 

Since the IRI-90 model is limited to the altitudes given in Table 4.3, an extension of 
the ionization density in the magnetosphere is required to account for the small loss 
from pitch angle scattering experienced by the trapped ions and electrons forming 
the radiation belts. It is usually held that pitch angle scattering of trapped particles 
is due to wave-particle interactions. In this study, we only considered the effects of 
collisions. 

Several three dimensional models have been proposed to describe the equatorial 
and field-aligned ionization density in the plasmasphere and plasmatrough. We used 
the model of Carpenter &: Anderson (1992), which is described below. 

The model of Carpenter & Anderson (1992) of the equatorial density is based on 

1. electron density profiles derived from sweep frequency receiver radio measure-
ments made along near-equatorial ISEE1 satellite orbits, 

2. results from whistlers. 

The model describes, in piecewise fashion, the "saturated plasmasphere", i.e. the re-
gion of steep plasmapause gradients, and the plasmatrough (Carpenter & Anderson 
1992). 

The plasmapause inner limit Lpp; is a function of the magnetic activity index 

where KPmmx is the maximum Kp value of the preceding 24 hours. There are three 
exceptions: for Lppi in the magnetic local time (MLT) intervals 06-09, 09-12, and 
12-15, omit the one, two, or three immediately preceding Kp values, respectively, 
in the determination of KPmtM. 

The density of the saturated plasmasphere element for 2.25 < L < Lppi is given 

Looi = 5 . 6 - 0.46 K, ppi Pmax > (4.24) 

by 

(4.25) 
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where RZ is the 13 month average sunspot number and D the day number. This 
expression gives the electron density in the equatorial plane. 

In order to determine the thermal plasma densities at non-equatorial latitudes 
along magnetic flux tubes, the hydrostatic equations should in principle be inte-
grated as in Angerami &; Thomas (1964), or a more complex kinetic (exospheric) 
model should be used as in Lemaire (1989), Chiu et al. (1978), or Rycroft k. Jones 
(1985, 1987). Even more sophisticated dynamical models are now developed by 
using Monte Carlo simulation methods (Wilson 1992). 

In this study, we used the following procedure. For points beyond the plasma-
pause, i.e. when the geocentric distance r > Lppi, we set ne = nH+ = 10cm"3 and 
TE = Th+ = 4000 K. The densities of the other ions are neglected and set to zero. 

The field-aligned electron density in a point P below the plasmapause, with 
geodetic coordinates (r, A, 0), is approximated by 

(r, A, 4>) = uca{L) e ~ C R ^ r , (4.26) ne 

where nca is the Carpenter &: Anderson (1992) equatorial electron density on the 
dipole field line passing through P. For a centred dipole geomagnetic field model, 
the corresponding L value is given by 

where Ai is the geomagnetic latitude of P. C is determined by the IRI-90 electron 
density in the point Q on the same field line (and thus with the same geomagnetic 
longitude <t>x in the centred dipole model) at altitude 1000 km (the limiting altitude 
of IRI-90). The geomagnetic latitude of Q is 

RE + 1000 
Am = arccos W — j - ^ - — . (4.28) 

Applying the coordinate transformation from geomagnetic to geocentric coordinates 
yields the geocentric latitude and longitude Ac,<£c of Q, which are used as input to 
IRI-90 to determine n1000, the electron density at 1000 km altitude. From Eq. (4.26) 
it then follows that 

c = _ ^ 1 ^ ^ , ( ^ + 1000A,* , ) (4.29) 
V RE ) tica(L) 

In order to determine the ion densities, we assume that the plasmaspheric density 
of a plasma constituent i can be approximated by using the condition of isothermal 
diffusive equilibrium, i.e. 

7ii(r, A, <p) = Tii{RE + 1000, A, <t>) exp 1 (RE + 1000) (r — RE — 1000) 
Hi r (4.30) 
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where rn(R E +1000, A, <f>) is determined with IRI-90 and H{ is a shell height. Hi can 
be derived from the condition of hydrostatic equilibrium for a plasma consisting of 
electrons and N ion species in an electric field E: 

dpe —r~ = —nemeg — neeE dr 
for electrons and 

dpi — —71 7T) 
dr 

= -UiTTiig 4- UiZiéE 

(4.31) 

(4.32) 
for ion species i, where p is the pressure, m the atomic mass, and Ze the charge of 
the particles. In the ideal gas approximation p = nkT, so that 

and 

dne n e m e 7le 

dr kTe 9 ~ k T e 6 

drii 71*771; n t Z t 

dr - k T i 9 4 

p. 
kTi 

(4.33) 

(4.34) 
Multiplying both members by Z and summing over electrons and all ions gives 

dne ^ drii _ nem, n, N TliTTliZi N riiZf 
dr 9 + M + (4-35) , t ï kTi =i kTi 

Since the plasma is neutral - n e + J ^ i L i = 0, and consequently the left-hand 
side of Eq. (4.35) is zero, so that 

eE = 

n e m e M-, nïtriiZi 
T rp »=1 
rie A mZf 
rp > 2-*! rp 

e i=l J> 
(4.36) 

Substituting in Eq. (4.34) and dividing both sides by rii yields 
/ n e m e 

d In rii _ 1 
dr = Hi 

mt — Zi 3=1 T 
N 7 l e n j Z j 

Te h T i 

9 
kTi (4.37) 

The electron and ion temperatures are provided by IRI-90. The ion temperature is 
the same for each species. With Eqs. (4.30) and (4.37) the plasmaspheric density 
for four of the ion species in IRI-90 (0+, He+, N O + ) can be determined. The 
H + density is obtained as 

TIH+ = ne - (NO+ + 7IHE+ + n0+ + TINO+) , (4.38) 
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in order to ensure the neutrality of the plasma. However, this approach causes 
a problem for the He+ density, which has a negative scale height at 1000 km (i.e. 
the density is still rising). Therefore, we make one more approximation in that we 
artificially keep the ratio of the He+ to the H+ densities constant at its value at 
1000 km. Equation (4.38) then becomes 

— (n0+ + nQ+ + nNO+) 
= nn^nnn • (4-39) 

ttli+1000 

The He+ density is then obtained as 
nHe+1000 nHe+ = nH+ • (4.40) 
ftH+1000 

The plasmaspheric extension of the electron and ion densities has been imple-
mented in a subroutine called DCA. FOR. This subroutine takes one input parameter, 
KPMAX, corresponding to the maximum Kp over the preceding day. This parameter 
was added to the NAMELIST ATM0S (see Table 4.1). 

4.2.6 Calculation of atmospheric cross sections 

The collisional cross section of trapped particles interacting with the neutral atmo-
sphere and the ionosphere serves as a measure for the relative scattering efficiency 
of the various constituents and processes involved. 

The different collision processes relevant for electrons and protons impacting 
on atmospheric constituents are discussed in Technical Note 2. The main pro-
cesses to consider are: excitation and ionization of the target, dissociation for tar-
get molecules, charge exchange for protons on atoms and Coulomb interaction for 
charged particles. The relative importance of the different processes depends on the 
type of particles and the energy range. For each interaction, analytic expressions for 
the collision cross section as a function of the kinetic energy of the incident particle 
have been derived in the literature. The expressions have been implemented in a 
computer program, CROSS, that takes as input the kinetic energy of the incident 
particle, the type of particle, both incident and target, and returns the total cross 
section for all relevant collision processes. Hassitt's (1964) original software does 
not take into account the dependence of the cross section on the kinetic energy of 
the incident particles. 

The different atmospheric components considered in CROSS are essentially atomic 
and molecular H, He, O and N. For electron collision cross sections, all the results 
are valid for energies higher than 500 eV. For O, the proton cross sections are a 
little overestimated between 10 and 500 keV due to interpolations. The collision 
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Table 4.4. Values of the total cross section for collisions between energetic protons and 
atmospheric particles divided by the total (Coulomb) cross section for collisions between 
energetic protons and electrons. The values used by Hassitt (1964) are compared with the 
values found by the program CROSS at 500 keV and at 1 MeV. 

Species Hassitt CROSS 500 keV CROSS 1 MeV 

e~ 1.0 1.0 1.0 
O2 7.16 7.94 19.0 
N2 6.36 7.71 17.8 
0 3.58 3.43 7.9 
N 3.2 3.43 7.8 
He 1.01 1.18 2.8 
H 0.52 1.10 2.3 
0+ 6.72 2.87 6.51 
N+ 6.32 2.86 6.49 
0+ 3.14 1.43 3.0 
He+ 0.50 0.19 0.50 

cross sections of protons impacting on 0 2 molecules may be underestimated below 
100 keV because charge exchange has been neglected for 0 2 . For all other atoms 
and molecules, the cross sections are the best currently available values at energies 
above 500 eV. 

For proton-ion collisions the cross sections are only valid for energies higher than 
200 keV. However, the cross section for collisions between energetic protons and 
electrons is correct because the Coulomb interaction prevails. 

It is also important to note that the experimental values are generally mea-
sured below 100 keV for electrons. Because these energies are much larger than the 
excitation and ionization level, the cross sections are fitted with analytic functions 
based on the Bethe-Born approximation and extrapolated for higher energies. When 
the cross sections are obtained from interpolated measurements, the program also 
extrapolates for higher energies than given in the tables. 

We illustrate the results obtained with CROSS in Table 4.4, which shows the values 
used by Hassitt (1964) compared with the values found by CROSS at 500 keV and 
at 1 MeV. At 500 keV, the values for neutral constituents are similar, but at 1 MeV 
the values obtained with CROSS are much higher because the Coulomb cross section 
between protons and electrons decreases as E~2. The ion collision cross sections are 
lower, due to the higher ionization threshold of ions compared to neutral atoms. 
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CROSS has been added as a subroutine to our copy of Hassitt's software. The 
choice between the original energy independent cross sections and CROSS is made 
with the NAMELIST parameter CROSS. 

4.2.7 Application to density profiles through the SAA 

Figures 4.6-4.7 represent the average number density profile through the SAA ob-
tained with MSISE-90, IRI-90 and CA for the summer solstice and local midnight, 
for conditions of low and high solar activity, respectively. The averages were made 
first with Hassitt's cross sections as weight factors, dividing the cross sections by 
100 for normalisation. Then, the cross sections obtained with CROSS were used, 
normalised by dividing by 1012, for four proton energies: 0.1, 1, 10 and 100 MeV. 

The first feature to note is that the five curves in each graph are almost identical 
except for a shift towards lower average density for higher energy. The main differ-
ence besides this shift is that for the lowest energy and for Hassitt's cross sections 
the density curve is steeper above 1000 km than the other curves for higher energies. 
This effect is due to the increased importance of the Coulomb cross section at lower 
energies. 

The dependence of ns on energy strongly influences the shell height Hs. Figures 
4.8-4.9 show Ha as a function of altitude for the density profiles in Figs. 4.6-4.7. 

4.3 Application of the drift shell averaged den-
sity 

In this section, we report on results obtained the software described in Sect. 4.2. 
In Sect. 4.3.1 we show the distribution of several parameters resulting from the 
calculation over the world map at constant altitude. In Sect. 4.3.2 we demonstrate 
the usefulness of n3 by applying it to the proton flux distribution given by the AP-8 
models. 

4.3.1 Distribution of parameters 

As a first application, we ran the software for a grid of points at altitude 1000 km. 
First, we calculated the (B, L) coordinates of each point—for pitch angle 90°—with 
BLXTRA. The resulting (B, L) were then used as input to the shell averaging software, 
producing values of n3 for each point in the grid. We also stored the minimum 
altitude reached on each drift shell, denoted by /imin, and the local averaged number 
density in these points, denoted by nmin. 
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Figure 4.6. Averaged number density profiles in the SAA obtained with MSISE-90, IRI-
90 and CA for the summer solstice, midnight L.T., for low solar activity. The solid line 
was obtained with Hassitt's cross section values, the other lines with the CROSS values for 
four energies (in MeV): 0.1 (dotted), 1 (dashed), 10 (dot-dashed), 100 (triple-dot-dashed). 

Averaged density ( 1 / c m * 3 ) 

Figure 4.7. Averaged number density profiles in the SAA obtained with MSISE-90, IRI-
90 and CA for the summer solstice, midnight L.T., for high solar activity. The line styles 
have the same meaning as in Fig. 4.6. 
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Altitude ( k m ) 

Figure 4.8. Hassitt shell height as a function of altitude for the density profiles in Fig. 
4.6 

Altitude ( k m ) 

Figure 4.9. Hassitt shell height as a function of altitude for the density profiles in Fig. 
4.7 
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Figure 4 .10 . Distribution of logns over the world map at 1000 km 
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Figure 4 .11 . Distribution of /imin over the world map at 1000 km. 
represent constant values of the ratio Bc/B. 
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Figure 4.12. Distribution of the ratio nmia/ns over the world map at 1000 km. The solid 
lines are lines of constant AP-8 MIN flux above 10 MeV. 

Figure 4.10 shows the distribution of logns over the world map. The white filling 
indicates that the drift shell intersects the Earth's surface, so that there can be no 
trapped particles on this shell. Apparently, at 1000 km, n3 is defined only in a region 
around the SAA and in a narrow band at high latitude. At lower altitudes, these 
regions become gradually smaller, while they increase at higher altitudes. 

The distribution of n3 has a broad minimum coinciding with the heart of the 
SAA. This is consistent with the fact that the geomagnetic field distribution shows 
a depression in the region of the SAA. Trapped particles passing through this region 
will not move closer to the Earth elsewhere on their longitudinal drift path. Conse-
quently, the atmospheric density they encounter here is the maximum density they 
see on their drift path. The minimum altitude on the drift shells associated with 
the grid points at 1000 km is shown in Fig. 4.11. femin indeed reaches its maximum 
around the centre of the SAA. 

In Fig. 4.11 we superimposed the contour lines of constant Bc/B, with Bc = 
B00.67L3452. When the ratio Bc/B > 1 the corresponding point is above the cut-off 
defined by Bc and vice versa. The contour lines correspond reasonably well with the 
borders of regions of constant hmia. 

Figure 4.12 shows the distribution of the ratio 7imin/̂ s over the world map. The 
solid lines are lines of constant AP-8 MIN flux above 10 MeV. The lines of constant 
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flux correspond to borders of regions of constant n m i n / n s , indicating that this ratio 
provides a good description of the flux distribution in the SAA. 

4.3.2 Application to AP-8 
We calculated the drift shell averaged density n s for the AP-8 grid points represented 
in Fig. 4.2 with Hassitt's (1965b) software, updated as described in Sect. 4.2. Figure 
4.13 shows the dependence of these proton fluxes on n s for L = 1.2 and L — 1.5. 
It can be seen that for both the solar maximum (MAX) and solar minimum (MIN) 
fluxes, the curves for the respective L values virtually coincide (this is also the case 
for intermediate values of L up to L ~ 1.7, which are not shown in Fig. 4.13). 

It thus seems that for low L values the drift shell averaged density n s is very well 
suited to represent the trapped particle distribution, as its eliminates the dependence 
of the flux on L. 

The two curves for solar minimum in Fig. 4.13 diverge somewhat for the highest 
values of ns. This may be due to inaccuracies in the AP-8 MIN model for very low 
altitudes. In Fig. 4.4, it can be seen that the lowest invariant altitude in AP-8 MIN 
displays some irregularity around L = 1.2 and especially for L > 2.0, where it 
fluctuates strongly. 

Since we used extensive atmospheric and ionospheric models for the calculation 
of n s , we expected the respective curves for solar minimum and maximum in Fig. 
4.13 to be closer together, although they do overlap for the highest densities. Again, 
we need to re-investigate the solar minimum data, since AP-8 MIN resulted from 
the combination of different data sets. 

For values of L > 1.7, the AP-8 flux vs. ns curves, shown in Fig. 4.14, no longer 
coincide. From this we conclude that two different populations can be distinguished 
in the AP-8 models. Below L < 1.7 (the limiting value for L depends on the 
particle energy), the trapped particle flux is governed by the vertical distribution 
of the atmospheric density. At higher L values, the proton flux already reaches 
negligible values some distance above the atmospheric cut-off height. The value 
L ~ 1.7 corresponds to the location of the maximum in the proton flux distribution 
for E = lOMeV. This explains the lowering of the curves in Fig. 4.14 corresponding 
to progressively higher L values. 

4.4 Conclusions 
On the basis of our analysis of the AP-8 flux distribution, it appears that the drift 
shell averaged density n s is very effective in organising fluxes for the lowest L values, 
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Figure 4.13. Integral AP-8 MIN/MAX proton flux above lOMeV as a function of the 
drift shell average of the atmospheric density for low L values. The symbols denote AP-

Figure 4.14. Integral AP-8 MIN/MAX proton flux above lOMeV as a function of the 
drift shell average of the atmospheric density for higher L values. The symbols and lines 
have the same meaning as in Fig. 4.13. 
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and may therefore be considered a good candidate to replace L as a coordinate for 
the low-altitude environment. 

It should be kept in mind that the AP-8 models are smoothed and extrapolated 

averages of a number of data sets, so that it would be preferable to look at original 

data sets, old or new, which have a better resolution at low altitudes. To this 

effect, we have started to re-analyse the AZUR proton data. The AZUR satellite 

(Hovestadt et al. 1972) operated from November 1969 to June 1970 in a polar orbit 

with perigee 383 km, apogee 3145 km and inclination 103°. It measured proton fluxes 

along two pitch angles, 90° and 45°, in six energy channels between 1.5 MeV and 

104 MeV. The low-altitude part of AP-8 MAX is based on the AZUR proton data 

set. 



Chapter 5 

Implementation of CRRESPRO 
in UNIRAD 

In this chapter, we describe the new proton flux model CRRESPRO developed 
by Phillips Lab from the PROTEL instrument onboard CRRES. Originally it was 
expected that BIRA/IASB would obtain the PROTEL data and produce its own low 
altitude proton model. Instead, BIRA/IASB has received a copy of the CRRESPRO 
model and integrated it in UNIRAD. 

In Sect. 5.1 we describe the content and format of the CRRESPRO model. 
Section 5.2 reviews the way in which we adapted CRRESPRO to the AP-8 model 
data format for inclusion in TREP. The new version of TREP was tested on three 
standard orbits: a typical CRRES orbit, a circular low Earth orbit, and a circular 
polar orbit. In Technical Note 3, the results of the flux predictions are compared 
to results obtained by Phillips Lab and to the fluxes predicted with AP-8 MAX. In 
Sect. 5.3 we report on the comparison for the CRRES orbit. 

5.1 Description of CRRESPRO 
The CRRESPRO software (Meffert & Gussenhoven 1994) uses flux models created 
from data collected by the proton telescope (PROTEL) on board CRRES (for a 
detailed description of the CRRES mission and the PROTEL instrument, see Violet 
et al. 1993). 

In March 1991, a magnetic storm caused a reconfiguration of the inner magne-
tosphere, resulting in, among other features, the formation of a second proton belt 
over a certain energy range. Because of this change, two CRRES models were cre-
ated. The "quiet" model uses data from July 1990 to March 1991, and the "active" 
model uses data from March 1991 to October 1991. Note that the terms "quiet" 

95 
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Table 5.1. PROTEL energy channel parameters: lower, middle and higher energy 

Channel E\0 -Emid £hi 

1 1.0 1.5 2.1 
2 2.0 2.1 2.3 
3 2.2 2.5 2.8 
4 2.8 2.9 3.2 
5 3.1 3.6 4.1 
6 3.9 4.3 4.8 
7 4.6 5.7 7.0 
8 7.3 8.4 9.4 
9 6.0 6.8 7.7 

10 7.5 8.5 9.6 
11 9.3 9.7 10.2 
12 9.9 10.7 11.5 
13 11.2 13.2 15.2 
14 14.7 15.2 15.9 
15 15.5 16.9 18.3 
16 18.0 19.4 20.8 
17 25.3 26.3 27.2 
18 26.1 30.9 35.6 
19 34.9 36.3 37.7 
20 37.8 41.1 48.1 
21 44.3 47.0 53.5 
22 53.3 55.0 62.1 
23 62.1 65.7 73.1 
24 73.1 81.3 100.0 

and "active" have no correspondence to quiet and active as determined by the index 
Kp. 

The following description of the CRRESPRO models and data sets is taken from 
Meffert k Gussenhoven (1994). 

The lower and upper boundaries and midpoint energies of PROTEL's 24 energy 
channels are given in Table 5.1. For each channel except channels 8 and 14 there 
are two data files, corresponding to quiet and active conditions, respectively. 

The data files contain differential omnidirectional fluxes j ( E ) , where E is the 
midpoint energy for the corresponding channel. There are no files for channels 8 
and 14. 
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Table 5.2. Integration parameters (MeV) for integral omnidirectional PROTEL flux 

Channel E\0 Emid Ehi A E 
1 1.1 1.5 1.9 0.8 
2 1.9 2.1 2.3 0.4 
3 2.3 2.5. 2.7 0.4 
4 2.7 2.9- 3.1 0.4 
5 3.1 4.3 5.5 2.4 
6 5.5 5.7 5.9 0.4 
7 5.9 6.8 7.7 1.8 
8 7.7 8.5 9.3 1.6 
9 9.3 9.7 10.1 0.8 

10 10.1 10.7 11.3 1.2 
11 11.3 13.2 15.1 3.8 
12 15.1 19.4 23.7 8.6 
13 23.7 26.3 28.9 5.2 
14 28.9 30.9 32.9 4.0 
15 32.9 36.3 40.2 7.3 
16 40.2 41.1 43.2 3.0 
17 43.2 47.0 50.8 7.6 
18 50.8 55.0 59.2 8.4 
19 59.2 65.7 72.2 13.0 
20 72.2 81.3 90.4 18.2 

The integral omnidirectional flux J(> E) can be derived from the differential 
omnidirectional flux. Because of overlapping energy ranges, channels 5 and 15 were 
omitted from the integral omnidirectional flux calculation (in addition to channels 
8 and 14 which are omitted from all calculations) and new boundaries were set up 
to prevent multiple contributions from the same energy. The energy bounds and 
widths of the remaining channels are shown in Table 5.2. 

<ƒ(> E{) is defined as 
J(>Ei)= ƒ 0 0 j(E)dE, (5.1) J E\ 

where Ei is the lower energy boundary of channel i, as given in Table 5.2. The 
integration is approximated by a summation: 

20 

J ( > E i ) = Y l j ( E k ) & E k , (5.2) k=i 
with AEk the width of channel k. The integration summation for channel i begins 
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at the lower boundary of that channel and ends at the new upper boundary of 
the highest energy channel, which is now channel 20 with an upper boundary of 
90.4 MeV. 

We have implemented only the integral omnidirectional flux model in UNIRAD, 
since this requires a significantly smaller modification of the UNIRAD software, as 
TREP is set up to read integral flux model data sets. 

5.2 Implementation in U N I R A D 

In the UNIRAD software package, the routine TREP calculates integral and differential, 
omnidirectional or directional, proton and electron fluences for a given satellite orbit. 
To this effect, the (B,L) coordinates (Mcllwain 1961) for each orbital point are 
determined and used as input to the NASA trapped radiation models AP-8 and 
AE-8 (Vette 1991b). 

In order to incorporate the CRRESPRO quiet and active models into TREP, the 
model files have to be transformed into a block data format similar to the format 
of AP-8, as described by Vette (1991a). This transformation is described in the 
following sections. 

5.2.1 Conversion of model files 

The CRRESPRO software provided by Phillips Lab consists of a series of binary 
data files and executable program files, compiled for the IBM PC and compatibles. 
No source files or source listings are available. 

From the description of the binary file format of the differential flux data files 
(Meffert & Gussenhoven 1994), we wrote a FORTRAN program to convert the binary 
data into ASCII format. These files contain the model data as twodimensional 
arrays of 90 L bins by 34 B/B0 bins. The bin limits are (0.95 + 0.05i)i?E < L < 
(1.00+0.05i) Re in L, while the bin limits in B/B0 are chosen so that each bin width 
corresponds to 2° in magnetic latitude and the total B/B0 range approximately 
covers 68° magnetic latitude in a dipole field. 

The NASA models AP-8 provide integral fluxes. Consequently, TREP expects 
integral fluxes from the model files it accesses. In order to keep the modifications 
to TREP to a minimum, we decided to produce two block data files, containing 
the CRRESPRO quiet and active integral fluxes, respectively. The ASCII files 
obtained as described above were combined using Eq. (5.2) to form 40 new ASCII 
files containing the resulting values for L, B/B0, J(> E) for the integral channels in 
Table 5.2. 
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The AP-8 block data format stores, for each energy in the model and for each 
L value in the energy blocks, the logarithm of the equatorial integral flux and a 
series of increments in B/B0 corresponding to a constant decrement in log J(> E). 
In contrast, the CRRESPRO model format gives the integral flux for a series of 
fixed values of B/BQ. In order to transform the CRRESPRO format into the AP-8 
format, it is necessary to represent the dependence of the integral flux on B/B0 by 
analytic functions. For the differential flux, Gussenhoven et al. (1993) considered a 
function of the form 

j(E, a 0 ) = j(E, 90°) s i n n a 0 , (5.3) 
where the equatorial pitch angle ao is defined as 

. ƒBb a 0 = arcsin W — (5.4) 

and 0.311653 Bo = L 3 • (5.5) 
The values of the power index n were determined by least squares fitting to the 
model data. 

A similar procedure can be followed for the integral flux J(> E). Equation (5.3) 
is equivalent to 

/ R \ 
j ( E , B / B 0 ) = j ( E , l ) [ ^ j . (5.6) 

Correspondingly, the integral flux may be written as 
/ R \ . J(>E,B/B0) = J ( > E , l ) ^ - j . (5.7) 

For each of the channels listed in Table 5.2, we determined n by a least squares fit 
for every L value in the model files, both for the quiet and active models. As did 
Gussenhoven et al. (1993), we excluded the flux values in the two lowest pitch angle 
bins. The resulting values for n are plotted in Figs. 5.1 and 5.2 as a function of L 
for the quiet and active models, respectively. 

In order to obtain the same format as the AP-8 trapped particle models, we 
inverted Eq. (5.7) to the form 

In AP-8, the decrement A log J(> E) = 0.25, i.e. 
J [ > g , ( B / B 0 ) , | = 

J(>E,l) ' 1 ' 
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L(Re) 

Figure 5.1. Power index of the fits of the integral flux distributions J(> E , B/BQ) as a 
function of L, for the 20 CRRESPRO quiet models 

L(Re) 

Figure 5.2. Power index of the fits of the integral flux distributions J(> E , B / B 0 ) as a 
function of L, for the 20 CRRESPRO active models 
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With Eq. (5.8), the corresponding (S/B 0)< values are derived: 
= 1 0 o . 5 i/„_ (5.10) 

The A(B/BQ) increments are given by 

A 
(FLOL ( B O ) < : ( B 0 ) , 0/t- l (5.11) 

Figures 5.3 and 5.4 show the J (> E, a 0 ) points in the original CRRESPRO quiet 
and active model files for two L values (1.6 and 2.2) and for four energies (4.3, 9.7, 
26.3 and 55.0 MeV), overlaid with curves representing the fitted flux dependence [a 
similar figure is given by Gussenhoven et al. (1993)]. For L = 1.6, the fitted fluxes 
represent the model data well, except near the loss cone where the fit function does 
not fall off as the model data does. This effect is due on the one hand to the non-
inclusion of the last two model points in the fitting procedure and on the other hand 
to the failure of a function of the form of Eq. (5.7) to fit the pitch angle range from 
equator to loss cone. As a consequence, the flux predicted with the fitted functions 
may be overestimated near the loss cone. 

For higher L values, e.g. L = 2.2 (Fig. 5.4), the situation is somewhat different. 
For the lowest energies, the fit functions represent the model flux well. However, 
for E > 10 MeV the model flux does not decrease monotonically towards the loss 
cone, but reaches a plateau first. Gussenhoven et al. (1993) attributed this to the 
existence of two populations of trapped protons. Obviously, a single fit function is 
not sufficient to describe the pitch angle dependence of the sum of two populations, 
which leads to an underestimate of the fitted flux near the equator and a possible 
overestimate near the loss cone. 

The limitations of the fitting procedure also are apparent in Figs. 5.1 and 5.2, 
in that the dependence of n on L is somewhat erratic. It would be better to access 
the CRRESPRO model data by direct interpolation between E, L and B/B0 values 
instead of using a fitted dependence of the flux on B/BQ. However, this procedure 
requires major modifications of TREP, which are beyond the scope of this study. 

The fitting of the model fluxes could be improved in two ways. Firstly, a sum 
of two functions of the form of Eq. (5.7) could be fitted to the model fluxes instead 
of just a single function. Secondly, a different fit function could be used, e.g. the 
function proposed by Badhwar & Konradi (1990), which has been applied to the 
AP-8 flux distribution (see Sect. 3.2.2). This improvement may be a topic in a 
follow-on TREND study. 
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Figure 5.3. J ( > E,a0) for four energies and L = 1.6. The symbols • and + denote the 
quiet and active values, respectively, in the original model data files, the dotted and solid 
lines represent the fitted quiet and active fluxes, respectively. 
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Figure 5.4. J(> E,a0) for four energies and L = 2.2. The symbols and lines have the 
same meaning as in Fig. 5.3. 
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5.2.2 Implementation in TREP 
The A(B/B0) increments for each energy and L value in the CRRESPRO models 
were then stored in the BLOCK DATA format of the AP-8 models (Vette 1991a), in 
the files CRRQUI .FOR and CRRACT.FOR, corresponding to the quiet and active model, 
respectively. 

The CRRES based electron model CRRMEA generated at MSSL (see Technical 
Note 10 and Seek 9.5) aloo wa3 included in TREP. 

5.3 Application to a CRRES orbit 
In this section we apply the CRRESPRO models, as we implemented them in TREP, 
to a typical CRRES orbit. 

The CRRESPRO documentation (Meffert &: Gussenhoven 1994) contains a sam-
ple run of the software for a typical CRRES orbit. The integral omnidirectional 
fluence over this orbit is listed in Table 5.3. 

Using TREP, we have calculated the fluence over one day accumulated along a 
trajectory (represented in Fig. 5.5) with the same orbital parameters, with the newly 
implemented CRRESPRO models and with AP-8 MAX. For CRRESPRO we used 
the IGRF90 magnetic field model, updated to 1991, and the Olson & Pfitzer (1977) 
quiet external field model. For AP-8 MAX we used the GSFC12/66 model (Cain et 
al. 1967), updated to 1970, and corrected for the westward drift of the SAA. The 
resulting fluxes and the flux spectrum are represented graphically in Figs. 5.6 to 
5.11. The fluences for one orbit are listed in Table 5.3. 

From the table and the figures it can be seen that the differences between the 
quiet and active CRRESPRO fluences are small for this orbit, i.e. at most about a 
factor two. The fluences calculated with the CRRESPRO models implemented in 
TREP are within a factor of two of the fluences obtained by Meffert k Gussenhoven 
(1994) with the original CRRESPRO model. The causes of this difference have been 
discussed in Sect. 5.2.1. 

The fluences obtained with AP-8 MAX are up to a factor two larger than the 
fluences obtained with CRRESPRO, both the active and quiet version. 

5.4 Conclusions 
The fitting procedure we used to implement the CRRESPRO model in TREP is not 
satisfactory. Either an improved fit function [like that of Badhwar & Konradi (1990), 
or a sum of two functions] should be used or the same software used by CRRESPRO 
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Apogee: 33000.0 km Geomagnetic model: IGRF 1990 
Perigee: 350.0 km ©1991.0 
Inclination: 18.0° External model: Olson-Pf i tzer 1977 
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Figure 5.5. Geographic and magnetic coordinates for the sample CRRES orbit described 
in the text 
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Apogee: 33000.0 km 
Perigee: 350.0 km 
Inclination: 18.0° 

Particle model: CRRESQUI 
Geomagnetic model: IGRF 1990 

© 1 9 9 1 . 0 

External model: O lsen-Pf i tzer 1977 
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Figure 5.6. Differential CRRESPRO/QUIET proton flux along the sample CRRES orbit 

described in the text 
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Apogee: 33000.0 km 
Perigee: 350.0 km 
Inclination: 18.0° 

Particle model: CRRESQUI 
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Figure 5.7. Integral and differential CRRESPRO/QUIET proton spectrum along the 
sample CRRES orbit described in the text 
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Figure 5.9. Integral and differential CRRESPRO/ACTIVE proton spectrum along the 
sample CRRES orbit described in the text 
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Apogee: 33000.0 km Particle model: AP8MAX 
Perigee: 350.0 km Geomagnetic model: GSFC 1 2 / 6 6 120 Term 
Inclination: 18.0° @1 970.0 

External model: None 
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Figure 5.10. Differential AP-8 MAX proton flux along the sample CRRES orbit described 

in the text 
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Perigee: 350.0 km 
Inclination: 18.0° 

Particle model: AP8MAX 
Geomagnetic model: GSFC 1 2 / 6 6 120 Term 

@1 970.0 
External model: None 

Orbit averaged spectra of trapped protons 

10.0 
Energy (MeV) 

100.0 1000.0 

Figure 5.11. Integral and differential AP-8 MAX proton spectrum along the sample 
CRRES orbit described in the text 
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Table 5.3. Integral omnidirectional fluence J(> E) in cm~ 2 year - 1 for a typical CRRES 
orbit. The first, column gives the energy E, the second and fourth column contain the flu-
ences obtained with the extended version of TREP, using the quiet and active CRRESPRO 
models, respectively. The third and fifth columns give the fiuences listed by Meffert & 
Gussenhoven (1994). The sixth column contains the fiuences obtained with AP-8 MAX. 

E (MeV) ./qTREP JqMF Ja.TREP Ja.MF /AP-8MAX 

1.1 1.29 x 10 1 3 1.85 X 10 1 3 1.69 x 10 1 3 2.26 X 10 1 3 5.12 X 10 1 3 

1.9 4.27 x 10 1 2 5.68 X 10 1 2 7.52 x 10 1 2 9.32 X 10 1 2 1.23 X 10 1 3 

2.3 2.55 x 10 1 2 3.20 X 10 1 2 5.23 x 10 1 2 6.31 X 10 1 2 8.07 X 10 1 2 

2.7 1.61 x 10 1 2 1.87 X 10 1 2 3.77 x 10 1 2 4.45 X 10 1 2 5.76 X 10 1 2 

3.1 1.10 x 10 1 2 1.19 X 10 1 2 2.83 x 10 1 2 3.30 X 10 1 2 4.26 X 10 1 2 

5.5 4.24 x 1 0 n 3.53 X 10 1 1 7.19 x 10 1 1 7.51 X 10 1 1 1.28 X 10 1 2 

5.9 3.76 x 1 0 u 3,03 X 10 1 0 5.96 v 10 1 1 6.11 X 10» 1.10 X io 1 ?-
7.7 2.60 x 10 1 1 1.95 X 1 0 u 3.23 x 10" 2.94 X 10 1 1 6.17 X 10 1 1 

9.3 2.03 x 10 1 1 1.46 X 10 1 1 2.18 x 10 1 1 1.78 X 10 1 1 3.97 X 1 0 u 

10.1 1.83 x 1 0 u 1.30 X 10 1 1 1.88 x 10 1 1 1.47 X 10 1 1 3.23 X 10 1 1 

11.3 1.59 x 1 0 u 1.12 X 10 1 1 1.56 x 10 1 1 1.17 X 10 1 1 2.50 X 10 1 1 

15.1 1.05 x 1 0 u 7.22 X 10 1 0 9.97 x 10 1 0 7.13 X 10 1 0 1.16 X 10 1 1 

23.7 6.75 x 10 1 0 4.60 X 10 1 0 6.44 x 10 1 0 4.65 X 10 1 0 5.00 X 10 1 0 

28.9 5.10 x 10 1 0 3.47 X 10 1 0 4.95 x 10 1 0 3.58 X 10 1 0 3.65 X 10 1 0 

32.9 4.23 x 10 1 0 2.89 X 10 1 0 4.11 x 10 1 0 2.98 X 10 1 0 3.17 X 10 1 0 

40.2 3.03 x 10 1 0 2.07 X 10 1 0 2.93 x 10 1 0 2.09 X 10 1 0 2.63 X 10 1 0 

43.2 2.78 x 10 1 0 1.90 X 10 1 0 2.67 x 10 1 0 1.89 X 10 1 0 2.44 X 10 1 0 

50.8 2.32 x 10 1 0 1.59 X 10 1 0 2.20 x 10 1 0 1.54 X 10 1 0 2.05 X 10 1 0 

59.2 1.74 x 10 1 0 1.19 X 10 1 0 1.63 x 10 1 0 1.11 X 10 1 0 1.81 X 10 1 0 

72.2 8.55 x 109 5.84 X 109 8.00 x 109 5.40 X 109 1.52 X 10 1 0 

to access the data files should be implemented in TREP. This latter improvement 
could be achieved in a next step provided PLGD releases the necessary software 
routines. 

Because of these difficulties, it may be preferable just to use CRRESPRO on PC 
as it is distributed by PLGD and to compare the generated output to results obtained 
with TREP, using the AP-8 models. The writing of a subroutine to transform the 
output from CRRESPRO into the format generated by TREP could be envisaged. 



Chapter 6 

Description of CRRES 
experiments and data sets 

The Earth's trapped radiation environment is currently described and evaluated, 
for engineering purposes and spacecraft design, with the empirical NASA/NSSDC 
trapped radiation models AP-8 and AE-8 (Vette 1991b). 

The first TREND study identified specific weaknesses in the existing models 
and methods and identified suitable satellite data sets for updating the models. 
TREND recommended the use of the results of the CRRES (Combined Release and 
Radiation Effects Satellite) mission, in combination with archived data sets, as input 
for a new modelling effort. In this chapter, we review the goals and achievements of 
the CRRES mission, and describe the various data sets that are available. 

In Sect. 1.1 we describe the orbital characteristics of the CRRES mission, and 
present an overview of the instrumentation. Sect. 1.2 gives a more comprehensive 
description of the CRRES experiments and instruments that are relevant to the 
TREND-2 study. 

The availability and format of the data sets that came out of the CRRES exper-
iments and are relevant to the TREND-2 project, have been discussed in detail in 
Technical Note 4. Since then, the format of some of the available data sets has been 
changed and the format descriptions have been included in the Technical Notes and 
the chapters of this final report that deal with the respective data sets. The format 
of the Science Summary Data Base (SSDB), containing one-minute averages of se-
lected channels of seven particle detectors and of the magnetic field measurements, 
is described in Sect. 1.3, as well as the format of the ephemeris files. 

113 
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6.1 Description of the CRRES experiment 

The Combined Release and Radiation Effects Satellite (CRRES) Program is a joint 
National Aeronautics and Space Administration (NASA) and U.S. Department of 
Defense (DOD) undertaking to study the near-Earth space environment and the 
effects of the Earth's radiation environment on state-of-the-art microelectronic com-
ponents and other spacecraft components. 

To perform these studies, CRRES was launched with a complex array of scientific 
pay loads. Among the experiments supported by the CRRES Program, the Phillips 
Laboratory Geophysics Directorate (formerly AFGL, now PLGD) Space Radiation 
Effects Program (SPACERAD) is of particular relevance to the TREND-2 study. 
One of the aims of the SPACERAD Program is to update the static models of 
the Earth's radiation belts and develop dynamic models of the high-energy particle 
populations in the near-Earth environment. In addition, radiation-induced single 
event upsets (SEUs) and total dose degradation of state-of-the-art microelectronics 
devices are measured in a known space environment. 

6.1.1 Overview of the CRRES mission 

The CRRES spacecraft was built by Ball Aerospace Systems Division in Boulder, 
Colorado under joint sponsorship of NASA and U.S. DOD. The spacecraft was 
originally built for launch by the Space Shuttle, but was modified for launch on an 
Atlas-Centaur booster after the Challenger accident. 

CRRES was launched on July 25, 1990 at 19h21 UT, into a Geosynchronous 
Transfer Orbit (GTO) with perigee at 350 km, apogee at 33,500 km, and an inclina-
tion of 18.1°. This orbit crosses both the inner and outer radiation belts. The orbital 
period is 9h52m, and the spin rate is 2 rpm. The spacecraft spin axis is maintained 
such that the angle between the solar direction and the normal to the top surface, 
containing solar panels, is always between 5° and 15°. 

The spacecraft was designed for a one year mission duration with a goal of 3 
years. Unfortunately, due to a battery failure, the mission was aborted on October 
9, 1991. 

There are three primary mission objectives: 

1. to study the effects of the natural radiation environment on microelectronic 
components and on high-efficiency gallium arsenide solar cells, and to map 
this environment; 

2. to conduct Low-Altitude Satellite Studies of Ionospheric Irregularities (LAS-
SII); 
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3. to conduct a series of chemical release experiments in the ionosphere and 
magnetosphere. 

Data was recorded on satellite tape recorders continually at 16kbit/s. The data 
was transmitted to the ground daily and passed to the data reduction and distribu-
tion centre at Hanscom Air Force Base, MA. 

6.1.2 Overview of experiments. 

In the following sections, we present a brief overview of the experiments that form 
the payload of CRRES. Although not all experiments are relevant for the TREND-2 
study, we presented an exhaustive list in Technical Note 4 for the sake of complete-
ness. 

NASA Chemical release experiments 

The CRRES payload complement included 24 chemical canisters which were re-
leased during the first 13 months of the CRRES mission at altitudes varying from 
near apogee to near perigee over ground observation sites and diagnostic facilities. 
These releases formed large clouds of metal vapour, about 100 km in diameter, which 
interacted with the ionospheric and magnetospheric plasma and the Earth's mag-
netic field. These releases were studied with optical, radar, and plasma wave and 
particle instruments from the ground, aircraft, and CRRES. 

6.1.3 DOD Low-Altitude Scientific Studies of Ionospheric 
Irregularities 

LASSII studies naturally occurring and artificially produced ionospheric perturba-
tions and the effects of ionospheric perturbations on communications paths. The 
LASSII measurements are made near perigee of selected orbits. In addition, LASSII 
made observations of the low-altitude chemical releases. The onboard set of LAS-
SII instruments consists of two pulsed plasma probes, a very low frequency wave 
analyser including two electric field antennas and a magnetic hoop antenna, and a 
quadrupole ion mass spectrometer. 

6.1.4 DOD Studies of the Radiation Environment 

The primary focus of these studies is on the natural radiation environment and the 
effects of this environment on microelectronic components. CRRES travels through 
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the inner and outer radiation belts of the Earth, exposing state-of-the-art micro-
electronic components to this radiation environment to establish their capabilities 
for use in future space missions. Also, the radiation belts are accurately mapped 
so that a direct correlation can be made between the exposure and microelectronics 
performance. 

The radiation effects portion of the CRRES mission contains 23 experiments: 3 
engineering test packages, 4 field and wave instruments, 14 particle spectrometers 
and 2 dosimeters. 

The particle detectors measure the complete particle spectrum of electrons and 
protons from a few eV to hundreds of MeV, and heavy ions from about lOOeV/Q 
up to cosmic ray energies greater than 500 MeV/AMU. Their energy ranges, energy 
resolution, angular resolution and line of sight are listed in Technical Note 4. Figures 
6.1 and 6.2 show the energy overlap and cross-calibration ranges for electrons and 
ions, respectively. The lower energy particle detectors can produce 3-dimensional 
distribution functions of both electrons and protons. The instruments are controlled 
with on-board processors so they can scan in different modes to get the best energy, 
pitch angle and mass discrimination as the satellite moves from one particle regime 
to another. 

6.2 Description of CRRES instruments 
In this section we present a brief description of the characteristics and design of 
the CRRES instruments relevant for the TREND-2 study, i.e. some of the SPAC-
ERAD particle experiments and the fluxgate magnetometer. Fully detailed technical 
specifications of all instruments have been compiled in Gussenhoven et al. (1985), 
CRRES System Description Handbook (1990), a series of papers in the July-August 
1992 issue of Journal of Spacecraft and Rockets, and Technical Note 6. 

The SPACERAD particle detectors were designed to give measurements with 
high time, angular, and energy resolution of electrons (10eV to 10 MeV), protons 
(10 eV to 600 MeV), and the major ion species (40 eV/Q to 15 MeV/ion). Additional 
information is provided by supporting experiments from the Lockheed Electron and 
Proton Spectrometer and Mass Composition Experiments, and the University of 
Chicago Cosmic Ray Experiment. In addition, SPACERAD provides dose measure-
ments by two very different methods. 

The data from these experiments are used to: 

1. provide concurrent environmental specifications for the Engineering Experi-
ments, particularly for the Microelectronics Experiment; 
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2. extend existing static radiation belt models in energy, pitch angle, and ion 
composition; 

3. study in detail the dynamic processes of the radiation belts. 

6.2.1 High Energy Electron Fluxmeter 
AFGL-701-4 

P.I.: E.G. Mullen (PLGD) 
Co.-I.: D. Brautigam (PLGD) 

F. Hanser (Panametrics) 
B. Dichter (Panametrics) 

The High Energy Electron Fluxmeter (HEEF) is a solid state spectrometer telescope 
designed to measure differential electron energy spectra in 10 energy channels from 
1 to 10 MeV. Electrons in this energy range are the source of a significant portion 
of the total radiation dose received by microelectronic components in space systems 
operating in the Earth's radiation belts. Determining the average value and dynamic 
behaviour of these electrons is critical to the CRRES program. 

The instrument is of a telescopic design with two solid state detectors stacked in 
front of a BGO scintillating crystal. In order to be counted, an electron must produce 
a triple coincidence of pulses in the two solid state detectors and the BGO crystal, 
and have an anticoincidence with particles detected in the annular plastic scintillator 
surrounding the BGO crystal. Each electron between 1 and 10 MeV that enters the 
detector through the aperture produces pulses in the two solid state detectors and 
photons in the BGO crystal. The photons produced in the crystal are seen by a 
photomultiplier tube, optically coupled to the crystal. The photomultiplier tube 
produces charge pulses proportional to the number of photons seen. The charge 
pulses seen in coincidence are all pulse-shaped in a shaping circuit. If the three 
pulses all fall within the proper broad pulse height range, the BGO crystal pulses 
are further analysed in a pulse height analyser and placed into the proper energy 
electron counter bin for transfer to shift registers for satellite readout. The registers 
are read every 0.5 s and stored by the satellite data storage and telemetry system, 
resulting in a data base of 2 measurements per second per channel. 

The largest problem with measuring MeV electrons, especially in the CRRES 
orbit, is contamination due to high energy protons and bremsstrahlung. Great 
care was taken in the detector design to try and eliminate all counts other than 
the 1-10 MeV electrons which directly enter the aperture. Protons that come di-
rectly down the aperture are not counted because they have excessive energy loss 
in the solid state detectors (for protons with energies less than 100 MeV) or in the 
BGO crystal (for protons with energies greater than 30 MeV). For particles which 



6.2 DESCRIPTION OF C R R E S INSTRUMENTS 119 

can penetrate the heavy shielding (greater than 140 MeV protons and greater than 
20MeV electrons), the annular plastic scintillator produces anticoincidence counts 
which reject the particles being counted. A 0.006 in beryllium foil stops electrons 
with energies less than 140 keV that directly enter the aperture. The tungsten col-
limators and shield reduce bremsstrahlung, and the magnesium housing reduces 
bremsstrahlung production from less than 10 MeV electrons. 

Although all these precautions undoubtedly reduced most of the radiation in-
duced noise, there remained a significant amount that needed to be allowed for in 
the ground based processing. This noise fell mainly in the lower energy channels and 
the fluxes measured by the instrument at higher energies could be used to calculate 
the size of the noise component. 

A further problem with the HEEF data arose because the whole satellite was 
much colder than originally planned. The HEEF sensor was generally between -2°C 
and -12°C and this affected the energy channels determined by the electronics. This 
effect was found to be adequately compensated for if the energy levels corresponding 
to — 7°C were used throughout the mission. 

-

6.2.2 Medium Energy Analyzer 
AFGL-701-5A 

P.I.: E.G. Mullen ( P L G D ) 1 

Co.-I.: A. Vampola (The Aerospace Corporation) 

The Medium Energy Analyzer (MEA), also called Medium Energy Electron Spec-. ] 
trometer (MEES), uses the principle of momentum analysis in a solenoidal magnetic . 
field. Figure 6.3 shows the instrument in cross-section. The magnetic field, produced 
by permanently magnetized Indox V, points into the paper. The other structural 
components are made of Armco magnetic iron which has a low fringing field. A 
collimator on the front of the instrument is made of tungsten. In a 180° magnetic 
electron spectrometer, particles entering an aperture encounter a uniform solenoidal 
magnetic field and travel a circular path in the plane transverse to the field. After 
being bent through approximately 180°, the particle is detected by a planar array. 
First order focussing occurs in the plane. Electrons with the same energy, although 
at different angles, are focussed on almost the same vertical line on the detection 
plane. There is no focussing in the vertical direction. 

At the 180° focus, the electrons impinge upon a detector array consisting of six 
ion-implanted silicon plates mounted in three pairs on a thick circuit card. There are 
a total of 18 detection areas in the array. Generation of a particle count is initiated 
by an electron impinging on a detector configured as a reverse-biased P-N diode 
and depositing most or all of its energy as charge pairs, at a rate of 3.6eV/pair, in 
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the depletion region of the N-type silicon. The charge pairs are swept out of the 
depletion region by the biasing network, creating a charge pulse which is proportional 
to the energy of the incident electron minus energy lost as bremsstrahlung or residual 
electron energy (the electrons which may backscatter out of the detector). 

Pulses with amplitudes below the lower discriminator threshold are considered 
noise or bremsstrahlung and are rejected. Pulses with amplitude above the upper 
discriminator threshold are due to highly ionizing particles (or long path length 
trajectories of very energetic particles) and are rejected as unwanted background. 
The low threshold ensures efficient detection of electrons which backscatter out of 
a detector after depositing only part of their energy. The upper threshold ensures 
detection of valid events in the presence of noise or low-energy bremsstrahlung which 
add to the pulse height. For more energetic electrons, the lower threshold is set at 
the energy corresponding to a minimum ionizing particle traversing a minimal path 
through the detector (400 keV). This assures efficient detection of energetic electrons 
that pass through the detector with little scattering. 

Table 6.1 provides a list of the nominal energy boundaries, centre of response, 
geometric-energy factor (GEF), and actual channel limiting angle in the spin plane, 
for each detector channel. The nominal energy boundaries contain more than 90% 
of the total response in a channel. The centre of response is defined so that 50% of 
the GEF is above and 50% below this value. The peak response of the channel is 
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Table 6.1. Channel response for the MEA detector [from Vampola et al. (1992)]. Column 
1 contains the channel number, columns 2 and 3 the nominal lower and upper energy 
bounds, column 4 gives the centre of response (Ec), column 5 the geometric-energy factor 
(GEF), and column 6 the actual channel limiting angle. Energies are given in keV, the 
GEF are in units of (cm2 ssr keV). 

Channel ^max Ec GEF Angle 

0 110 188 153 5.88 8.24 
1 174 257 214 5.68 6.37 
2 230 314 271 5.16 5.19 
3 297 384 340 4.84 4.38 
4 374 462 418 4.59 3.78 
5 465 553 510 4.19 3.24 
6 558 649 604 3.89 2.90 
7 646 738 693 3.58 2.63 
8 735 829 782 3.30 2.40 
9 828 923 876 3.08 2.21 
10 928 1024 976 2.89 2.05 
11 1042 1139 1090 2.66 1.88 
12 1131 1227 1178 2.49 1.76 
13 1239 1337 1287 2.37 1.66 
14 1322 1419 1370 2.23 1.56 
15 1423 1520 1470 2.14 1.48 
16 background 
17 1534 1633 1582 2.03 1.41 

very close to this value (within 1 or 2%). The GEFs are based on the laboratory 
calibration data obtained just prior to final delivery in January, 1990. For the 
transformation to flux, counts/s must be divided by the GEF. Note that the counts 
in the data stream are counts per 0.512 s. 

The narrow acceptance angle in the spin plane provides very good pitch angle 
resolution, especially at high energy. The full field of view, coupled with the angular 
scan of 6° which occurs during the 0.512 s data accumulation period, results in a 
total acceptance angle within a single data sample of about 8-18°, depending on 
channel. The true pitch angle distribution of the particles can be established to 
about 0.5° through a deconvolution procedure which is limited by the accuracy of 
the onboard magnetometer data and by the statistics of the counts in the samples. 
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6.2.3 Proton telescope 
AFGL-701-8&9 

P.I.: E.G. Mullen (PLGD) 
Co.-I.: M. Violet (PLGD) 

M.S. Gussenhoven (PLGD) 

The objective of the Proton Telescope (PROTEL) is to make well calibrated, high 
resolution measurements of the differential energy spectrum of protons in 24 channels 
spaced logarithmically from 1 to 100 MeV. PROTEL consists of two solid state 
detector assemblies (sensors) and a data processing unit (DPU). The Low Energy 
sensor Head (LEH) measures 1-9 MeV protons in 8 contiguous energy channels. 
The High Energy sensor Head (HEH) measures 6-100 MeV protons in 16 contiguous 
energy channels. The entire 24 point spectrum is returned once per second. Figures 
6.4 and 6.5 show the diagram of the two instruments. 

The two sensors consist of a stack of silicon solid-state detectors in a shielded 
assembly that have to satisfy certain coincidence/anticoincidence conditions to pro-
duce particle counts. Contamination from high energy protons presents the biggest 
problem in producing an accurate data set. In order to minimize contamination, 
each sensor has a collimator, a sweeping magnet, and passive and active shielding 
to reduce unwanted particles. In addition, the high energy sensor also has active 
anticoincidence rejection via guard rings around the silicon-lithium detectors. 

The aluminium collimator reduces the proton and electron fluxes from outside 
of the acceptance cone. PROTEL shields out electrons very effectively. The passive 
shielding around the detector stack has a range of 50 MeV for orthogonally impinging 
electrons. Protons outside of the acceptance cone whose trajectories through the 
detector stack could cause a false count are shielded from energies below 195 MeV 
to 289 MeV depending on the channel and the incoming proton's position and angle. 
The inside surface of the collimator has a saw-toothed pattern to reduce the forward 
scattering of particles into the entrance aperture, and is painted with a conductive 
matte black paint to minimize light scattering towards the detectors. Electrons can 
produce an enhanced background noise count and are diverted from the detectors 
by the sweeping magnet. 

Both surface barrier and lithium-drifted silicon detectors are used in PROTEL. 
The LEH uses 5 surface barrier detectors and the HEH uses a front surface barrier 
detector followed by a stack of 5 lithium-drifted silicon detectors. In the LEH 
(HEH) the first 4 (5) detectors determine the incoming proton energy. The 5 th (6 th) 
detector, separated from the rest by an aluminium (brass) absorber, is operated in 
anticoincidence with the rest, defining an upper threshold of 9 (100) MeV. The first 
five detectors of the HEH also have active shielding in the form of an anticoincidence 
ring. The ring is part of the same silicon wafer as the detecting element, but is 
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Figure 6.4. Schematic of the PROTEL high energy sensor head [from Gussenhoven et 
al. (1985)] 
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Figure 6.5. Schematic of the PROTEL low energy sensor head [from Gussenhoven et al. 
(1985)] 
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Table 6.2. PROTEL channel characteristics [from Violet et al. (1992)] 

Channel Energy Range •Epeak Conversion factor 1/G 
(MeV) (MeV) (MeV) (cm2 s sr MeV)-1 

High Energy Head 

1 6.0-7.7 6.8 6.8 5.6 
2 7.5-9.6 8.5 8.5 4.5 
3 9.3-10.2 9.7. 9.7 17.2 
4 9.9-11.5 10.7 10.5 8.2 
5 11.2-15.2 13.2 13.0 3.1 
6 14.7-15.9 15.2 15.1 19.8 
7 15.5-18.3 16.9 16.2 3.8 
8 18.0-20.8 19.4 19.4 1.7 
9 25.3-27.2 26.3 26.3 5.9 
10 26.1-35.6 30.9 30.8 1.5 
11 34.9-37.7 36.3 36.3 6.6 
12 37.8-48.1 42.3 41.3 0.9 
13 44.3-53.5 47.5 45.7 1.5 
14 53.5-62.1 57.0 55.4 1.5 
15 62.1-73.1 67.5 66.9 1.5 
16 73.1-100.0 82.9 77.3 0.6 

Low Energy Head 

1 1.0-2.1 1.5 1.5 85.1 
2 2.0-2.3 2.1 2.1 903.4 
3 2.2-2.8 2.5 2.4 299.2 
4 2.8-3.2 2.9 2.9 1279.7 
5 3.1-4.1 3.6 3.6 135.8 
6 3.9-4.8 4.3 4.2 156.1 
7 4.6-7.0 5.7 5.0 99.2 
8 7.3-9.4 8.4 8.6 435.1 

electrically isolated, creating a second 'detector' outside the acceptance angle. Pulses 
in the detector stack which are coincident with pulses in the rings are rejected in 
order to reduce background counts produced by penetrating particles. 

A proton which passes within the acceptance cone defined by the collimator of 
one of the sensor heads enters the detector stack where it either loses all or a portion 
of its energy. The amount of energy deposited in each detector is analysed by the 
system logic, which determines if detectors were triggered within a fixed time window 
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(2.0/xs, LEH; 0.5/xs, HEH). The system then evaluates the energy deposited in each 
triggered detector to determine in which channel, if any, to record the particle. 

The instrument was calibrated at three proton accelerator beam facilities with 
energies ranging from 1.5 MeV to 159 MeV. The resulting channel boundaries and 
conversion factors for both sensors are listed in Table 6.2. The differential energy 
flux J , in protons/(cm 2 ssr MeV), is given by 

where G is the geometric factor, Eh and Ev are the channel boundaries, e(E) is 
the energy-dependent efficiency, and At is the accumulation time of the instrument 
(1.0236s). 

For the best part of the CRRES orbit the shielding and anticoincidence rejection 
work very well, but, contamination levels can become significant at the inner edge 
of the inner proton belt, where high fluxes occur of particles with energies higher 
than 100 MeV. These high-energy particles can penetrate detector shieldings and 
produce false counts at lower energies. The contamination levels can be estimated 
by modeling the contamination of the detector. The first steps included measuring 
the response of the HEH to > 100 MeV proton beams at various angles outside the 
detector acceptance cone and calculating the energy loss in various directions using 
a simplified materials model of the instrument. This led to the development of the 
PROTEL Contamination Code which computes counts that would be recorded in 
the HEH using a Monte Carlo integration approach and the Janni energy range 
tables. Both nominal performance and contamination axe modeled. Indications 
from the model and early data are that the effects are minor and can be corrected 
for in the data analysis process. 

6.2.4 Fluxgate Magnetometer 

The purpose of the Fluxgate Magnetometer Experiment is to measure the ambient 
geomagnetic field and low frequency variations in that field from dc to 8 Hz. 

The Earth's magnetic field is measured by a triaxial fluxgate magnetometer 
at a rate of 16 times per second in the range ±45000 nT. The three axes of the 
magnetometer are mutually orthogonal to approximately 0.08°. The sensors are 
mounted in a single housing on a rigid Astromast boom. The 6.1m boom locates 

J = COUNTS 

A F G L - 7 0 1 - 1 3 - 1 
P.I.: E.G. Mullen (PLGD) 
Co.-I.: H. Singer (PLGD) 
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the sensors ~ 7.5 m from the centre of the spacecraft to fulfill the requirement of 
having less than a few nT of vehicle-generated magnetic field at the sensor location. 
The analog electronics to operate the sensors are mounted inside the spacecraft and 
connected to the Electric Field/Langmuir Probe (EF/LP) experiment for power, 
signal processing and telemetry formatting. 

The signal from each sensor is sent to the Langmuir Probe electronics where it 
is filtered with a 6 Hz lowpass cutoff to prevent aliasing from signals above the 8 Hz 
Nyquist frequency, and sampled by a 12-bit A / D convertor in the ranges ±45000 nT 
and ±850 nT to provide low and high sensitivity, respectively. For each sample from 
each axis, a microprocessor determines whether to enter the high or low sensitivity 
value into the telemetry stream. Furthermore, once per second the field strength at 
low sensitivity from all axes will be included in the data stream. The magnetometer 
data can also be sampled in a burst mode as described in the EF/LP instrument 
section. Additionally, the fluxgate signal will be lowpass filtered with a 20 Hz cutoff 
and provided to the spacecraft in analog form in two different ranges, ±45000 nT 
and ±1000 nT. 

The magnetometer provides a real time signal to LEPA to enable this instrument 
to determine which zone in the field of view of its detectors is observing nearly along 
the magnetic field direction. LEPA is then able to transmit high time-resolution 
data, a complete energy spectrum in 0.5 s, with about 1° pitch angle resolution from 
the zone that is making observations near or within the particle loss cone. 

On command, the signal from the near spin axis, the Y magnetometer sensor, can 
be amplified six times, in either the high-gain or low-gain mode, to provide better 
amplitude resolution at low field strengths near apogee. The increased sensitivity fa-
cilitates the detection of high-frequency, low-amplitude waves, such as ion-cyclotron 
waves that interactfstrongly with the plasma environment. 

6.3 Data formats of SSDB and ephemeris 

The first data set to be issued was the Science Summary Data Base (SSDB). This 
data base provides the user with one-minute averages of the data from selected 
instrument channels, which have been converted very tentatively to physical quan-
tities. Several versions of ephemeris data were also issued. The most recent version 
was generated on an orbit-by-orbit basis and gives the orbital elements at one minute 
and five minute intervals for low and high altitudes, respectively. 
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6.3.1 The Science Summary Data Base 

The CRRES Science Summary Data Base (SSDB) contains preliminary data of 
several CRRES detectors. It was released to provide the community with a quick 
survey of the available data, for instance to identify a period of interest in the CRRES 
mission for a later in-depth analysis. There has been no attempt to apply any 
quality control criteria to the data (removal of noise spikes etc.). Only preliminary 
calibration factors have been applied, and many instruments require background 
subtraction. However, even with these limitations, it is possible to draw some general 
conclusions and results from the SSDB. 

The SSDB files were distributed in ASCII format. In order to obtain a more 
compressed format and to improve access speeds, the original files were transformed 
into Fortran unformatted files. At the same time, information from the ephemeris 
files was added, so that only one file needs to be accessed for a given orbit. The 
resulting SSDB files are organized on an orbit by orbit basis. They are named 
SSDB-EPHXXXX, where XXXX is the orbit number, left filled with zeroes. Each 
file contains a header record and approximately 600 data records with 21 entries per 
record. The contents of the header and data records are listed in Table 6.3. 

Fluxes in Table 6.3 are given in units of particles/ (cm2 ssr MeV), count rates are 
in counts/s. The special value - 1 x 1030 is the value written for data items when 
dropouts occurred. For MEA, negative values for the difference between average 
counts and background counts are indicated by the special value -0 .5 x 1030. The 
model magnetic field strengths and L-values were obtained with a combination of 
the IGRF90 model and the Olson & Pfitzer (1977) quiet model. 

6.3.2 Ephemeris data format 

Spacecraft vectors are received at PLGD from the Consolidated Satellite Test Center 
(CSTC). These vectors along with magnetic field models are used as the prime input 
to the ephemeris generation routines. These routines are run prior to the Agency 
Tape generation. 

Satellite ephemerides are generated routinely on the basis of regularly updated 
position-velocity vector sets provided by the CSTC. These vector sets are quality-
checked for transmittal errors and stored chronologically in a file for use in ephemeris 
calculations. Position-velocity accuracy requirements are achieved through the use 
of an ephemeris code that includes the geopotentials that account for the significant 
perturbation from a Keplerian orbit. Availability of regular vector sets also elimi-
nates the need for ephemeris prediction and will permit, instead, the use of reliable 
interpolation techniques. Inspection of incoming vector sets for consistency is inte-
grated into the ephemeris processing system. When switching between vector sets, 
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Table 6.3. Record structure of the SSDB header and data records. All entries are 4 byte 
REAL, except when otherwise indicated. 

Entry Description -

Header Record (INT*2) 

1 Year 
2 Day of year 
3 Orbit number 
4 Time resolution (60 seconds) 

Data Records 

1 UT (seconds) 
2 L (Re) 
3 Solar magnetic latitude (degrees) 
4 Solar magnetic local time (hours) 
5 Measured magnetic field magnitude (nT) 
6 Model magnetic field magnitude (nT) 
7 (Bmeasure<i — Bmoc|e]) /Bmo<iei 
8 Electron flux, 4-5 MeV (HEEF L6-L7) 
9 Electron countrate, > 2.5 MeV (Space Radiation Dosimeter LOLET2) 
10 Electron flux, 1-1.5 MeV (HEEF LL-L1) 
11 Electron flux, 0.2-0.3 MeV (MEA channel 2) 
12 Electron flux, 20-385 keV (EPAS 90° look direction) 
13 He countrate, > 45 MeV/Nucleon (Experiment for High Energy Heavy 

Nuclei Composition P2) 
14 Star countrate, > 75 MeV (Space Radiation Dosimeter VHILET 4) 
15 Proton countrate, > 35 MeV (Space Radiation Dosimeter HILET2) 
16 Proton flux, 44.3-53.5 MeV (PROTEL HEH13) 
17 Proton flux, 3.1-4.1 MeV (PROTEL LEH 5) 
18 Electron flux, 558-649 keV (MEA channel 6) 
19 Geodetic altitude (km) 
20 Western longitude (degrees) multiplied by 10 (INT*2) 
21 Geodetic latitude (degrees) multiplied by 10 (INT*2) 



6 . 3 DATA FORMATS OF S S D B AND EPHEMERIS 1 2 9 

smoothing is performed to suppress any discontinuities of position which exceed a 
predetermined level. 

In addition to generating satellite coordinates, the ephemeris system provides 
a data base containing solar and lunar coordinates, the geomagnetic field vector 
and an event directory for eclipse and orbit adjust times. Solar and lunar position 
coordinates are computed and furnished as part of the standard ephemeris output. 
The following geomagnetic field parameters are also provided: 

1. magnitude of field at vehicle location; 
2. Earth Centred Inertia! (ECI) components of magnetic field vector; 
3. invariant latitude; 
4. geographic location of 100 km intersection of vehicle's field line (both north 

and south hemispheres); 
5. L] 
6. magnitude and location (latitude, longitude, altitude) of minimum field inten-

sity along vehicle's field line; 
7. geographic location of vehicle's conjugate point; 
8. geomagnetic local time (MLT) in hours, given by 

M L T = M L ^ - M L e + 1 2 | 

where ML s a t and ML© represent the geomagnetic longitude of, respectively, 
the vehicle and of the Sun at the time of interest. 

Ephemeris data files are replicas of the files placed on the Agency Tapes. Data 
records are in 32 bit positive integer form (31 data bits and the MSB set equal to 
0). Offset and bias values are provided to convert the positive integer values to true 
units. For altitudes less than 3 i? E , the data rate is once per minute. For higher 
altitudes, the data rate is once per 5 minutes. 

To convert the 32 bit positive integer data to proper units (e.g. km), subtract 2 3 0 

from the THDB value and then multiply by the appropriate factor. All factors are 
given as powers of 10 in the THDB. Thus, to convert WORD(i) to physical units 
[PHYSUNIT(i)], apply the expression 

PHYSUNIT(i) = [W0RD(i) - 2 3 0 ] x IO™ 0 ™*« . 
Table 6.4 gives a description of the record structure of the ephemeris files and also 
lists the appropriate multiplicative factors as powers of 10. 
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Table 6.4. Record structure of the ephemeris files. The multiplicative factors in the third 
column are given as powers of 10. 

Word Description Factor 

1 Day number (days) 0 
2 UT (milliseconds) 0 
3 X, Satellite position, ECI1 (km) - 4 
4 Y, Satellite position, ECI (km) - 4 
5 Z, Satellite position, ECI (km) - 4 
6 VX, Satellite velocity, ECI (km/s) - 7 
7 VY, Satellite velocity, ECI (km/s) - 7 
8 VZ, Satellite velocity, ECI (km/s) - 7 
9 Radius, Earth centre to satellite (km) - 4 
10 Altitude (km) - 4 
11 Latitude (deg) - 6 
12 Longitude (deg) - 6 
13 Velocity (km/s) - 7 
14 Local Time (hr) - 7 
15 Radius, MAG2 (EMR3) - 7 
16 Latitude, MAG (deg) - 6 
17 Longitude, MAG (deg) - 6 
18 Radius, SM4 (EMR) - 7 
19 Latitude, SM (deg) - 6 
20 Local Time, SM (hr) - 7 
21 • Radius, GSM5 (EMR) - 7 
22 Latitude, GSM (deg) - 6 
23 Local Time, GSM (hr) - 7 
24 B (nT) - 4 
25 BX, ECI (nT) - 4 
26 BY, ECI (nT) - 4 
27 BZ, ECI (nT) - 4 
28 Magnetic Local Time (hr) - 7 
29 Solar zenith angle (deg) - 6 
30 Invariant latitude (deg) - 6 
31 B100N Latitude (deg) - 6 
32 B100N Longitude (deg) - 6 
33 B100S Latitude (deg) - 6 
34 B100S Longitude (deg) - 6 
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Table 6.4. (Continued) 

Word Description Factor 
35 L (EMR) - 7 
36 BMIN (nT) - 4 37 BMIN Latitude (deg) - 6 
38 BMIN Longitude (deg) - 6 
39 BMIN Altitude (km) - 4 
40 BCONJ Latitude (deg) - 6 
41 BCONJ Longitude (deg) - 6 
42 BCONJ Altitude (km) - 4 
43 X Sun Position, ECI (km) 0 
44 Y Sun Position, ECI (km) 0 
45 Z Sun Position, ECI (km) 0 
46 X Moon Position, ECI (km) 0 
47 Y Moon Position, ECI (km) 0 
48 Z Moon Position, ECI (km) 0 
49 Right Ascension of Greenwich - 6 
50 B100N Magnetic Field (nT) - 4 
51 B100S Magnetic Field (nT) - 4 
52 MX Dipole Moment, ECI (nT) - 4 
53 MY Dipole Moment, ECI (nT) - 4 
54 MZ Dipole Moment, ECI (nT) - 4 
55 DX Dipole Offset, ECI (km) - 4 
56 DY Dipole Offset, ECI (km) - 4 ' 
57 DZ Dipole Offset, ECI (km) - 4 
58-60 Vacant 

1 ECI: Earth Centred Inertial Coordinates 
2MAG: Magnetic Coordinates 
3 EMR: Earth Mean Radius (6371.2 km) 
Equatorial radius is defined as 6378.135 km, flattening as 298.26. 
4 SM: Solar Magnetic Coordinates 
5GSM: Geocentric Solar Magnetospheric Coordinates 



Chapter 7 

Statistical survey of Meteosat 
SEM-2 data 

7.1 Introduction 

This chapter contains the analysis of the SEM-2 (Space Environment Monitor on 
Meteosat-3) archived data set. This data set provides a record of many aspects of 
the geosynchronous orbit environment which is almost complete from 22 June 1988 
to the present. The Meteosat-3 orbit, whilst it does not penetrate the heart of the 
outer radiation belt is one of the most important for spacecraft operations. Because 
the coverage in terms of L and latitude is small, it is possible to examine effects 
that are universal time and local time dependent, knowing that they are not caused 
by spacecraft motion through some radial structure. The aim of this study has 
been to examine the overall characteristics of the energetic electron environment at 
geostationary orbit and to relate these where possible to physical processes. 

Sections 7.1.1-7.1.3 provide a brief review of Meteosat-3, SEM-2 and the archived 
data set. We describe problems encountered with the data set and the improvements 
made to the archiving process to solve them. Data analysis procedures are also 
described. 

Local time dependence of the flux data and anisotropy and spectral indices are 
discussed in Sects. 7.2 and 7.3. Section 7.4 describes how Fourier analysis was used 
to study the local time dependence of fluxes. Wavelet analysis is used in Sect. 7.5 
to deduce a repeat rate for injection events. 

Section 7.6 is concerned with the average flux encountered for a specific mission 
duration. Key results from this study have been organized into a computer model. 

Sections 7.7, 7.8 and 7.9 investigate more closely some of the specific features 
of the data, looking for how the flux levels are related to substorm activity and 
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hypothesized filling and loss mechanisms. 
The work discussed in this chapter was originally presented in more detailed 

form in Technical Notes 6 and 7. 

7.1.1 Meteosat -3 

The geostationary satellite Meteosat-3 is one .of a series of European Space Agency 
weather satellites, providing high quality optical and infrared images for weather 
prediction and climate research. 

The first Meteosat satellite, Meteosat-1, experienced many operational anoma-
lies, principally associated with the scanning radiometer mirror. These showed a 
correlation with geomagnetic activity and local time and so, in the absence of on-
board plasma instrumentation, differential charging was suspected. For the second 
Meteosat spacecraft, steps were taken to make the satellite less susceptible to anoma-
lies and a Spacecraft Environment Monitor (SEM-1) was included in the payload 
(Johnstone et al. 1985). Anomalies still occurred, although at a reduced rate and 
SEM-1 was able to confirm that spacecraft charging did occur. However, there was 
no correlation between the timing of the charging events and these anomalies, indi-
cating that the charging was a benign process and that some other effect was causing 
anomalies. Suspicion fell on high energy electrons and it was decided to equip the 
third Meteosat spacecraft with a new Spacecraft Environment Monitor (SEM-2) 
detecting higher energy electrons. This instrument did indeed find the electrons 
responsible for most of the anomalies on Meteosat-3. A correlation between the 
anomalies and periods of high energetic electron flux was discovered (Coates et al. 
1990) and the process of deep dielectric charging was implicated (Rodgers 1991). 

It is fortunate that ESA's interest in spacecraft damage has provided a data set 
that can be used for wider studies of radiation belt statistics and processes. 

7.1.2 SEM-2 

The detectors used in the SEM-2 were provided by the Los Alamos National Lab-
oratory (LANL), being the same as the Low Energy Electron unit flown on the 
Defense Support Program series of satellites (Aiello et al. 1975). The electronics 
were supplied by MSSL. 

Five telescopes, each comprising a collimator, an aluminised mylar window and 
a surface-barrier detector, were positioned at 30°, 60°, 90°, 120° and 150° to the 
spacecraft spin axis, and each had a viewing half angle of 4°. Azimuthal coverage 
was provided by the spin of the spacecraft. 

SEM-2 utilises surface-barrier solid-state detectors, in which the sensor is a re-
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Table 7.1. SEM-2's five differential energy levels 

Energy bin Lower threshold (keV) Upper threshold (keV) 

E5-E4 
E4-E3 
E3-E2 
E2-E1 

El 

42.9 
59.4 
90.7 

134J9 
201.8 

59.4 
90.7 

134.9 
201.8 
300.0 

versed bias diode. Particles pass through the aluminised mylar window, which does 
not admit protons below 300 keV, to a region of linear electric field of a few hundred 
Volts. Electrons with energy below 300 keV dissipate all their kinetic energy in the 
detector resulting in free charges in the conduuliun band of the doped silicon, caus-
ing a current pulse which is detected by the anode. Discriminators then measure 
the current pulse which depends on the energy of the incident electron. Note that 
the uppermost 300 keV threshold is nominal in that it corresponds to the highest 
energy particle that is stopped within the detector. Electrons of energy greater than 
300 keV produce a 300 keV pulse but pass through the detector without depositing 
any more energy. 

The calibration of the SEM-2 and its integration to the spacecraft were carried 
out by the MSSL who supplied the read-out electronics. The total energy range 
of the detector, 42.9-300 keV, is divided into five differential energy ranges by the 
discriminators El-E5'(see Table 7.1). The discriminator thresholds, measured using 
two electron beam systems (30-120 keV and 120 keV+), were found to provide energy 
bandwidths which were correctly spaced logarithmically, except for the lowest energy 
one which is slightly smaller. The thresholds were found to be consistent between the 
telescopes to 10% or better, and both angular and scattering tests were satisfactory 
(Coates et al. 1990). 

Although full 3-D distributions were obtained on-board, these were not teleme-
tered down, because of restrictions on telemetry rates. Instead one 1-D distribution 
of flux as a function of energy (summed over both angles) and one 2-D distribution 
of flux as a function of both polar and azimuthal angle (summed over energy) were 
transmitted. These distributions were transmitted at successively 500, 500 and 600 s 
intervals. 
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7.1.3 The SEM-2 data set 
Since SEM-2 was turned on in orbit on 22 June 1988, data have been collected 
and archived in monthly units. With the exception of March and April 1991, when 
the instrument was switched off, complete monthly archive files exist from July 
1988 to the present, providing a long, continuous time series of data describing the 
geostationary environment. 

Daily and monthly summary plots are produced showing greyscale fluxes, spec-
tral index, polar and azimuthal flow, anisotropy index, KP and memory upset mon-
itoring. An example daily plot is shown in Fig. 7.1. 

Archive data files are produced by the FORTRAN archiving program called 
ARCHIVE_METE0SAT_P2. FOR. Two archive files are produced for each month, one high 
time resolution and one low time resolution. In the high time resolution files, the 
data are stored in the maximum time resolution of raw data, i.e. in records of 500 s, 
500 s, and 600 s successively. These data were used where detailed time information 
about a particular variable was required, for example, in Superposed Epoch studies. 
For many statistical studies, this data set is unnecessarily precise and inconviently 
large, so low time resolution files were created with a time resolution of 30 minutes. 
These files are particularly convenient for the study of local time behaviour. 

Both types of archive file contain records comprising 96 elements of 4 bytes each 
and are identical in format. The 96 variables contained in each record are shown in 
Table 7.2. Where data are missing, a flag of - 1 is used. 

A long time series of data from the SEM-2 is now available and provides a 
valuable source of information about the geostationary electron environment. 

Problems encountered in the archived data set 
One of the first results of our studies was the discovery that there were upper and 
lower thresholds in the flux values stored in the database. These were not inherent to 
the SEM-2 data but corresponded to the limits of plotting windows used to display 
the data in the SEM-2 Daily Summary Plots. It was discovered that the archiving 
program for Meteosat data had been developed from the program used to create 
these plots, and that the limits of the original plots had been imposed on the data. 
The effect of this was most pronounced at higher energies, where flux levels were 
quite low and frequently fell below the lower threshold. Since the spectral index was 
calculated after the imposition of the thresholds, this was also in error. 

A number of other problems in the archive program were also discovered. Raw 
counts information (not converted into flux) was not stored because it had not been 
plotted in the Daily Summary Plots. Similarly the KP(T) index was missing. The 
data from the Memory Upset Monitor (MUM) had offets added to them and the 
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Table 7.2. Elements of the archived SEM-2 data set record 

Element Variable 

1 Start time of bin in hours UT 
2 End time of bin in hours UT 
3 Total flux of electrons in energy range 42.9-300 keV, summed 

over all polar and azimuthal'bins 
4-8 Fluxes in each energy bin, summed over all polar and azimuthal 

bins 
4: Energy range 201.8-300 keV 
5: Energy range 134.9-201.8 keV 
6: Energy range 90.7-134.9 keV 
7: Energy range 59.4-90.7 keV 
8: Energy range 42.9-59.4 keV 

9 Spectral index: the slope of the logarithm of the energy spec-
trum, calculated using a least squares fit 

10 Delta spectral index: the error on the above calculation 
11 -15 Polar flow: this is the flux in one of five polar angle sectors of 

the analyser. These bins are approximately + / - 5°: 
11: 150° to spin axis 
12: 120° to spin axis 
13: 90° to spin axis 
14: 60° to spin axis 
15: 30° to spin axis 

16--21 Azimuthal flow: the flux in one of six azimuthal angle sectors of 
the analyser. The angles are (in spacecraft coordinates, where 
at 0° the spacecraft looks towards the Sun): 
16: 300-360° 
17: 240-300° 
18: 180-240° 
19: 120-180° 
20: 60-120° 
21: 0-60° 

22--51 Polar-azimuthal flux: in 30 bins, for each polar angle sector 
across the azimuthal angles sector 

52--56 Counts in each of the five energy ranges (see 4-8) 
57--86 Polar-azimuthal counts: again, in 30 bins 

87 Anisotropy: the anisotropy index describes the angular shape 
of the plasma distribution relative to its axis of symmetry. 
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Table 7.2. (continued) 

Element Variable 
88-89 6 and <p: angles describing the angular shape of the plasma 

distribution relative to its axis of symmetry. 
90 Kp, the 3-hourly index of planetary magnetospheric activity for 

the whole Earth, has values 0°, 0+, 1", 1°, 1+, etc. (range 0 to 
9) archived as 0.0000, 0.3333, 0.6666,1.0000, 1.3333, etc. (ie.'+' 
and ' - 'are denoted by adding or subtracting 1/3, respectively). 

91 Kp(r): this is a weighted average of successive Kp as devised 
by Wrenn (1987) 

92 Latch: this shows the occurrance of latch-ups in the test RAM 
(Random Access Memory) 

93-96 MUM: Memory Upset Monitors give number of SEUs (Single 
Event Upsets) in the four memory zones of the test RAM. 

MUM test sequences, which were supposed to be excluded from the archive, were 
included. 

Improvements to the data set 
The original software has been corrected by N. Flowers, M. Birdseye and S. Szita at 
MSSL and the database is now believed to correspond to the specification described 
in the SEM-2 Final Report (Coates et al. 1990). The entire data base has been 
re-processed from the raw data tapes, using the same format as the original archive 
data set. All monthly archive files from 1988 to the present have been saved to 
optical disk. 

Longitude adjustment 
Since Meteosat's longitude varies, and the time recorded with the data is Universal 
Time, a time adjustment equivalent to the satellite's departure from 0° longitude 
must be made to convert to local time. Figure 7.2 shows how Meteosat's longitude 
has varied from the start of 1989 to the end of 1992. 

Using one value of longitude per day, the start and end times of each data bin 
are adjusted by an amount of time corresponding to Meteosat's position. A positive 
longitude (i.e. eastward of 0°) means a positive adjustment to the local time must 
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days from start of 1989 
Figure 7.2. Meteosat-3's longitude, 1989-1992 

be made, and a negative longitude (westward of 0°) requires a negative local time 
adjustment. 

Analysis software 
The original Meteosat SEM-2 raw data processing, archiving and archive data pro-
cessing software was written by M. Birdseye (MSSL) in VAX Fortran. 

Many of the programs for analysis of the processed SEM-2 data have been written 
in IDL (Interactive Data Language) which is very useful for handling large arrays 
of data. Other programs were written in Fortran, with IDL being used to display 
the data. Key programming initiatives include: 

1. Processing of large data arrays, e.g. flux data, to get average local time profiles 
of a variable, and finding average, median and other chosen statistical values. 

2. Binning low time resolution variables with respect to local time, to produce 
statistical local time plots. 

3. A simple model which outputs the expected range of flux for a specified SEM-2 
energy range and time of day. 
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4. A simple model which outputs the expected average range of flux for a specified 
time duration. 

5. Correlation software development. 
6. Superposed epoch software development. 
7. Percentage rise in flux software development. 

7.2 General statistical dependences 
7.2.1 Flux dependence on local t ime 
This analysis used low resolution flux data to produce statistical local time profiles. 
Flux versus local time plots were produced for the total energy range of the detector 
and for each of the five energy bands which make up the instrument's full range. 

5 . 0 x l 0 4 F 

Figure 7.3. Scatter plot of total flux (42.9-300 keV) 30-minute averages versus local time, 
1989-1991 
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Figure 7.4. Total flux (42.9-300 keV) 30-minute averages, 1989-1991: 95% and median 
±5% limits (see text) 

Total flux 
A scatter plot of three years of total flux (42.9-300 keV) data versus local time is 
shown in Fig. 7.3. The units of flux are cm _ 2 sr~ 1 s~ 1 keV~ 1 and each data point is 
a 30-minute average. Three years of data (1989-1991 inclusive) are plotted: this 
means that over 50,000 data points have been used, which while producing a very 
busy plot shows when the most common flux values are observed and when fluxes 
are most variable. The range of flux values observed at local night is at least twice 
the range seen in daytime. The highest peak fluxes occur between 0400 and 0800, 
the lowest between 1600 and 2000. 

The same data are presented in a different form in Fig. 7.4, which consists of 
four curves. The uppermost curve marks the level below which 95% of observations 
occurred, the lowest curve marks the level above which 95% of observations occurred 
and the middle two curves show the median ±5% of observations. The curves have 
a quasi-sinusoidal appearance. Figures 7.3 and 7.4 both show that peak fluxes and 
greatest variability occur in the early morning hours between 0400 and 0600. 
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Energy dependence 
Similar plots to Fig. 7.4 for the five differential energy bands are shown in Figs. 7.5 
to 7.9. 

Fluxes in the four lowest energy bands exhibit similar behaviour to the total flux 
and to each other: the shape of the curves and the positions of minima and maxima 
are broadly similar. More counts are observed in the lower energy bands, so their 
behaviour would be expected to dominate the total energy range. The early morning 
variability is produced by substorm injections of particles. Injection events occur 
near midnight and the injected electrons then drift eastward, toward the morning 
hours. The amplitude of the event decreases the later it is observed in local time 
(Lezniak et al. 1968, Parks et al. 1968), 

The highest energy band shows different local time dependence: the curves peak 
later in local time, at around 1000-1200, and are almost symetrical about their max-
ima. The range of fluxes observed in this energy band is more consistent throughout 
the 24-hour period than for the lower energy bands. These are radiation belt elec-
trons. This highest energy band flux does not appear to show influence of substorm 
injection particle fluxes. It corresponds quite well to the change in magnetic field 
intensity as the spacecraft moves in its orbit. Figure 7.10 shows the local time vari-
ation of the magnetic field based on the Tsyganenko field model. The shape of this 
curve arises because of the non-dipole nature of the field which causes the satellite to 
effectively see a lower L-shell around noon than elsewhere. In the case of the lower 
energy ranges, the effect of substorms injections dominates these trapped fluxes. 

Cay ton et al. (1989) divided the 30-2000 keV electron energy spectrum into two 
components: a "soft" component (30-300 keV) characterized by substorm injec-
tions and a "hard" component (300-2000 keV) which shows little variability on the 
timescale of substorms. The first four of the SEM-2 energy bands (42.8-201.8 keV) 
correspond to the "soft" electron component whilst the highest energy band (201.8-
300 keV) corresponds to the "hard" component. 

Model program predicting observed flux ranges at given local times 
A simple computer program has been written to output the range of fluxes expected 
for a local time specified by the user. The routine, FLUX_LT, is written in VAX 
Fortran. Input parameters are local time and chosen energy range. The program 
can supply fluxes for any of SEM-2's energy ranges (i.e. the total range and the five 
smaller energy ranges). The output parameters are the average flux and parameters 
derived from the data presented in the statistical plots: the median flux and the 
fluxes above and below which 95% of observations occur. 
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Figure 7.5. Low resolution flux averages for SEM-2's E5-E4 differential energy band 
versus local time (see text) 
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Figure 7.6. Low resolution flux averages for SEM-2's E4-E3 differential energy band 
versus local time (see text) 
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Figure 7.7. Low resolution flux averages for SEM-2's E 3 - E 2 differential energy band 
versus local time (see text) 
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Figure 7.8. Low resolution flux averages for SEM-2's E 2 - E 1 differential energy band 
versus local time (see text) 
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Figure 7.9. Low resolution flux averages for SEM-2's E l differential energy band versus 
local time (see text) 
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Figure 7.10. Variation of modelled magnetic field (in gauss) with local time 
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7.2.2 Kp Dependence of flux 
The Kp index 
The Kp index provides a measure of the level of geomagnetic disturbance. It has 
three-hourly values ranging from 0 at low disturbance to 9 at high disturbance on a 
logarithmic scale, using -I- and - for between-integer values, e.g. 1 + , 2~, 2, 2 + , 3", 
etc. In the archive files, + and - are recorded using the integer number ±0.3333. 
The value of Kp is worked out from the deviation of the magnetic trace from the 
quiet situation for each particular observatory, then an average of all observatories 
is taken (Parks 1991). 

Dividing the flux data according to Kp index 
The flux data was divided up into four groups according to the value of Kp at 
the local time of the flux measurement, ranging from low to high magnetospheric 
activity. The four Kp ranges chosen were: 

• Kp between 0° and 1 + 

• Kp between 2~ and 3 + 

• Kp between 4~ and 5 + 

• Kp between 6~ and 9°. 
By finding the corresponding Kp value at the observation time, the flux data can 
be binned accordingly. 

Total flux Kp dependence 
The data set used for this analysis was three years of low resolution total flux data, 
1989-1991. The total fluxes are shown in scatter plots in Fig. 7.11, divided into four 
separate groups by the limits of Kp defined in the last subsection. The number of 
good data points that fell into each of the four Kp ranges is given in Table 7.3. 

The same data has been used to make the statistical plots shown in Fig. 7.12 
(the outer two lines are the levels above and below which 95% of fluxes occurred, 
the inner two lines mark the median ±5% of observations). As Kp increases, the 
range of fluxes observed increases, the local time behaviour becomes increasingly 
disordered and the diurnal variation becomes more pronounced. 
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Figure 7.11. Scatter plots of total flux in ranges of K p 

Table 7.3. Total flux points in K p ranges 
K p range No. of data points 

0°-l+ 10585 
2"-3+ 24901 
4--5+ 11102 
6~-9° 2549 

Kp dependences for each energy range 

Figures 7.13 to 7.17 are the same type of plots as Fig. 7.12 for each of SEM-2's five 
energy ranges, with fluxes divided according to K p . 

The four lowest energy ranges all show significant increases in flux levels as K p 

increases, with high variability seen in the early hours. For each energy range, the 
graphs show less predictable behaviour as K p increases. This tendency starts at a 
lower K p range the lower the energy range is. For the lowest K p range, the range of 
fluxes increases towards lower energies. 
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Figure 7.12. Statistical plots of total flux in ranges of Kp 
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Figure 7.13. Statistical plots of E l flux in ranges of Kp 
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Figure 7.14. Statistical plots of E2-E1 flux in ranges of Kp 
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Figure 7.15. Statistical plots of E3-E2 flux in ranges of Kp 
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Figure 7.16. Statistical plots of E4-E3 flux in ranges of Kp 
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Figure 7.17. Statistical plots of E5-E4 flux in ranges of Kp 
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The highest energy range, El flux, shown in Fig. 7.13, shows little change in flux 
range and levels as Kp changes, although the plot becomes more haphazard as Kv 
increases. 

7.3 Spectral index and anisotropy 

In Sects. 7.3.1 and 7.3.2 statistical plots of spectral index and anisotropy are dis-
cussed. 

7.3.1 Spectral index 

The spectral index stored in the archive files is the slope of the logarithm of the en-
ergy spectrum calculated using a least squares fit, an error on which is also available 
from the archive file. It is usually negative because there are generally more lower 
energy than higher energy particles: in the SEM-2 low resolution archive data, the 
value of spectral index generally lies between 0 and —6. 

A strongly negative spectral index corresponds to a soft energy spectrum, where 
the particle population dies away with increasing energy, whereas a weakly negative 
spectral index corresponds to a hard spectrum, with many particles above the energy 
range of the analyser. 

Figure 7.18 shows spectral index versus local time, using one year (1990) of 
data, where the outer two lines again show the limits above and below which 95% of 
observations occurred, and the inner lines show the median ± 5% of observations. 
The most negative values of the spectral index, indicating a soft energy spectrum, 
occur in the early morning where injection events were seen in the lower energy 
fluxes. The least negative values are seen on the dayside where the geostationary 
orbit passes through increased magnetic field values, and larger fluxes of higher 
energy trapped particles would be expected, creating a harder energy spectrum. 

7.3.2 Anisotropy 

The anisotropy index describes the angular shape of the plasma distribution relative 
to its axis of symmetry, which may be assumed to be in the direction of the magnetic 
field. 

A positive anisotropy value is characteristic of a field aligned distribution, where-
as a negative anisotropy value corresponds to a distribution which is enhanced 
perpendicular to the magnetic field direction. Trapped or loss cone distributions 
therefore have a negative anisotropy index. 
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Figure 7.18. Spectral index versus local time 

Figure 7.19. Anisotropy index versus local time 
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Figure 7.19 shows the same type of statistical plot for the anisotropy index as 
Fig. 7.18. It shows that between 0400 and 1700, 95% of anisotropics are negative, 
reflecting a trapped distribution. Between 1700 and 0400, 50% of anisotropics are 
positive, which reflects the more tail-like magnetic field structure on the nightside, 
causing particles to be more field-aligned. These characteristics agree with the 
findings of Baker et al. (1978), who noted that the lower energy electron distribution 
became cigar-like prior to substorm onset, and pancaked following the injection 
event. They found the injection event was observed at geosynchronous altitudes at 
a median time delay of 95 minutes after the onset of the cigar-like phase (the mode 
of the time delay being shorter). The uppermost curve in Fig. 7.19 turns sharply 
upward at 1600-1800, with the most positive values around 2200. From Figs. 7.5 
and 7.6, the uppermost curve shows electron flux in the lower energy bands starts 
a steep increase at around 2200, with peak fluxes at 0400. We are therefore seeing 
a change towards cigar-shaped distributions 4 hours prior to the first evidence of 
injection events. 

7.4 Fourier analysis of data 

7.4.1 Reasons for Fourier analysis 

Fourier analysis was employed to investigate the quasi-sinusoidal diurnal variation 
shown by the local time plots of flux (Figs. 7.3 and 7.4). 

Initial investigation showed that a single sine wave does not provide an adequate 
fit for this average diurnal variation: a sine wave of the correct frequency lags the 
real data for half the-period and leads for the other half. Figure 7.20 shows a pure 
sine wave superimposed on the three-year average total flux profile (smoothed with 
a five-point boxcar) repeated four times to show that the frequency of the sine wave 
matches. 

Fourier analysis was used to try to identify this average diurnal variation. It was 
hoped that if it could be filtered from the data, it might then be possible to see 
other phenomena more clearly than when superimposed on this larger effect. For 
example, the flux data shows spikes with a duration and separation of a few hours 
occurring successively over large sections of the spectrum, but these spikes are not 
rigidly periodic and are picked out by Fourier analysis. 

The software package used for the Fourier analysis is ARK, written by A. Smale, 
R. Corbet and K. Mukai of the Oxford High Energy Astrophysics Group, and mod-
ified by C. Jomaron of MSSL to accommodate the large data sets available from 
Meteosat. 
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Total flux 5—pt boxcar average profile showing sinewave fit 

l / 2 h r of day 
Figure 7.20. Quasi-sinusoidal diurnal flux variation 

Figure 7.21. Frequency spectrum of 1990 total flux (42.9-300 keV) 30-minute averages, 
smoothed with a 15-point boxcar average (power vs. frequency) 
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Figure 7.22. Removal of 12 and 24 hour period sinewaves 
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7.4.2 Fourier transform of total flux data 

The frequency spectrum of one year (1990) of low resolution total flux data is shown 
in Fig. 7.21. For this plot the data has been smoothed with a 15-point boxcar 
average, which makes the spectrum look a lot less noisy. 

There is a strong peak at a frequency corresponding to a 24 hour period and a 
smaller significant peak at 12 hours. A broad peak which has its maximum at around 
27 days (approximate period of solar rotation) is also identified. This spectrum has 
three regions of different gradients. The first follows a gentle slope down to where 
the 12 hour peak occurs, the second is roughly horizontal up to approximately 
0.34 hours -1 (equivalent to a period of about 3 hours), and the third follows a steep 
gradient downwards. 

Figure 7.22 shows average total flux versus local time (dotted line). The curves 
in this figure are averaged over local time and have been smoothed with a five-point 
boxcar. After removing the 24 hour period sinewave found in the Fourier analysis the 
average is then shown by the dashed line: there is still periodic behaviour. Having 
removed the 12 hour period as well, the average becomes a reasonably flat line (solid 
line). This shows that the average diurnal variation can be approximated fairly well 
by the combination of the two sinewaves. 

Figure 7.23 shows the 24 hour period sinewave (dotted line) and 12 hour period 
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Figure 7.23. Profile of combined 24 hour and 12 hour periods 
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Figure 7.24. Fitting combined 24 hour and 12 hour sines to average flux spectrum 
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Figure 7.25. Total flux versus local time, 24 and 12 hour period sine waves removed 

sine wave (dashed line) at their correct phases and amplitudes in the local time plot 
as found from the Fourier analysis. Combining these waves at their given phases 
and amplitudes results in the solid line. 

How well this composite trace fits the actual flux spectrum is shown by Fig. 7.24. 
The sum of the 24 hour and 12 hour period sine waves, shown by the dotted line, 
is a good approximation to the shape of the average total flux spectrum, which is 
shown, unsmoothed, by the solid line. 

The 12-hour period wave arises because the local time behaviour is not rigidly 
sinusoidal. Any periodic wave form can be represented by its fundamental frequency 
plus its harmonics. In this case, the sum of the fundamental frequency plus the first 
harmonic only was sufficient. 

After Fourier filtering the data in this manner the same type of statistical plot 
as Fig. 7.4 was performed. This is shown in Fig. 7.25. Although the average of the 
filtered year's data is flat, the limits of this plot show that a local time dependence 
still exists in the variability of fluxes. There is still greatest variability in the early 
morning, and least variability in the afternoon, and the upper and lower limits have 
been brought into antiphase. The median flux is now largest in the afternoon rather 
than the morning hours as in the original data (see Fig. 7.4). It therefore appears 
that although the underlying average diurnal variation has been removed, there is 
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still the influence of injection events in the filtered data. 

7.4.3 Fourier transforms of individual energy ranges 

Figure 7.26 shows the frequency spectrum for the E 5 - E 4 flux (42.9-59.4 keV), SEM-
2's lowest energy range. The 24 hour and 12 hour peaks are clearly seen and have a 
similar ratio as the same peaks in the total flux frequency spectrum. This spectrum 
is close in shape to the spectrum for total flux. There is a slight difference in that 
whereas the total flux spectrum seemed to slope gently down to a plateau region 
starting at 0.34 hours - 1 , the transition between these two sections of the E 5 - E 4 
flux spectrum is smoother. 

The El flux spectrum (201.8-300 keV) (Fig. 7.27) exhibits several differences 
from both the total flux and the E 5 - E 4 flux spectra. There is no obvious peak 
at 12 hours, though the 24 hour period peak is strong. The shape of the overall 
spectrum is also different. Whereas the total flux frequency spectrum appeared to 
comprise three sections of different gradients (see previous section and Fig. 7.21), 
the El flux spectrum appears to have a reasonably constant slope until, as for Figs. 
7.21 and 7.26, it turns sharply down at around 0.34 hours - 1 . 

7.5 Wavelet analysis 

Wavelet analysis is a relatively new technique which allows the frequency decom-
position of a signal whilst keeping temporal localization. It does this by using a 
wave packet or wavelet which is non-zero for only a finite time interval. This means 
that wavelet analysis can locate transient frequencies in a signal which might not 
be detected with Fourier analysis. 

Wavelets are sets of functions of the form: 

where a is a dilation parameter which dilates or contracts the wavelet and b is 
a translation parameter which shifts the wavelet along the time axis. Figure 7.28 
shows the Morlet wavelet which was used for this analysis. 

The data used for this analysis is the low resolution unsmoothed flux data. The 
wavelet plots shown in Fig. 7.29 each comprise two panels: the upper panel shows 
the original signal (flux versus time), and the lower panel shows the modulus of the 
wavelet transform as a colour scale plot. The vertical axis here is linear in period, 
and the horizontal axis is the same linear time axis as for the signal plot in the upper 
panel. 

(7.1) 
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Figure 7.26. 1990 E5-E4 flux frequency spectrum 

freq/hrs"' 

Figure 7.27. 1990 El flux frequency spectrum 
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Figure 7.29 (top) shows a sample of total flux (42.9-300 keV) data from 1990 
with its wavelet transform. 58 days of data are shown. The diurnal variation 
dominates the colour plot, and is more noticeable in intervals of higher flux. It is 
apparent however that the local time behaviour is not precisely periodic. Figure 
7.30 summarises the information in the three wavelet plots: each curve represents 
one wavelet colour plot, showing the sum of the moduli of the wavelet transform for 
each period. The solid line shows the sum of the moduli for the top wavelet plot. A 
dominant peak is seen at 24 hours. 

Figure 7.29 (middle) shows the same time interval of flux data as the top plot, 
but here the year (1990) of data was Fourier filtered as described in Sect. 7.4 (i.e. 
24 and 12 hour period frequencies removed). It is obvious from the colour plot that 
removal of an average diurnal variation for a whole year's data is not adequate to 
take local time dependence out of the data altogether. The dotted line in Fig. 7.30 
shows that the 24 hour period is still significant, but is no longer as dominant as 
before. 

It seemed necessary to act further to remove the local time dependence so that 
injection event signatures could be located irrespective of local time. This was 
achieved by "stretching" the data: from Fig. 7.25, for each 30-minute local time bin, 
two factors were calculated. The first factor was that needed bring the uppermost 
curve in Fig. 7.25 to a constant level, that of the maximum point. The second 
factor was that needed to bring the lower curve down to the level of the minimum 
point. Every data point in each particular time bin which fell above the median was 
multiplied by the first factor, and those below the median multiplied by the second 
factor. Repeating the same statistical plot with this modified data set gave four 
reasonably flat curves. Figure 7.29 (bottom) shows a wavelet transform of the same 
section of data as the middle plot, but with this further modification of "stretching" 



162 STATISTICAL SURVEY O F M E T E O S A T SEM-2 DATA 

period 
/hours 

V •. • Ï 
M'V.T • H l " ! V 

K J 

30 * 
TIME 

oeriod 
"'•-rirs 

Figure 7.29. Wavelet plots: raw data (top), Fourier filtered data (middle), "stretched" 
data (bottom) 
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Figure 7.30. Modulus of wavelet transform summed across each period for the same 
sample of data in three stages of analysis 

the data to remove the local time dependence. Here the shorter period transient 
waveforms are made more visible because the diurnal variation has been diminished. 

The dashed line in Fig. 7.30 shows the modulus sum for this wavelet plot: the 
lower periods are now enhanced and the local time dependence has been effectively 
removed. There is a steep rise in the modulus sum up to the 3 hour point, followed by 
a maximum at 4 hours. This seems to imply a minimum separation time between 
injection events of 3 hours and a most common separation of 4 hours. However, 
since the choice of wavelet may influence the result, investigations are continuing 
with other wavelets: it is hoped that using a wavelet which more closely resembles 
the typical shape of a flux injection event would yield more accurate results. 

The object of this analysis was to work towards establishing limits on the radiation 
dose that would be encountered by a spacecraft in geostationary orbit during a 
given mission lifetime. This is important to spacecraft design: for example, whether 
radiation hard components are necessary for a mission with a short lifetime. 

7.6 Flux probability 
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Figure 7.31. Histogram of 30-minute averaged total fluxes 

7.6.1 Flux histograms 

Figure 7.31 shows the distribution of low resolution total flux measurements (30-
minute averages) over five years (1989-1993 inclusive). The bin size is 1000cm"2sr -1 

s - 1 keV - 1 . The data used included small gaps filled by linear interpolation, but one 
larger (two month) gap was excluded altogether. The position of the median flux is 
marked on the histogram. Also marked are the lines above and below which 90% of 
flux measurements occurred. 

Figure 7.32 shows similar histograms which were produced using averaged fluxes 
for longer time periods. Each two consecutive low resolution fluxes were averaged 
to give a time series of hourly averages. The time bin size was doubled repeatedly 
up to 16384 hours, which is nearly 2 years. Keeping the histogram flux bin size 
to 1000cm~2sr_1s -1keV_1, the distribution narrows as the length of the time bins 
increases. The median flux and two flux limits, as illustrated in Fig. 7.31, were 
found for each distribution. 
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Figure 7.32. Histograms of total fluxes with increasing time bins 

7.6.2 Flux vs. duration time model 

The flux histogram analysis was carried out for each of the SEM-2's differential 

energy ranges. The results have been organised into an energy dependent model of 

fluxes at geostationary orbit. Table 7.4 lists our calculated limit values of average 

flux (the median and the levels above and below which 90% of fluxes occur) for 

each of the SEM-2's energy ranges, for each accumulated time period from 1 hour 

doubled repeatedly up to 16384 hours. 

Using the medians, 10% and 90% values from these data, further plots were con-

structed, shown in Fig. 7.33. These are graphs of the averaged flux points obtained 

from the histogram analysis versus the logarithm of the time binsize in hours. The 

solid lines on the plot are the median flux and the 90% limit lines. All the lines 

converge towards the average flux as time bin size increases. The range between 

the median flux and the upper 90% level is in general larger than the range be-

tween the median and the lower 90% level. The large range of the average fluxes 

at short time bin values diminishes as the time period increases. This implies that 

the longer a period of time considered, the more certainly can be predicted the total 

flux encountered. 
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Table 7.4. A probability model of fluxes at geostationary orbit. Fluxes are in c m - 2 s r - 1 

s - 1 k e V - 1 . For each energy band three limits are given: the level above which 90% of fluxes 
are observed (the 10% column), the median, and the level below which 90% of fluxes are 
observed (the 90% column). 

Time 42.9-300 keV 42.9-59.4 keV 59.4-90.7 keV 
/hr 10% Median 90% 10% Median 90% 10% Median 90% 

1 2982 8027 16916 12472 27724 66123 7761 20290 48755 
2 3168 8161 16661 13239 28627 64173 8215 20840 47859 
4 3377 8314 16330 14123 29547 61690 8840 21483 46549 
8 3648 8467 15694 15344 30742 57935 9553 22210 44443 

16 3977 8678 15034 16820 32365 53176 10511 23223 41959 
32 4371 8789 14546 18509 33093 50752 11643 23683 40404 
64 4830 8848 14090 20111 33173 49027 12896 23904 38905 

128 5440 8914 13294 22525 33381 46658 14936 24195 36637 
256 6078 9025 12638 24643 33366 44559 16468 24318 34934 
512 6694 9108 12066 25930 34056 42366 17867 24748 33334 

1024 6862 9183 11815 26198 34281 41801 18184 25260 32595 
2048 6964 9116 11532 26617 34210 40756 18515 25191 31762 
4096 7373 9125 10715 28439 34492 38612 19861 25415 29383 
8192 7973 9019 10281 31063 33195 36905 22019 24389 28053 

16384 8283 8572 10175 31000 32941 36583 22390 23614 27761 
Time 90.7-134.9 keV 134-201.8 keV 201.8-300 keV 

/hr 10% Median 90% 10% Median 90% 10% Median 90% 
1 2776 8856 19558 801 3704 8033 409 2229 6055 
2 2959 9018 19500 869 3737 8000 431 2234 6024 
4 3206 9209 19136 968 3782 7912 469 2251 5956 
8 3525 9421 18534 1119 3831 7783 529 2287 5850 

16 4013 9712 17813 1340 3908 7526 622 2349 5674 
32 4460 9870 17179 1564 3937 7224 739 2403 5451 
64 5065 9973 16483 1855 4028 6866 904 2505 5130 

128 5873 10118 15534 2194 4075 6439 1132 2587 4708 
256 6582 10149 14768 2599 4145 6112 1512 2702 4370 
512 7357 10309 14179 2873 4191 5744 1753 2794 3848 

1024 7493 10376 13824 3013 4238 5589 1882 2765 3674 
2048 . 7660 10339 13459 3002 4314 5547 1948 2803 3584 
4096 8092 10312 12400 3337 4433 5091 2040 2821 3353 
8192 8862 10188 11877 3934 4500 4859 2066 2912 3165 

16384 9258 9625 11757 3784 4691 4898 2475 2563 3138 
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Figure 7.33. Average fluxes versus accumulation time: 90% of observations occur below 
upper line, middle line shows median of observations, and 90% of observations occur above 
lower line 

These graphs show that the range of average fluxes observed decreases for in-
creased accumulation times, the limits of the range converging towards the mean 
flux. The implications for spacecraft design axe that absorbed dose, which depends 
on a material's properties and on fluence (flux integrated over time), may deviate 
substantially from an average value during short missions, whereas the absorbed 
dose during a long mission can be more safely predicted. At the longest time bin 
sizes the curves become less smooth which is due to smaller numbers of data points 
being available for longer accumulation periods. 

The data used to construct Fig. 7.32 is given in Table 7.4. 
A model program has been written to supply the expected average flux for a 

given time duration. The routine is written both in IDL and in VAX Fortran and 
uses a look-up table of the results from the analysis. 

The flux energy range and time duration are the input parameters to the model. 
All SEM-2's energy ranges can be used. The program uses a look-up results ta-
ble of fluxes, performing linear interpolation between points to read off the values 
corresponding to the input duration time. Output parameters are the median flux, 
and the fluxes above and below which 90% of fluxes occur. Results are output to a 
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document file. 
Although it was hoped that using a large data set to produce this model would 

improve the statistics, the solar cycle becomes an important issue. Either using 
data for a whole solar cycle or else treating solar maximum and minimum separately 
would produce a more generally useful model. 

7.7 Correlation analysis 

7.7.1 Energization, radial diffusion and recirculation 

The energy range of SEM-2 covers a transition region. The electrons in the lower 
energy levels starting at 42.9 keV are part of the ambient thermal electron population 
of the ring current region. These have typical temperatures of 5 to 20 keV, make up 
the bulk of the electron density and play a key role in the bulk plasma dynamics 
of the magnetosphere, including substorm injection events. At the higher energy 
ranges, up to 300 keV, the electrons are part of a longer-lived population of much 
lower density, commonly called the radiation belts. Although the total density of 
this population is small, it is the cause of SEU interactions that are so damaging 
to spacecraft. It is natural to presume that the high energy electrons are somehow 
produced from the plentiful low energy population, but the mechanism for this is 
not clear. 

During a substorm, the reconfiguration of the magnetic field causes electrons 
in the geosynchronous region to be moved earthwards, resulting in a decrease in 
the fluxes of these electrons at geosynchronous orbit. This process causes adia-
batic energization of the transported electron population because it takes them to 
regions of higher field strength, while requiring conservation of the first adiabatic 
invariant. The heated electrons are subject to wave-particle interactions that cause 
radial-diffusion, i.e. movement to higher or lower L shells depending on the density 
gradient. This can result in electrons returning to the geosynchronous environment 
from the lower altitude population. This process also conserves the first adiabatic 
invariant and so the energy the electrons gained during the field reconfiguration is 
lost in this process. Recently, Fujimoto and Nishida (1990) have proposed a form of 
radial diffusion that does not conserve the first adiabatic invariant. In their process, 
radial diffusion takes place at low altitude, near the magnetic poles. In this region, 
particles moving to higher L shells do not experience a significant change in magnetic 
field strength and so they are able to keep almost all of their energy. One effect of 
this diffusion is to leave the electrons more field aligned than before, but pitch angle 
diffusion eventually occurs to make the distribution more isotropic without signifi-
cantly changing the electron energies. In situations of continuous substorm activity, 
the same electrons may be subject to repeated inward movement, energization and 
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outward diffusion (a process called "recirculation"), leading to a pumping up of the 
electron energy in the outer radiation belt. Monte Carlo simulations (Pujimoto & 
Nishida 1990) have shown that the outer radiation belt is enhanced a few days after 
the enhancement at lower L values. 

7.7.2 Correlation plots 
In the SEM-2 data we have examined this hypothesis by comparing electrons in 
the top and bottom energy channels of the instrument. The lower energy electrons 
should reflect substorm activity, and the upper energy electrons the radiation belt. 
Figure 7.34 shows log daily fluxes of electrons between 42.9 and 59.4 keV (upper 
trace) and between 201.8 and 300 keV (lower trace). There are sufficient peaks and 
troughs in common to suggest some connection between the data sets. A correlation 
was performed between these two energy channels for the entire 4 years of data. The 
results are shown in Fig. 7.35. This figure plots the correlation coefficient versus a 
lime lag that was introduced between the two data sets. There is a strong peak in 
this correlation coefficient when the high energy fluxes lag the low energy fluxes by 
1 day. This time lag is consistent with the recirculation process. 

Figure 7.36 show the correlation between Kp and the time-lagged fluxes in the 
42.9-59.4 keV range. A peak extrapolated from this curve would be around 0.5 days, 
indicating that substorm plasma signatures are generally seen half a day after the 
rise in planetary magnetic activity. Figure 7.37 shows the correlation between Kp 

and fluxes between 201.8 and 300 keV. The electron fluxes lag 2 days behind I< p. 
Such a lag could be built into an empirical dynamical model of the radiation belts. 

7.8 Superposed epoch analysis 
Flux peaks observed in the low energy electrons (below 200 keV) are due to substorm 
injection events. These events occur during magnetic substorms (Fairfield 1992) 
when packets of hot electrons are produced around local midnight, probably around 
7—10i?E from the Earth. These packets then drift round to the dawn side of the 
Earth. 

The technique of superposed epoch analysis was used to examine the character-
istics of the flux peaks observed during substorm injection events. In this section a 
flux peak was defined as having flux over 1.5 x 105 cm~ 2 sr" 1 s" 1 keV" 1 in the energy 
range 43-60 keV, in a ten-minute time bin. The flux in the time bin had also to be 
higher than the flux in the preceding and following time bins, i.e. a peak. There are 
many flux peaks lower than this threshold flux but the level was set to restrict the 
number of events to a manageable level. 
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Time (Days from start of 1988) 

Figure 7.34. Log flux versus UT for 42.9-59.4 keV (upper trace) and 201.8-300 keV 
(lower trace) 

CORRELATION COEF. BETWEEN Y_E10 AND Y_E54 

Time by which Y_E10 lags behind Y_54 (DAYS) 

Figure 7.35. Correlation coefficient between 42.9-59.4 keV and 201.8-300 keV fluxes as 
a function of time lag 
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Figure 7.36. Correlation coefficient between Kp and 42.9-59.4 keV flux, as a function of 
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Figure 7.37. Correlation coefficient between Kp and 201.8-300 keV flux, as a function of 

time lag 
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Figure 7.38 shows the average flux in the lowest energy channel (43-60 keV) 
within the period ±12 hours around the peaks. The flux shows two strong features, 
a very sharp flux peak and a broad "hump" which reaches a maximum about 3 hours 
after the peak. This hump is not associated with the peak, as will be seen in later 
plots. 

Figure 7.39 shows the average flux in all 5 energy levels, calculated for the first 
200 peaks (to reduce processing time). The flux peak is very strong in the lowest 
energy channel and in the 60-91 keV channel. At higher energies the peak becomes 
weaker and there is no peak in the highest energy channel (201.8-300keV). 

Figure 7.40 is a composite figure showing flux in the low energy (43-60 keV) 
channel for all the peaks in 1989. The peaks were divided according to the local 
time at which they were detected. The traces are as follows: 

• solid line: 2100-2400, 

• dotted line: 0000-0300, 

• dashed line: 0300-0600, 

• dashed-dotted line: 0600-0900. 

There were no sigificant numbers of peaks outside this range. It can be seen that 
the "hump" which followed the peak in Fig. 7.38, has a different position relative 
to the peak in each of these four traces. This is because the hump is staying in 
the same place in local time. It is simply the peak seen at 0500 in the local time 
analysis and is clearly not related to the flux peak. It can be seen that the width of 
the peak increases as local time moves from midnight round to the dawn side. If the 
drift rate of the event is assumed roughly constant, this indicates that the packet of 
injected plasma spreads out as it moves round the Earth. 

Figures 7.41, 7.42, 7.43 and 7.44 show superposed epoch plots for the same four 
local time bins. Each figure, corresponding to a three-hour local time band shows all 
five energies. The time axis has been reduced to ±4 hours. In the 21-24 hour period 
(Fig. 7.41) the flux enhancement is seen simultaneously irrespective of energy. In 
the 0-3 hour period (Fig. 7.42), the flux peaks earlier in the 60-91 keV energy range 
than in the 43-60 keV range. This effect becomes more pronounced in the 0300-
0600 period (Fig. 7.43) and 0600-0900 (Fig. 7.44) period. This energy dispersion 
occurs because the drift velocity of the electrons is energy dependent. A rough 
mathematical analysis of this effect follows. 

Although E x B drift is important for magnetospheric electrons below 1 keV 
(Spjeldvik k Rothwell 1985), the main drift effects on electrons above lOkeV come 
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time (hours) 

Figure 7.38. Average fluxes around peak for lowest energy channel 

time (hours) 

Figure 7.39. Average fluxes around peak for all energies. Lowest energy is at the top. 
Highest energy is at the bottom. 
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time (hours) 

Figure 7.40. Average fluxes around peak for different local times (see text) 

Figure 7.41. Average fluxes around peak for all energies in 2100-2400 
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time (hours) 

Figure 7.42. Average fluxes around peak for all energies in 0000-0300 

time (hours) 

Figure 7.43. Average fluxes around peak for all energies in 0300-0600 
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time (hours) 

Figure 7.44. Average fluxes around peak for all energies in 0600-0900 

Table 7.5. Calculated drift velocities 

Energy Drift velocity 

43keV 8.69 x 107 m s - 1 30.5 kms"1 

60keV 1.02 x 108 m s - 1 42.1 kms"1 

91 keV 1.26 x 108 m s - 1 64.1 kms - 1 

from gradient and curvature drift: 

drift velocity = VRc + VVB = + ) . (7.2) 

Assuming the radius of curvature Rc to be 3.3 RE and the typical magnetic field B 
at geosynchronous orbit is 1 x 10 -3 gauss, and assuming the electrons have equal 
parallel and perpendicular velocities, then the drift velocities at the three lowest 
energies are as given in Table 7.5. 

If it is assumed that these velocities do not change, then we can calculate the 
distance from the satellite that the substorm originated, from the energy dispersion 
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Table 7.6. Calculation of distance from drift velocity 

Local time Channels tb — ta Distance 

21-24 91-•135 and 43-60 0 min 0-2.7 
0-3 91-•135 and 43-60 10 min 2.7-8.1 RE 
3-6 91-•135 and 43-60 10 min 2.7-8.1 RE 
6-9 60--91 and 43-60 . 20 min 15-25 R.e 

of the measured fluxes. For peaks measured at energy levels a and b: 

d = vata = vavb ——— . (7.3) 
Vb-Va 

Based on the different arrival time of peaks in Figs. 7.41 to 7.44, the distances are 
as given in Table 7.6: the limits on the distance are calculated knowing that the 
data has ten minute time resolution, so a given time ±5 minutes gives the possible 
range in distance. 

The 10 minute time resolution of the data makes these numbers not particularly 
accurate but we can conclude that events seen at 2100-2400 are produced locally, 
those seen between 0000 and 0600 are produced in the near tail region, maybe 
between 7 and 12 i?E, and that those seen between 0600 and 0900 are produced 
further tailwards. A full trajectory analysis taking each event individually and 
using a model magnetic field would make a valuable future study. 

7.9 Loss rate analysis 

It was inferred from Sect. 7.2 that substorms provide the largest contribution of 
fluxes to the lower SEM-2 energy bins. In this section we examine how this flux 
could be lost. There are two factors likely to play a role in the loss of electrons from 
geostationary orbit. The first is pitch angle diffusion into the loss cones. Electrons 
injected into the "bounce" loss cone will be lost to the top of the atmosphere within 
a bounce period, just a few seconds. Electrons injected into the "drift" loss cone will 
not be lost until their drift trajectories encounter the South Atlantic Anomaly, a 
process taking up to a few hours. The second factor is radial diffusion, as discussed 
in Sect. 7.7. Because this is dependent on the square of the drift velocity (Spjeldvik 
k Rothwell 1985), it has a larger effect for higher energies. When electrons diffuse 
to large enough L values, they pass through the magnetopause and are lost. 
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Table 7.7. Pairs of days devoid of injection events 

3+4 Jul 1989 
11+12 Jul 1989 
13+14 Oct 1989 

2+3 Sep 1990 
4+5 Nov 1990 
5+6 Nov 1990 

14+15 Nov 1990 
10+11 Dec 1990 
21+22 Dec 1990 

6+7 Jan 1991 
18+19 May 1991 
1.9+20 May 1991 

To examine loss rates it was desirable to find periods in which no renewed plasma 
injection was occurring. This was done by selecting periods when there were two 
consecutive days with mean Kp < 1. These occurrences were very rare and were 
further reduced when days with clear injection signatures were excluded. The 12 
pairs of days which remained from the 4 year data set are shown in Table 7.7. 

Figure 7.45 shows flux in the 43-60 keV range for the 3 r d July 1989 (solid line) 
and 4 t h July 1989 (dotted line). A striking feature of this data is the lack of a 
noticeable local time behaviour. The fluxes show a monotonic decrease in time. 
Figure 7.46 shows that the ratio of the fluxes on the two days is 0.6, indicating that 
40% of the flux is lost from one day to the next. The other pairs of days generally 
showed similar behaviour. 

A more quantitative study was carried out using the whole data set, divided 
into 2-hour data periods. Figure 7.47 shows the percentage flux rise in a two hour 
time bin, compared to the previous one. The energy range was again 43-60 keV. 
Evident from this plot is that there are many more decreases in flux than increases, 
indicating that the flux generally has brief rises, followed by long declines. The 
strength of the decline varies over a wide range. 

In Fig. 7.48, the same type of data are shown, except that only periods with 
Kp < 1 are considered, so that presumably few new injection events will be occuring. 
The range of percentage change is now quite narrow and peaks strongly at -5%. 
This corresponds to a daily loss rate of 46%. This is strong evidence that the loss 
of flux is quite constant, at a rate of about 40%, in this energy band, during quiet 
conditions. 
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Figure 7.45. Flux in 43-60 keV range for 3 r d July 1989 (solid line) and 4 t h July 1989 
(dotted line) 

Time (hours^ 

Figure 7.46. Ratio of fluxes in 43-60 keV range at the same UT on 3 r d July 1989 and 
4 t h July 1989 
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Frequency dist of % increase of Y_E54 over 2 hour period, oil kp 
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Figure 7.47. Percentage increase in 43-60 keV flux, for all Kp 

Frequency dist of % increase of Y_E54 over 2 hour period k o d 
T 1 1 1 1 1 1 ,——— .— .— L 1 " 

%  increase 

Figure 7.48. Percentage increase in 43-60 keV flux, for Kp < 1 
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T ime ( h o u r s ) 

Figure 7.49. Flux in 201.8-300 keV range for 3 r d July 1989 (solid line) and 4 t h July 1989 
(dotted line) 

Time (hours) 

Figure 7.50. Ratio between fluxes in 201.8-300 keV range at the same UT on 3 r d July 
1989 and 4 t h July 1989 
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It has not been possible to assess similar loss rates for the higher energy electrons. 

Figures 7.49 and 7.50 show the fluxes and flux ratios for the same two quiet days 
shown in Figs. 7.45 and 7.46. There is no clear trend. Other quiet days showed 
variable flux ratios. This is not surprising, since we saw earlier that the fluxes at 
these energies are controlled by the low energy fluxes of the previous day. 

7.10 Conclusions 
As a result of a detailed investigation of the electron environment, we now have 
a good understanding of the dynamical behaviour of the electrons between 43 and 
300 keV. 

Statistical analysis of SEM-2 data has revealed strong patterns in local behaviour 
of fluxes, anisotropy and spectral index. 

Our principle results are as follows: 
• Local time analysis of the SEM-2 electron flux data in the energy range 42.9-

300keV from geostationary orbit revealed two electron populations with dif-
ferent local time behaviour. 
SEM-2's highest energy range (201.8-300 keV) showed peak fluxes close to 
midday. These are trapped electrons. The geostationary orbit of Meteosat-3 
takes it through stronger magnetic fields on the dayside than the nightside in 
the Earth's non-dipole field. 
SEM-2's four lower energy ranges have peak fluxes and increased variability 
in the early morning. This variability is the result of the injection events 
associated with magnetospheric substorms which occur close to local midnight 
beyond geostationary altitudes. The electrons then drift eastward. Reaching 
geostationary orbit in the early morning, the observed amplitude of the event 
then decreases the later in local time it is observed. 

• A simple model program (FLUX_LT) has been developed to return expected 
flux ranges at a specified local time, for all of SEM-2's energy ranges. 

• As Kp increases, the range of fluxes observed for electrons with energies below 
200 keV increases, and the early morning peaks become larger. Fluxes of 
electrons above 200 keV showed no increase in range as Kp increased: the peak 
fluxes showed no major increase at higher Kp. At all energies in the detector's 
range, the local time flux distribution appears to become less. predictable, 
though it should be noted that only 5% of the flux observations occurred at a 
Kp of 6~ or above. 
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• The anisotropy index tends to be positive on the nightside, where the tail-
like field produces a field aligned distribution, and positive on the dayside, 
characteristic of trapped and loss cone distributions. The diurnal profile of the 
anisotropy index shows a sharp change towards more field aligned distributions 
about four hours before evidence of injection events is seen in the diurnal 
profiles of lower energy bands of electron flux. 

• In local time averaged data, we see a change in anisotropy four hours before 
we see the first injection events in the flux profile. 

• The spectral index has its most negative values at 0400 when the flux spec-
trum is enhanced for the lowest energy ranges. The less negative daytime 
values of the index correspond to the harder energy spectrum encountered on 
the sunward side of the orbit, where the satellite passes through a stronger 
magnetic field. 

• Using Fourier analysis it was possible to approximate the diurnal variation 
observed in the flux in SEM-2's total energy range (42.9-300 keV) by a com-
bination of two sine waves having periods 24 hours and 12 hours. Removal 
of the two sine waves at their correct phases and amplitudes left the average 
flux versus local time plot flat, although the variability due to injection events 
was still in the data. Both 12 and 24 hour period components were present in 
the frequency spectrum of the lowest of SEM-2's five differential energy bands. 
Only a 24 hour period component was significant in the highest energy band. 

• Wavelet analysis illustrated that the diurnal variation was not a constant one 
and seemed more evident at times of higher flux. This would suggest that 
removal of an average diurnal variation over an extended time period would 
prove inadequate to take the local time dependence out of the time series. This 
was shown to be the case by a wavelet transform of the Fourier filtered data: 
the diurnal frequency was still seen at certain times. The further modification 
of artificially compensating for the local time dependence by "stretching" the 
data enhanced the lower period waveforms in the data. A minimum separation 
time between injection events of 3 hours and a most common separation of 4 
hours were suggested. 

• By considering average fluxes over increasing time periods, we have shown how 
the expected average flux range decreases as time duration increases. This data 
has been used to create a simple model (FLUX_PR0B) which returns details of 
expected average fluxes for a given time duration. 

• A clear correlation exists between high and low energy electron fluxes. The 
time lag of 1 day between these different energy components is consistent with 
the recirculation model of radiation belt filling. 
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• Sharp peaks in the low energy fluxes were caused by the injection of electrons 
into the magnetosphere by substorms. A simple analysis of the energy disper-
sion of these events and the fact that the observations were strongly clustered 
around 5 hours local time point to these events originating from a localised 
region of the near tail. 

• Flux loss at low energies, when no new injection events occurred, happened at 
a rate of around 40% per day. 

Meteosat-3's SEM-2 has been a valuable source of information on the long term 
characteristics of the radiation belts, apart from fulfilling its primary function of 
measuring the local radiation environment for anomaly diagnosis. To continue to 
improve our knowledge of the radiation belts, such instruments should regularly be 
included on satellites in geostationary and radiation belt crossing orbits. 



Chapter 8 
Comparison of SEM-2, LANL and 
CRRES data 
More details on the work described in this chapter can be found in Technical Note 
8. 

8.1 Introduction 
Before producing quantitative models of the radiation belts, it was important to 
question whether the absolute measured flux levels from the instruments concerned 
are accurate. This is difficult to calculate from theory and ground calibrations. One 
way to test the accuracy of the data sets used in the TREND-2 study is to compare 
them quantitatively with each other. This chapter describes comparisons made 
between the data sets derived from the Spacecraft Environment Monitor (SEM-2) on 
Meteosat-3, the Los Alamos National Laboratory (LANL) instrument on a number of 
geostationary satellites and data from the High Energy Electron Fluxmeter (HEEF) 
and Medium Energy Analyser (MEA) (a.k.a. Medium Energy Electron Spectrometer 
or MEES) on the Combined Release and Radiation Effects Satellite (CRRES). This 
comparison is a complicated process because these instruments have limited overlap 
in energy, time and position in the magnetosphere. 

As a further check on data quality, a brief comparison with the existing AE-8 
electron model was performed. 

The European Meteosat-3 satellite was launched in June 1988 and is still opera-
tional at the time of writing. SEM-2 has been operated for almost all of this period. 
Its long duration has made it extremely valuable for statistical studies and it over-
lapped the duration of the CRRES mission, except during March and April 1991, 
when SEM-2 was switched off. The Los Alamos instruments were carried on many 
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US geostationary satellites. The data available to this study come from 1976-059, 
1977-007, 1979-053, 1981-025 and 1984-037. Data from two further satellites 1982-
019 and 1984-129 are not yet available. CRRES was launched in July 1990 with 
a desired mission lifetime of three years. Although it failed after just 15 months, 
in October 1991, it obtained very good data on the radiation belts, including the 
discovery of a new temporary third radiation belt (Blake et al. 1992). Data from 
two radiation instruments on CRRES are included in this study. 

Meteosat-3 and the satellites carrying the LANL instruments were geostationary, 
whereas CRRES travelled in an 18° inclination elliptical orbit between 350 km and 
33,584km (5.25i?E)- In terms of L, CRRES typically reached an L value of 7.0 and 
so passed through field lines corresponding to geosynchronous orbit at 6.6/?E. 

8.2 Data descriptions 

8.2.1 Meteosat-3 spacecraft environment monitor 

SEM-2 (Coates et al. 1990) was provided to ESTEC by MSSL under ESA contract 
No. 7879/88/F/TB. Subsequent analysis and interpretation has also been carried 
out by MSSL in the intervening period, with much of the work being performed 
under contract to ESTEC. 

SEM-2 consists of an array of five collimator systems looking at angles +60°, 
+30°, 0°, -30°, -60° to the spacecraft spin axis. This axis is parallel to the Earth's 
spin axis. Azimuthal angular coverage is provided by the spacecraft spin. The angle 
width determined by the collimators is approximately ±5°. At the back of each 
collimator is a solid state surface barrier detector. The detector-collimator system 
was provided by LANL and is identical to the low energy part of their instrument, 
described in the next subsection. In this type of solid state detector, the number of 
electron-hole pairs created by an incoming particle is a function of the path length 
of the particle in the material. This path length is a function of energy. Hence 
the electric signal is a function of energy except for trajectories that pass through 
the material without depositing all their energy (e.g. for very high energy particles 
and corner-crossing paths). Energy bands are created via the electronics system by 
dividing the signals into pulse height bands. The electronics for SEM-2 were created 
by MSSL and so the energy bands are different from the LANL detectors. These 
energy bands are 42.9-59.4 keV, 59.4-90.7 keV, 90.7-134.9 keV, 134.9-201.8 keV, and 
201.8-300keV. Azimuthal angle bins are 0° to 60°, 60° to 120°, 120° to 180°, 180° 
to 240°, 240° to 300°, 300° to 360°, where 0° corresponds to the solar look direction. 
A more complete description of the SEM-2 instrument is given in Technical Notes 
6 and 7 of this study. 
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Table 8.1. Time coverage of the LANL data 

Satellite Start Date End Date 

1976-059 79/01/03 81/08/31 
1977-007 79/01/03 81/06/16 
1979-053 81/04/29 86/05/25 
1981-025 81/03/27. 85/03/31 
1984-037 84/04/24 88/10/31 

SEM-2 data are summed over variously 500 and 600 s, to fit telemetry resources. 

8.2.2 LANL Charged Particle Analysers 

LANL has an extensive set of data (Baker et al. 1982) covering electrons in geosyn-
chronous orbit from 30 to 15,000 keV and protons from 145 keV to 150 MeV. A sub- • 
set of these data, the Los Alamos Synoptic Data set, was provided for the TREND * 
study by T.E. Cayton during the first phase (Lemaire et al. 1991), carried out under 
ESTEC contract No. 9011/88/NL/MAC. 

The low energy electron analyser (LoE) (Belian et al. 1978) is identical to SEM-2, 
except that it is divided into six integral energy bands instead of the five differential 
energy bands used by SEM-2. These bands are 30-300 keV, 45-300 keV, 65-300 keV, 
95-300 keV, 140-300 keV, and 200-300 keV. The instrument has the same polar an-
gles as SEM-2 but the angular information has been lost in the summed data set 
available to this study. The data are provided as hourly averages over all look 
directions. 

The high energy electron analyser (HiE) (Belian et al. 1978) was a single col-
limator, pointing perpendicular to the satellite spin axis. Angular resolution was 
±4°. It had the following energy bands: 200-2000 keV, 300-2000 keV, 400-2000 keV, 
600-2000 keV, 900-2000 keV, 1400-2000 keV. 

During the first phase of the TREND study the LANL data were augmented 
with auxilliary information including ifpand (B, L) based on model calculations. 
A detailed description of these calculations and of the LANL instrument can be 
found in the final report of TREND (Lemaire et al. 1991). The LANL data cover 
the following time intervals with 1 hour time resolution but there are frequent data 
gaps. The time coverage is shown in Table 8.1. 
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8.2.3 CRRES 
Two of the instruments on CRRES were particularly suited to the TREND study. 
Both instruments have required a great deal of post-launch calibration, especially 
in the middle of the radiation belts where noise problems are most significant. Both 
data sets are now believed to optimally calibrated. A detailed description of the 
CRRES payload can be found in Technical Note 4. The HEEF and MEA instruments 
are described in Sect. 6.2.1 and Sect. 6.2.2, respectively. 

High Energy Electron Fluxmeter 
The effort involved in carrying out the noise analysis and temperature correction 
for HEEF meant that little analysis could be done, by the instruments' builders in 
Phillips Lab until the best correction functions could be calculated. This process is 
now complete and the raw data are being processed. Phillips Lab have agreed to 
create a special data set for our study with HEEF data for L > 5.5 and over, binned 
by energy, time and pitch angle. This restricted L range is to allow comparison 
with the SEM-2 and LANL data bases, without duplication of Phillips Lab's own 
program of modelling the radiation belts. 

MEA 
Data from the MEA (also called MEES) instrument (Vampola et al. 1992) have been 
supplied to the TREND study by Dr. A.L. Vampola who is acting as a consultant 
to MSSL. 

This instrument uses magnetic fields to select the energies of incoming particles 
between 0.1 and 1.7 MeV. The particle trajectories are bent by a perpendicular 
magnetic field onto an array of eighteen detectors. The detector array is encountered 
after a 180° rotation. This position is a focus and means that the position on detector 
array is a direct measurement of the energy, despite differences in the entry angle 
of the particles. The detectors are silicon plates which produce electrical pulses 
proportional to the incident energy. The pulse height is used to discriminate against 
radiation-induced noise. This use of two independent energy measuring techniques 
makes noise rejection very efficient. A further virtue of this instrument has been that 
very high count rates were measured. This has meant that the statistics available for 
background calculation are excellent. One of the 18 detectors was shielded from the 
incident fluxes to act as the background detector. In the inner radiation belt, this 
correction was essential for the higher energy levels of the instrument. Although the 
real fluxes fell below the noise background, an adequate correction could be made 
because of the good statistics. The background correction factor actually used in 
the processed MEA data corresponds to the background when the instrument looks 
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perpendicular to the magnetic field. This is applied to spin-averaged flux data for 
which this background is excessive, leading to some cases in the inner radiation belt 
where flux apparently increases in energy. 

The high count rate of MEA was higher than predicted before launch and resulted 
in some problems. In the inner radiation belt, where fluxes are highest, the counts 
rates for low energies at angles nearly perpendicular to the magnetic field exceeded 
the counting speed of the electronics and resulted in fewer electrons being measured 
than were incident on the detector. The effect of this saturation has been included 
in the decompression look-up table, so that the data go from compressed counts to 
decompressed corrected counts in one step. Correction of saturation effects is only 
effective, however, up to the limit where the incident-versus-measured count curve 
turns over. Above this limit, an increase in flux produces a decrease in measured 
counts and there is no longer a single incident flux corresponding to the measured 
counts. By examining the data by eye, these effects are easily seen so that the 
affected data can be avoided. 

8.3 Data comparisons 

8 . 3 . 1 S E M - 2 a n d L A N L 

In order to compare LANL data with SEM-2 data, the integral isotropic LANL fluxes 
with units c m _ 2 s _ 1 were converted to differential flux with units c m _ 2 s r - 1 s - 1 k e V _ 1 . 

Figure 8.1 shows a plot of SEM-2 data from 1990, averaged in 30 minute bins 
of local time, for the energy channel 43-60 keV. This can be compared roughly to 
Fig. 8.2 which shows LANL fluxes for the 1976-059 satellite for the energy range 
45-65 keV. The SEM-2 data peaks at a flux of 4.8 x 1 0 4 c m - 2 s - 1 s r _ 1 k e V - 1 while 
the 1976-059 data peaks at 9.38 x 104 c m - V ^ r ^ k e V " 1 , a factor of almost 2. The 
peaks in both data sets occur at the same local time, around 05 hours. However, 
the shapes of the local time distributions are not the same because the flux minima 
have about the same levels, around 3 x 104 cm _ 2 s " 1 sr~ 1 keV" 1 . It is unlikely that 
these differences are due to the different epochs of the data. It is more likely that 
there is some calibration factor that is not adequately known in one or both of the 
instruments and possibly some difference in the background also. When comparing 
the SEM-2 data with the other LANL instruments, the situation is even worse. 
These curves, shown in Figs. 8.3 to 8.6 have the same shape as 1976-059 but are 
over a factor of 10 higher. In these figures, the peak fluxes varied between 1.18 x 106 

and 1.85 x 106 c m ~ 2 s _ 1 s r _ 1 k e V _ 1 . There clearly is some problem in the relative 
calibration of these instruments. 

The same differences exist in the higher energy channels too. When the SEM-2 
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Local  Time  (hours) 

Figure 8.1. SEM-2 fluxes (43-60 keV), as a function of local time 

Local  Time 

Figure 8.2. LANL 1976-059 fluxes (45-65 keV), as a function of local time 
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Local Time 

Figure 8.3. LANL 1977-007 fluxes (45-65 keV), as a function of local time 

Local Time 

Figure 8.4. LANL 1979-053 fluxes (45-65 keV), as a function of local time 
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Figure 8.5. LANL 1981-025 fluxes (45-65 keV), as a function of local time 
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Figure 8.6. LANL 1984-037 fluxes (45-65 keV), as a function of local time 
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Figure 8.7. SEM-2 fluxes (202-300 keV) for October 1988 

Figure 8.8. LANL 1984-037 fluxes (200-300 keV) for October 1988 
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instrument was calibrated by MSSL it was found that the calibration factors did 
not agree at all well with the values supplied by LANL and it so may be that 
better figures for the LANL instruments does not exist. Contacts with the LANL 
group have revealed that they are aware of the discrepancies between different LANL 
instruments but they have, as yet no revised calibration figures. 

Data from Meteosat-3 overlaps for a period of about three month with 1984-037 
in 1988. This lets us compare the two data sets directly. The highest energy bin 
for SEM-2 and the LoE instrument were selected for comparison because the flux in 
this energy range is slowly varying. Figure 8.7 shows SEM-2 fluxes for October 1988 
and Fig. 8.8 shows corresponding LANL fluxes. The dynamic agreement between 
the two data sets is excellent, although the LANL fluxes are apparently a factor of 4 
higher than SEM-2's. Although the LANL data are given as 1 hour averages, there 
were many gaps in the data that were revealed by this plot. 

The variability of the LANL fluxes was calculated in a similar way to the analysis 
performed on SEM-2 data in Chapter 6 of this report. The 5, 45, 55, and 95 
percentiles for fluxes averaged over one hour of local time were calculated. In the 
energy range 200-300 keV, a good qualitative agreement was seen between both the 
LoE and HiE LANL detectors and SEM-2. Nevertheless the question of absolute 

CRRES HEEF Summary Plot 

TIME 

Figure 8.9. HEEF Summary plot for orbit 290. The lowest energy channel is at the top, 
with higher energies below. 
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calibration factors remained. 

8.3.2 HEEF and MEA 

Figure 8.9 shows HEEF calibrated fluxes plotted against time for CRRES orbit 290, 
beyond L = 5.5. All eleven energy bins are plotted but only the two lowest energy 
channels register non-zero fluxes over the whole time period. In contrast, the MEA 
data for the same period showed significant counts at all energies. 

Figure 8.10 compares directly the HEEF and MEA fluxes in comparable energy 
channels. There appears to be a small systematic error resulting in MEA fluxes 
exceeding HEEF fluxes before apogee and the reverse after apogee, at least on 
this day. A simple timing error does not seem possible. Nevertheless the relative 
calibration of the two data sets is excellent. 

A comparison of the MEA and HEEF spectra was is shown in Fig. 8.11. The 
data are summed over pitch angle and over a 1000 s interval between 108,000 and 
109,000 on the same day. This period was chosen because L was just over 5.5 and 
significant counts existed in five of the HEEF energy channels. This shows good 
agreement between the two instruments where they overlap in energy. It also shows 
that even the modest increase in energy coverage provided by the HEEF data can be 
important. The "knee" in the log spectrum is only apparent because of the HEEF 
data. 

8.3.3 MEA and SEM-2 

The CRRES orbit has an apogee of 5.25i2E and thus never reaches the altitude 
of geostationary satellites like Meteosat-3 at 6.6RE. However, CRRES's orbit is 
inclined to the equatorial plane which enables CRRES to usually pass through field 
lines connected to geostationary orbit, once or twice per orbit. By extracting data 
from these times, a comparison with SEM-2 data can be performed. The 214 keV 
MEA channel was chosen as being close to the 200-300 keV channel on SEM-2. MEA 
data between L values of 6.25 and 6.75 were selected. The L values came from the 
CRRES ephemeris data. Figure 8.12 shows, as a continuous line, the SEM-2 flux and 
the MEA flux as diamonds. The MEA data occurs in short bursts as the satellite 
passes through the L range, with long gaps in between. In general the quantitative 
comparison is very good. Most of the MEA points lie close to the SEM-2 line. The 
main exception to this occurred in days 28 to 30 when there were very large flux 
peak in both the SEM-2 and MEA data but they did not coincide in time. It is 
possible that these events were strongly dependent on the different local times of 
the two satellites. 
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Figure 8.10. Fluxes for HEEF (solid line) and MEA (dotted line) against time 
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Figure 8.11. Energy spectrum for HEEF (solid line) and MEA (dotted line) between 
108,000 s and 109,000 s on orbit 290 
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Figure 8.12. Comparison between SEM-2 flux (202-300 keV) and MEA (214 keV) flux 
in July and August 1990 

8.4 SEM-2 Comparison with AE-8 
The AE-8 model gives fluxes as a function of B/B0 and L for an L range of 2 to 11. In 
order to compare with SEM-2 results the Meteosat-3 positions had to be converted 
to (B , L) space. This was done using the subroutine BLXTRA, developed in the first 
stage of the TREND study and updated in this second stage. The Tsyganenko 
(1989) external field model was used, superimposed on the internal DGRF model. 
(B, L) positions for every data record in 1989 were calculated, taking into account 
the KP index, and the fluxes were summed according to the L value. Because B/BQ 
remained very close to 1.0 for nearly all the data, B/B0 was taken to always be 1.0 
in subsequent comparisons. 

Figure 8.13 shows SEM-2 fluxes in the energy range 202-300 keV as a function 
of L. Also plotted, as a dotted line, are the fluxes predicted from the AE-8 MAX 
model at 250 keV. The solar maximum version of AE-8 was appropriate because 
solar maximum occurred in 1989 or 1990, however AE-8 MIN produces fluxes that 
are less than one percent different for this energy and range of L. A B/B0 value 
of 1.0 was input to the model. The output from AE-8 is omnidirectional flux, so 
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L-Shell 

Figure 8.13. Comparison between average SEM-2 flux (202-300 keV) for 1989 and AE-
8 MAX, as a function of L 

6.5 7.0 7 .5 8 .0 8 .5 L—Shell 
Figure 8.14. Comparison between average SEM-2 flux (135-202 keV) for 1989 and AE-
8 MAX, as a function of L 
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this was divided by 47r to convert to flux per steradian. The SEM-2 flux is lower 
than the AE-8 model flux by 25 to 30% below L = 7.4. Thereafter, the SEM-2 flux 
increases so it exceeds the AE-8 flux by a similar amount. This behaviour of the 
SEM-2 flux probably occurs because the higher L values occur only on the nightside 
where substorms occur and lower L values occur only on the dayside. 

This effect is more pronounced at lower energies. Figure 8.14 shows SEM-2 data 
between 135 and 202 keV, compared to the AE-8 MAX flux at 170 keV. 

8.5 Conclusions 

SEM-2 data and the AE-8 model comparisons indicated that the model underes-
timated the flux at lower L values and overestimated at higher L values. The 
disagreement between data and model decreased as energy increased. The AE-8 
and SEM-2 results are consistent because at low energies there is a strong local time 
variation in fluxes due to substorm injection events and the SEM-2 coverage of L 
values is also local time dependent. 

The main aim of this subsection of the study was to investigate how well data 
from one instrument can be combined with data from a different instrument to 
increase the energy and/or L coverage of the combined data sets. We have seen that 
there is good agreement with between the CRRES HEEF and MEA instruments. In 
the data set available to this study, the HEEF data extend the MEA energy range 
only slightly because of HEEF's low counting statistics in all but the bottom two 
energy channels. MEA data agree well with SEM-2, using L to compare data from 
different positions. In comparing LANL. data with SEM-2 and comparing between 
the different LANL instruments, we did discover significant variations in flux by up 
to a factor 15.. 

Hence, it appears reasonable to use MEA, HEEF and SEM-2 data in the creation 
of new radiation belt models. Because the calibration of LANL data has not been 
resolved, this data base is presently incompatible with the others. 



Chapter 9 

Survey of CRRES data 

This chapter describes the use that was made of the CRRES data. This has been 
limited to the MEA data. In Chapter 8 we saw that the HEEF data agree well 
with the MEA data where they overlap and since HEEF goes to higher energies it 
would undoubtedly have been a valuable source of data. However, the data made 
available to this study were restricted to L values greater than 5. Here there was 
only a significant count rate in the bottom two energy channels which overlap with 
the MEA energy range. Hence the addition of these HEEF data to the study would 
provide only a minimal increase in information. Some non-CRRES data sources 
have also been used when appropriate. Further details of the work described in this 
chapter can be found in Technical Notes 9 and 10. 

9.1 The MEA data 
The CRRES Medium Energy Analyser (MEA) (Vampola et al. 1992) measures elec-
trons in the range 110-1633 keV in 17 energy bands plus one background channel. 
A detailed description of the instrument is given in Sect. 6.2.2. 

9.1.1 Background subtraction 

The detector uses a system of measuring the energy twice. The deflection of the in-
coming electron in the magnetic field acts as the first energy measurement. The sec-
ond energy measurement is provided by the pulse height produced in the solid-state 
detectors. This measurement is used to provide on-board noise rejection. Pulses 
corresponding to energies significantly above the nominal energy being selected by 
magnetic deflection are assumed to be due to highly ionizing particles, such as pro-
tons, and are rejected. A lower pulse height threshold is also set. This is well below 

201 
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Pitch Angle Degrees 

Figure 9.1. Pitch angle distribution for 2.0 < L < 2.5 for energies 153 keV (solid line) 
and 340 keV (dashed line) 

the nominal energy so that electrons which backscatter out of the detector without 
depositing much energy are still detected. Of the 18 energy bins, the 17 t h acted 
as a background channel. Noise is believed to come from two sources, high energy 
particles and Bremsstrahlung radiation. 

In the inner radiation belt, the background channel is expected to underestimate 
the noise levels, especially in the higher energy channels. In the outer radiation 
belt, real noise levels are expected to be lower than that seen in the background 
channel, particulaxly at lower energies. To account for this the following background 
subtraction algorithm is used: 

counts = measured counts - (background counts x scale factor). (9.1) 
The scale factor has different values in the inner and outer radiation belts. 

9.1.2 Counts saturation 
The fluxes observed by the MEA in the inner radiation belt were so high that effects 
of detector dead time became significant. This dead time had been well calibrated on 
the ground so that tables of true flux versus counted flux were available to correct the 
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count values. The limit of this process occurs when total count saturation occurs 
and the observed count rate thereafter decreases as the real count rate increases 
further. This cannot be corrected by calibration because the function describing 
real counts in terms of observed counts is double valued. Figure 9.1 shows, as a 
solid line, the pitch angle distribution of flux between L = 2.0 and 2.5 for the lowest 
energy channel. Despite correction for deadtime effects up to total saturation, the 
fluxes are severely depressed about 90° whereas the true fluxes are expected to peak 
at this value. They are seen to peak here in higher energy channels such as the 
340 keV channel plotted as a dashed line. This pitch angle data provides a possible 
way of correcting the data. As will be shown later, the pitch angle distribution is 
similar over a wide energy range and the pitch angle curve at a higher energy can 
be applied to the lower energy channels. 

9.1.3 Field model calculation 
The CRRES data come with some field parameters calculated at Phillips Lab. These 
use the IGRF85 internal field model and the quiet Olson & Pfitzer (1977) external 
field model. The external field model does not depend on Kp. 

9.2 Reduced database calculation 
The CRRES MEA database is extremely large. 313 orbits have been copied to 12 
sides of magneto-optical disks. First analyses of data in terms of local time etc. 
were carried out using the raw data. Even on a fast Alpha machine, this analysis 
took about 2 hours per disk side. The slowness of this processing has much to do 
with the fact that byte order swapping is being done on every data point. This is 
different for different data types. Also the lack of record structure in PC created 
files means that each block is read into a huge array and each data value has to be 
extracted individually from it. This also involves the manipulation of counters to 
keep track of where in the block array the next data are to be found. This extreme 
slowness meant that few different statistical studies would be possible from the raw 
data. 

It was therefore decided that a reduced database would be needed to speed up 
data processing. A program, called BLCRRESBIN, was written. Its functions were as 
follows: 

• Read data from the .MEA files, extracting the data values from the block 
array and reversing byte order as appropriate. 

• Calculate, for every data point, auxiliary parameters such as B and L. 
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Table 9.1. Output parameters for the reduced MEA data files 

Parameter Units Comment 

Time min minutes of day 
L Re Phillips Lab calculation 
B nT Phillips Lab calculation 
Bo nT Phillips Lab calculation 
longitude degrees 
latitude degrees 
altitude km 
B nT BLXTRA calculation 
Bo nT BLXTRA calculation 
local time hours 
5 m (18) nT Derived from Phillips Lab B 
ao(18) radians Derived from Phillips Lab B 
Bm( 18) nT Derived from BLXTRA B 
A0(18) radians Derived from BLXTRA B 
Lm(18) -RE BLXTRA calculation 
Flux(18,18) c m - 2 s - 1 s r - 1 k e V - 1 Flux for each energy and pitch angle 

• Bin the data into 5 minute averages. 

• Write the data in record-structured VAX byte-ordered format. 

The resulting files are small enough so that all 313 files fitted comfortably onto 
one magneto-optical disk side. The five minute averaging is rather coarse for the 
period close to perigee because the spacecraft moves a considerable distance in that 
time. However, except for these lowest altitude measurements it is satisfactory. Since 
our interest in this study is primarily with the outer radiation belt, we consider this 
time binning acceptable. The output parameters are listed in Table 9.1. The (B, L) 
calculations were performed with BLXTRA using the Tsyganenko (1989) external field 
model and IGRF 85 internal model. 

9.3 Large-scale dependences 

9.3.1 Energy spectrum 

Figure 9.2 shows the mean energy spectrum between L = 4.0 and L = 4.5. Also 
plotted in this figure is the standard deviation of the data. The spectrum becomes 
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Figure 9.2. Energy spectrum for 4.0 < L < 4.5 

2000 

Energy Spectrum and SD L=7.0 to 7.5 

S 10 J 

10' r 

2 10 ' 
u. 

10U -

10 - 1 I J I I I , L 
500 1000 

Energy (keV) 
1500 

Figure 9.3. Energy spectrum for 7.0 < L < 7.5 
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Figure 9.4. Pitch angle distribution for 4.0 < L < 4.5 

progressively steeper (softer) at higher L values however and whilst the spectrum 
is reasonably well approximated by a log function for lower L values, this becomes 
increasingly untrue for higher L. Figure 9.3 shows the spectrum for 7.0 < L < 7.5. 
The standard deviation increases as a fraction of average flux as energy and L 
increase. It appears that there is a constant level below which the standard deviation 
will not fall, even if fluxes are very low. It is likely that this is the standard deviation 
of the subtracted background. This has important consequences for the ability of 
MEA to measure natural standard deviations and must be borne in mind where 
standard deviation is being used to assess appropriate coordinate systems for models. 

9.3.2 Pitch angle dependence 

Figure 9.4 shows the dependence of flux on pitch angle in the L range between 4.0 
and 4.5. All 17 energies of the instrument are shown, with the lowest energy at the 
top and descending in order of energy so that the highest energy is at the bottom. 
The flux is highest at 90° and lowest near the loss cones. This behaviour is typical 
of plasma that is stably trapped. All 17 energy channels have a similar pitch angle 
variation which means that the pitch angle variation of higher energy channels could 
be used to improve low energy data when counts saturation occurs. 
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Figure 9.5. Pitch angle distribution of flux divided by flux in the lowest energy channel 
for 4.0 < L < 4.5 
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Figure 9.6. Pitch angle distribution for 7.0 < L < 7.5 
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Figure 9.7. Dependence of average flux (solid line) and its standard deviation (dotted 
line) on Kp, for 271 keV, 604 keV, 976 keV and 1370 keV with 4.0 <L< 4.5 

Figure 9.5 shows the ratio of fluxes in the 17 highest energy channels as a fraction 
of the flux in the lowest, 153 keV, channel. The flux in the next lowest energy channel 
shows an increase at 90° indicating that the lowest channel may experience some 
counts saturation effects even in this L shell range. At the highest energies the 
fall-off around the loss cone becomes steeper than at low energy, indicating that the 
pitch angle diffusion rate increases with increasing energy. 

Pitch angle distributions for 5.0 < L < 5.5 and 6.0 < L < 6.5 were very similar 
to 4.0 < L < 4.5. However, deviation from this pattern was seen at 7.0 < L < 
7.5, as shown in figure 9.6. This shows peaks around 35° and 145° for the higher 
energies. This agrees with the observation of "butterfly distributions" reported by 
other researchers. 

9.3.3 Magnetic activity 

Figure 9.7 shows 4 plots of isotropic fluxes averaged over the L range of 4.0 to 4.5. 
Flux as a function of Kp at each of four energies is represented by a solid line with 
the standard deviation shown by a dotted line. No periods of Kp greater than 8 
were observed. At 271 keV there is a trend for flux to increase with increasing Kp. 
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Figure 9.8. Daily sunspot number plotted as monthly averages 

As energy increases the slope of the flux rise becomes smaller, as seen at 604 keV 
and 976 keV. At higher energies still, flux is independent of Kp below Kp = 4 but 
falls steeply at higher values. 

9.3.4 Solar cycle variations 
The Sun goes through an 11 year cycle during which the change in the number of 
sunspots is the most obvious feature. Changes in solar wind conditions are known 
to follow a similar cycle and changes in magnetospheric conditions are driven by 
the solar wind. Figure 9.8 shows the sunspot number as a monthly average of daily 
values plotted from 1979 to 1992. Solar maximum occurs around 1980 and 1990, 
with solar minimum around 1986. The cycle is not symmetric, with a gradual fall 
from maximum to minimum but a rapid rise back up again. 

The lifetime of CRRES was quite short compared to the solar cycle but SEM-2 
on Meteosat-3 had data coverage lasting several years. SEM-2's highest energy 
bin (202-300 keV) was most representative of the radiation belts and corresponded 
closely in energy to one of the energy bins (200-300 keV) of the LANL instrument 
which was flown on several geostationary satellites. It was shown in Technical Note 
8 that an excellent qualitative agreement existed between fluxes in the 200-300 keV 
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Figure 9.9. Combined plot of fluxes from LANL 1981-025 (+), LANL 1984-037 (*) and 
SEM-2 (solid line) 

range of the LANL instrument on 1984-037 and the 202-300 keV range on SEM-
2 during October 1988. The LANL fluxes were, however, on average 3.78 times 
higher than SEM-2's. The LANL data were reduced by this factor to bring them 
into quantitative agreement with SEM-2. LANL data from 1981-025 was used to 
further extend the data range. No direct comparison with SEM-2 was possible since 
there was no overlap in time. Where the 1984-037 and 1981-025 data overlapped, 
individual months differed but there was a rough agreement in flux levels. Because 
of this, the same factor was applied to the 1981-025 data to give a combined data set 
over 15 years long. These data are plotted in Fig. 9.9. This shows apparent minima 
in 1981 and 1992 and a maximum around 1985. This is in approximate antiphase 
with the sunspot number. This is in agreement with AE-8 predictions, which shows 
lower fluxes at solar maximum than minimum, at this energy and position. At lower 
L values, AE-8 predicts the opposite relation. 

9.4 Comparisons of coordinate systems 
The CRRES MEA data set is ideal for inclusion in new models of the magnetosphere. 
As it is impossible to make simultaneous radiation measurements across the entire 
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magnetosphere it is necessary to group data points from different times and locations 
together. The choice of parameter that is used to group data points together is what 
we mean here by coordinate system. To get the expected flux from such a model, 
it is simply a matter of converting the desired satellite position into the coordinate 
system. The choice of coordinate can make a large difference to the model's accuracy 
and usefulness. The most popular existing models are organised in terms of the 
magnetic field intensity B and Mcllwain's (1961) L parameter. However, there are 
several reasonable variations on a simple B, L coordinate system and since there is 
an infinity of bin sizes, there is an infinite number of different ways to organise the 
data. 

We would expected a good outer radiation belt coordinate system to: 
1. cover the outer radiation belt well, 
2. probably produce systematically varying fluxes, 
3. group high fluxes with high fluxes and low with low, 
4. be simple to use. 
In this section we have chosen several possible coordinate systems to test. All 

use the L parameter. In the database L was calculated at the spacecraft location 
and at the particle mirror point using the Olson & Pfitzer (1977) quiet model and 
the Tsyganenko (1989) model respectively. However, no significant differences were 
found between these values and so only one version of L will used in the data 
presented here. In contrast, there is generally a large difference between B at the 
spacecraft and mirror point. 

9.4.1 Local t ime and L 
Experience with data from the Meteosat-3 geostationary satellite showed that lo-
cal time (LT) was a good parameter for organizing the data. In this section we 
investigate whether we could simply use local time and L to cover the entire outer 
magnetosphere. This coordinate system would be very simple to use. We chose bin 
sizes of AL = 0.5 and 0.5 hours in local time. Figure 9.10 shows, as a grey-scale 
plot, the fluxes in each bin in the 976 keV energy channel. A box has been drawn 
round each bin with more than 10 data samples and all others have been set to zero. 
It is clear that the model does not cover the outer or inner magnetosphere well. 
The strange distribution of bins arises because the spacecraft trajectory follows a 
sinusoidal track in (LT, L) space that only gradually evolves with time. Because 
some of the data come from early in the mission and some later on, there are two 
distinct lobes to the data. This means that this coordinate system tends to alias 
spatial variation with long-term temporal changes. 
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Average Flux ( m a x = 24236 .2 ) , 976keV (10) 
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Figure 9.10. Greyscale plot of average fluxes at 976 keV, binned in the (LT, L) coordinate 
system 
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Figure 9.11. Greyscale plot of average fluxes at 976 keV, binned in the ( B m / B 0 , L ) 
coordinate system 
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9 . 4 . 2 B m / B 0 a n d L 
The coordinate pair ( B m , L ) are adiabatic invariants. With Def. (3.17), B0 also is 
an adiabatic invariant since it only depends on L. Hence the Bm/B0 system is a 
logical candidate. For this coordinate system, we used a bin size of A B m / B 0 = 2 
and AL = 0.5. Figure 9.11 shows, in the format used in Fig. 9.10, the average fluxes 
in the 976 keV channel. Also plotted, as a dotted line, is the atmospheric cut-off 
magnetic field intensity, transformed into this coordinate system. Vette's (1991a) 
formula for B c /Bo is used: 

0.6572 L 3 - 4 5 2 1.2 < L <3 .23 
(9.2) 

1 .0523L 3 0 5 0 3.23 < L . 

One can see in Fig. 9.10 that the coverage of all space is not complete but most 
of the gap occurs within the loss cone, where fluxes are expected to be very small 
anyway. Two distinct radiation belts are visible and the cut-off of the inner belt at 
the edge of the loss cone is clear. This cut-off is evidence that the data from the. 
inner radiation belt is really electron data and not noise produced by contamination 
from energetic protons. Such contamination would be more or less isotropic. In 
the outer belt fluxes are highest at low values of Bm/B0, apart from a few "rogue" 
points. 

Because of the parabolic shape of the loss cone boundary in this coordinate 
system it is very hard to cover both inner and outer radiation belts. The bin size 
chosen covers the inner belt only coarsely and yet 25 such bins do not extend as far 
as the loss cone in the outer belt. 

9 . 4 . 3 l o g ( B m / B 0 ) a n d L 
To counter the problem of the ( B m , L) coordinate system in adequately covering 
the inner and outer radiation belts, the [ l o g ( B m / B 0 ) , L ] system was used. As is 
shown in Fig. 9.12, the loss cone no longer rises steeply in the outer radiation belt. 
The chosen bin size was A l o g ( £ m / £ 0 ) = 0.2 and AL = 0.5. The inner belt is still 
coarsely sampled. Because the outer belt is no longer over-sampled, the systematic 
increase in flux as one approaches Bm/B0 = 0 is cleaxer than in the ( B m / B 0 , L) 
case. The fluxes are seen to extend well into the loss cone in the outer belt. This 
result is unlikely to be true and arises from the limited pitch angle resolution of the 
instrument which is made worse by the coarse binning of the reduced database. Near 
90° pitch angle, a small change in pitch angle leads to a large change in l o g ( 5 m / 5 0 ) . 

i l 
Ba 
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Figure 9.12. Greyscale plot of average fluxes at 976 keV, binned in the [log(Bm/B0),L] 
coordinate system 
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Figure 9.13. Greyscale plot of average fluxes at 976 keV, binned in the (a0 ,L) coordinate 
system 
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9.4.4 c*o and L 
The final coordinate system used the equatorial pitch angle a Q of the observed 
particles and L. There is no new information used in employing this coordinate 
system because a 0 is simply a function of Bm/B0: 

Figure 9.13 shows the average fluxes at 976 keV binned in this coordinate system. 
The bin sizes were A a 0 = 5° and AL = 0.5. The coverage of the radiation belts 
is complete and gives more equal resolution in the inner and outer belts than the 
[log(B m /B 0 ) , L) system. The systematic variation in both the inner and outer belts 
is very clear. Fluxes again extend into the loss cone in the outer belt but only by 
one or two bins because the bin size is more in keeping with the accuracy of the 
data. 

9.4.5 Standard deviation 
The standard deviation provides a measure of the variability of individual measure-
ments that went into one binned average. Since we are looking for coordinate systems 
that group similar fluxes together, we can use lowness of standard deviation as a 
measure of the effectiveness of the coordinate system. However, as well as depend-
ing on the coordinates, standard deviation will also be affected by the bin size, the 
noise level and temporal variations that are unconnected with the magnetospheric 
magnetic field structure. 

In this study, standard deviation was calculated routinely but there was found-
to be little difference between different coordinate systems. It was believed that the 
temporal variability of the data was masking any benefits of an improved coordinate 
system. To lessen this effect, data were selected for times when Kp was less than 1. 
We also compared standard deviations for a low energy channel so that the effects 
of noise level would be smaller but not so low that count saturation effects would 
be seen. Channel 5, at 510 keV, was chosen. 

Figures 9.14 and 9.15 show the standard deviation divided by the mean flux for 
the [\og(Bm/B0),L] and (a0,L) coordinate systems. The [log(Bm/B 0),L] system 
has low standard deviation above L = 4 and at the peak of the inner radiation belt. 
The (a 0,L) system has low standard deviation above L = 4. Thus in the outer 
magnetosphere there is little to distinguish these two systems by this test. It does 
however, warn us that models produced in this way will be most appropriate for the 
outer belt. The poorer behaviour at lower L values is probably due to the coarse 
time binning of the original database. 

(9.3) 
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Standard Deviation / Mean (max= 1.0), 510keV ( 5) 

Figure 9.14. Greyscale plot of the standard deviation of fluxes at 510 keV, binned in the 
[log(Sm/Bo)i L\ coordinate system 

Standard Deviation / Mean (max= 1.0), 510keV ( 5) 

Figure 9.15. Greyscale plot of the standard deviation of fluxes at 510 keV, binned in the 
( a o , L ) coordinate system 
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Table 9.2. Evaluation of the different coordinate systems 

System Coverage Systematic S.D. Simplicity 
(LT,L) Bad Bad Easy 
(Bm/Bo,L) Poor OK OK 
[\og(Bm/B0),L] Good Good OK in outer OK 
(oo.L) Good Good . OK in outer OK 

9.4.6 Coordinate conclusions 
To draw a conclusion about which coordinate system is 'best' requires value judge-
ments about how to weight their different characteristics. We have attempted to 
summarize these characteristics in Table 9.2. 

It seems obvious however that the (LT, L) system is not good enough, despite 
being mathematically simpler than its rivals, because its coverage of the magneto-
sphere is too incomplete. It showed little evidence of systematic changes in flux 
from one area to the next, presumably because of aliasing between time and loca-
tion. Similarly, the ( B m / B 0 , L) model fails because of the difference in resolution of 
the inner and outer belts if a constant bin size is used. Both the [ l o g ( B m / B 0 ) , L ] 
and (ao,L) systems had good coverage, produced systematic flux variations and 
acceptable standard deviation in the outer belt. There is little quantitatively to 
distinguish these two. However, the (ao,L) system is.much simpler to visualise. In 
addition, for near-equatorial input data, this system does not exaggerate the data 
resolution in the loss cone. Hence we strongly recommend the use of this system in 
further development of outer radiation belt models from the CRRES data set. 

9.5 Outer radiation belt model development 
This section is a summary of work described in detail in Technical Note 10. The 
models developed were from the 313 orbits in the new database. It is intended that 
the models shall be improved in a following study, when a new database, with higher 
time resolution, more data and correction for counts saturation is available. 

9.5.1 Introduction 
The AE-8 model (Vette 1991a) is the most widely used and respected electron radi-
ation belt model in current use in the West. It covers the inner and outer radiation 
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belts between L values 1.2 and 11.0 with energy range from 0.04 MeV to 7.0 MeV. 
However, the data used to create the model comes from the 60's and 70's. One 
goal of this study was to create a new model based on more recent data. Because 
CRRES had a good complement of radiation belt instruments and passed through 
both belts, it has provided an ideal data source for the development of new models. 
It should be noted that other models based on the CRRES HEEF instrument have 
been developed (e.g. Brautigam et al. 1992) and these cover higher energy fluxes. 

We had two goals in forming a new model: to make it easy to compare with 
AE-8 and to use the best available coordinate system. It was decided that these 
goals were not compatible and so two models were developed, one using (B/B 0 ,L) , 
as in AE-8, and the other using (ao,L). 

9.5.2 A new AE-8 compatible model 
The AE-8 model characterises omnidirectional integral fluxes as a function of particle 
energy, B/BQ and L. It was decided that maximum ease of use would be obtained 
if a new model presented the same parameters in a similar coordinate system. The 
new model could then be introduced into existing software by replacing a single 
block of data statements. 

AE-8 Data processing 
The AE-8 data come primarily from the Proton-Electron detector on AZUR, the 
Electron Spectrometers on OVl-19 and OV3-3, and the Omnidirectional Spectrom-
eters on ATS-5 and ATS-6 Vette (1991a). In addition, empirical functions from an 
earlier model (AE-4) were used in the data processing. 

For each omnidirectional AZUR flux measurement, the corresponding B, L and 
local time were calculated. The magnetic field parameters were derived from an 
internal magnetic field model only. The data were first transformed to the same 
local time by dividing the fluxes by an empirical function 

This is of the same form as used in AE-4 but the parameters C(> E, L) and K(> 
E, L) were obtained by fits to the AZUR data when plotted as fluxes versus local 
time. The fluxes were then transformed to the equator (where B/B0 = 1) by dividing 
by the function G, defined as: 

$(> E, J,<F>) = K{> E, L) IOC(>^)C°S«*-N)/I2) (9.4) 

(9.5) 
G(b,L) = 0 b > b c 
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Table 9 .3 . AE-8 Data format 

Outer loop Middle loop Inner loop 

length 
energy 1 

number of bytes for this energy 
energy in MeV x 6400 

length 
L 1 
flux Log(flux)xl024 

B/BQ Value corresponding to a de-
crease in log flux of 0.25 x 1024 

number of bytes for this L value 
L x 2100 

where b = B/B0. The empirically fitted values of m came from AE-4. bc came from 
fitting the AZUR data so that nearly all the data points with significant flux had 
b < bc. 

The data from the OV-19 electron spectrometers were unidirectional and sub-
ject to considerable background noise. The data were projected to the same local 
time at the equator using similar equations to the AZUR data except that a uni-
directional form of Eqs. (9.5) was used. The fluxes were normalized according to 
the AZUR fluxes above 4.5 MeV to remove the effects of noise. A similar technique 
was used for OV3-3. The ATS-5 and ATS-6 data were cross calibrated and used as 
omnidirectional fluxes. 

The output of this model comprised the equatorial fluxes as a function of L and 
the dependence of these fluxes on B/B0. Since the equatorial fluxes were obtained 
from local fluxes via Eqs. (9.5), a function of B/B0, there is a circular element to 
this processing since the found B/B0 dependence must to some extent depend on 

A E - 8 M o d e l f o r m a t 

The most natural way to store a model organized in B/B0 and L is as a 2-D array of 
fluxes binned according to these parameters. However AE-8 was written at a time 
when computer memory and storage was very limited and so much effort went into 
creating a more compact model. The model data were written in FORTRAN as a 
single BLOCK DATA statement, the format of which is described in Table 9.3. 

All the parameters are stored as INTEGER*2 bytes. The table loops over all the 
energy, L and B/B0 values. The values of the scaling factors for energy, L, B/B0 

and log(flux) are given in DATA statements contained within the same BLOCK DATA 
segment. 

G. 
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MEA Data processing 
The MEA fluxes are unidirectional and differential in energy. For unidirectional data 
with good angular coverage, the use of empirical approximations was not necessary 
since there is enough information to determine the omnidirectional flux everywhere 
along a field line. Hence, although the new model has been designed to be as similar 
to AE-8 as possible, the way in which it was produced was completely different. 

The differential flux in each energy bin was first converted to integral flux. For 
the highest energy bin, a nominal bin width of 100 keV had to be assumed. 

The data from 313 CRRES orbits were summed according to the (a 0 , L) coordi-
nate system described earlier. The range of the data was restricted to L between 3 
and 8 because of the problems associated with the coarse temporal binning of the 
data and saturation of low energy channels which both become significant at lower L 
values. The energy range was limited to the first 16 energy bins, i.e. 153-1470 keV. 

No explicit treatment of local time effects was performed. This was because we 
used a realistic magnetic field model [IGRF85 internal field plus the quiet Olson 
& Pfitzer (1977) external field]. AE-8's need to describe local time variation arose 
because only an internal field model was used. 

Omnidirectional fluxes at the equator were simple to find, since the summed data 
are stored as a function of equatorial pitch angle. The fluxes are simply summed 
over all pitch angles. Account must be taken of the total solid angle subtended by 
each pitch angle bin, which is approximately 2tt sinao: 

90° 

J(>E,L) = 2 J] J(> E,L, a0)Aao2ir sina0. (9.6) 
a o = 0 ° 

At a location away from the equator we transform the equatorial pitch angles to 
their values at this location, specified by B/B0. The transformed pitch angle aj is 
given by: 

( 9 f~B~\ 
= arcsin sin oW — • (9.7) V V Bq) 

In order to calculate the omnidirectional flux away from the equator we use the solid 
angles subtended by the transformed pitch angle bins. The total flux is simply given 
by: 

90° 

J(>E,L) = 2 J(> E,L,a0)AaT2ir sinaT, (9.8) 
Q T = 0 ° 

where c*t is the local pitch angle calculated by transforming a 0 to the local posi-
tion. Figure 9.16 shows the omnidirectional log(flux) distribution. The fluxes are 
calculated at positions along each field line where different values of c*o mirror and 
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Figure 9.17. Contour plot showing contours at 0.25 intervals from the value of log(flux) 
at q 0 = 90° 
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it is this oio value that is used as the abscissa. The data coverage is not complete in 
pitch angle above L = 6.5. 

The data in figure 9.16 shows that omnidirectional flux decreases towards 0°, 
except at low L values where there are some high fluxes at low equatorial pitch 
angle. These data lie inside the loss cone where fluxes are expected to be very small. 
Significant fluxes appear here in the CRRES data because of the finite angular res-
olution of the instrument and of the summed database. Because the representation 
of the AE-8 model assumes that fluxes always decrease monotonically away from 
the equator, an AE-8 compatible model must not include fluxes that decrease and 
then increase. Because of this, fluxes within the loss cone are removed. The same 
simplification was made in the AE-8 data processing. 

The value of a 0 corresponding to successive 0.25 decreases in log(flux) from the 
equatorial value was found by stepping through the a 0 array and doing a linear 
interpolation between the closest pair of values. Figure 9.17 shows contours at 
successive 0.25 differences from the 90° value. The values of B / B 0 at the mirror 
point corresponding to the c*o contours in this plot were used for the model. Above 
L = 6.5 these contours are clearly affected by the incomplete «o coverage of the 
data, so the model is limited to the range 3 < L < 6.5. 

MEA Model format 
From the data processing just described, the data to be included in the model are the 
equatorial omnidirectional integral log(fluxes) as a function of L and the values of 
B/B0 corresponding to successive drops of 0.25 for each L value. These were written 
to a BLOCK DATA statement in exactly the. same way as AE-8 for each energy. 

9.5.3 A new model based on Lm and ao 
In the second model, we have not restricted ourselves to compatibility with AE-8 and 
have hence been able to choose a more natural representation of the data. The model 
consists of differential fluxes binned according to Lm (L evaluated at the mirror 
point) and the equatorial pitch angle a 0 . Although we had found little quantitative 
difference between ( a 0 ,L ) coordinates based on the quiet Olson &: Pfltzer (1977) 
model and (a 0 , Lm) coordinates based on the Tsyganenko (1989) model, we used 
the latter model. The reasons for this were that: Tsyganenko (1989) is currently 
the most accurate model available, the value Lm is invariant whereas strictly L is 
not, Olson & Pfitzer (1977) does not account for magnetospheric activity. 
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Data processing 
Differential unidirectional fluxes from the database were summed over the same 313 
orbits as the model described earlier. Kp was used as an input to the Tsyganenko 
(1989) external magnetic field model. IGRF85 was used for the internal part of the 
field model. B and Lm were calculated from this model using the BLXTRA subroutine. 
B0 was determined using Eq. (3.17). The bin widths were A a 0 = 5° and AL = 0.5. 
The mean and standard deviation were calculated for all energies in each (a 0 , Lm) 
bin. 

Figure 9.18 shows mean fluxes and Fig. 9.19 the standard deviation at 976 keV. 
The standard deviation is intended to be used as a measure of the variability of the 
fluxes from the mean. However, when flux levels were low, e.g. at high energies or 
high L values, the statistics of the subtracted background counts become dominant. 
In other words, although the noise has been removed from the mean fluxes it has 
not been removed from the standard deviation. This is discussed in Sect. 9.3.1. This 
problem affects different data bins to different extents. Hence the model at present 
outputs only mean fluxes. 

Model format 
The model consists of an ASCII computer file written in FORTRAN and contains 
a 3-D array of unidirectional differential flux as a function of energy, a0 and L. The 
model goes from L = 3 to L = 8 but not all data bins are filled. Empty bins are 
represented by the number —1.000. 

No software presently accompanies this model so interpolation and transforma-
tion into local pitch angle are left to the user. The equations for calculating local 
omnidirectional fluxes from an equatorial pitch angle distribution have been de-
scribed in Sect. 9.5.2. As this was not energy dependent it applies equally well to 
differential and integral fluxes. 

9.6 MEA Comparison with AE-8 
Because AE-8 (Vette 1991a) outputs integral omnidirectional flux above a certain 
energy and MEA data consist of differential unidirectional fluxes, they are not easily 
compared. However, creating the AE-8 compatible model put them in directly 
comparable form. 

AE-8 used an internal magnetic field model only, whereas the MEA model was 
binned according to a model with an external component [Olson &: Pfitzer (1977)]. 
However, AE-8's empirical local time term mimics the local time dependence of the 
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Figure 9.18. Greyscale plot of mean fluxes in the (ao ,L m ) coordinate system 
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Figure 9.19. Greyscale plot of standard deviation of fluxes in the (ao,Lm) coordinate 
system 
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magnetic field and so the two models should be comparable. Comparisons with AE-
8 are limited to MEA's energy range (0.153-1.56 MeV). Figure 9.20 shows equatorial 
omnidirectional fluxes at two energies plotted as a function of L for the MEA data, 
and AE-8 MAX and AE-8 MIN. The MEA flux differs by up to a factor of 5 from 
the AE-8 MAX data and an order of magnitude from AE-8 MIN. 

Figure 9.21 shows the dependence of flux on B/B0 for the same two energies 
at L = 3. The two AE-8 models have identical slope indicating that they are not 
independent. Between B/B0 = 1 and B/BQ = 12 the AE-8 flux drops by more than 
an order of magnitude. The MEA data shows a much flatter slope at both energies, 
dropping by less than a factor 3. 

At L = 5, as shown in Fig. 9.22, the AE-8 models are nearly identical. There 
is also better agreement with the MEA data, although this still drops less rapidly 
with B/B0. 

L 
Figure 9.20. Flux of AE-8 MAX (solid line), AE-8 MIN (dotted line) and MEA data 
(dashed line) against L for 0.15 MeV (top three traces) and 0.98 MeV (bottom three traces) 



226 SURVEY OF CRRES DATA 

B / B O 

Figure 9.21. Flux of AE-8 MAX (solid line), AE-8MIN (dotted line) and MEA data 
(dashed line) against B/BQ for 0.15 MeV (top three traces) and 0.98 MeV (bottom three 
traces), for L = 3 

9.7 Conclusions 

The MEA instrument has provided a large database appropriate for studies of both 
the inner and outer radiation belts. The noise experienced by the instrument was 
significant but count rates were large and signal to noise remained good. Dead-
time correction effects were accounted for up to the point where observed counts 
decreased as real counts increased. This count saturation problem applied only to 
low energy channels in the inner radiation belt. 

A reduced database was created from 313 orbits of data. This was done to allow 
many tests to be performed on the data without excessive computing loads. A survey 
of the data was performed using this database. Electron spectra became softer at 
low energies as L increased. The spectra also became progressively less logarithmic. 
Pitch angles were peaked at 90° at all energies, something that was expected for 
a trapped population. Evidence for "butterfly" distributions, peaking at 45° and 
135°, was seen at high energy and L values. At low energy, flux increased with Kp 
but this effect became less pronounced at higher energies and at 1370 keV high Kp 
produced a decrease in flux. The CRRES coverage in local time was not complete 
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Figure 9.22. Flux of AE-8 MAX (solid line), AE-8MIN (dotted line) and MEA data 
(dashed line) against B/BQ for 0.15 MeV (top three traces) and 0.98 MeV (bottom three 
traces), for L = 5 

for any L value in the outer radiation belt. However, in data not presented here, 
there appeared to be no local time dependence of flux when a single L value was 
selected. This is the result expected if the magnetic field model used to calculate L 
is realistic. Satellites with longer lifetimes were used as data sources to look at solar 
cycle variations. An anticorrelation of radiation belt flux at geostationary orbit with 
sunspot number was seen. 

A number of different coordinate systems were used to organize the MEA data, 
to test their suitability for a new model. Two systems, [ log(B m /B 0 ) , L\ and (a 0 , L) 
were found to cover the outer belt well, organized the data so that systematic changes 
in flux level were seen and had an acceptably small standard deviation in the outer 
belt. The (AO,L) coordinate system had the additional advantage of being more 
conceptually simple and did not exaggerate the MEA pitch angle resolution in the 
loss cone. Hence this system is our recommendation for use in a new model. 

Two new models were developed from the MEA model. One was binned using 
the same coordinate system as AE-8. The other used the preferred ( a 0 , L) system. 
These are early versions of models that we plan to develop in a following study. 

MEA data were compared with the integral isotropic fluxes predicted by AE-8. 
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The MEA data were broadly similar to AE-8 MAX near the equator but dropped 
less steeply away from the equator. 



Chapter 10 
Analysis of GOES electron data 
10.1 Introduction 
The GOES-T satellite of the National Oceanographic and Atmospheric. Adminis-
tration (NOAA) is a geostationary Earth observation satellite. It carried a set of 
radiation sensors (Williams 1976) which measured protons in 7 energy channels, 
alpha particles in 6 energy channels and electrons in 1 energy channel. The energy 
bins are listed in Table 10.1. 

The GOES-7 database extends from 1988 to 1993, and data coverage is nearly 
continuous. The satellite was situated at 108° west. In this study we have been 
concerned with the characteristics of the outer radiation belt which is dominated by 
electrons and hence it is the single electron channel that has been of interest. 

Table 10.1. Central energies of the radiation detectors on GOES-7 

Proton channels Alpha channels Electron channels 
1 2.4 MeV (0.6-4.2 MeV) 1 6.9 MeV 1 > 2 MeV 
2 6.5 MeV (4.2-8.7 MeV) 2 16.1 MeV 
3 11.6 MeV (8.7-14.5 MeV) 3 47.2 MeV 
4 29.5 MeV (15.0-44.0 MeV) 4 120.0 MeV 
5 60.5 MeV (39.0-82.0 MeV) 5 210.0 MeV 
6 142.0 MeV (84.0-200.0 MeV) 6 415.0 MeV 
7 305.0 MeV (110.0-500.0 MeV) 
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230 ANALYSIS OF GOES ELECTRON DATA 

10.2 Data processing 

The GOES data were supplied to ESTEC courtesy of H. Sauer at NOAA. They 
presently reside on an ESTEC data directory and are accompanied by some display 
software written in PV-WAVE by C. Tranquille at ESTEC. These programs have 
been used where appropriate and information contained in them, e.g. on data format, 
has been used in writing new programs. New display software was written in IDL 
(which is nearly identical to PV-WAVE) and more CPU-intensive processing was 
done in FORTRAN. 

10.2.1 Correction for energetic protons 

Figure 10.1 shows measured electron fluxes for March 1991. There are a number of 
peaks in the data but the most dramatic feature is the sudden rise in fluxes by more 
than four orders of magnitude that occurred on around day 23 of the month. 

Figure 10.2 shows the proton flux over the same period. The same flux peak is 
observed in the protons. In fact the shape of the rise and fall is almost identical in 
the two cases. Similar rises are seen in the other proton energy channels. The pro-
ton data are typical of a solar proton event. It appears that these energetic protons 
are producing false counts in the electron instrument. Since the data contamina-
tion produced by these protons can exceed the electron fluxes by several orders 
of magnitude, it cannot be ignored even in long-term averages. Sauer at NOAA 
stated that although the electron detector was known to be sensitive to protons 
above about 35 MeV, the contamination was spectrum dependent and there was no 
NOAA-approved method of subtracting it. 

To test possible functional forms for the noise, the data around the solar proton 
event on 22nd March 1991 were used, considering only the period when the assumed 
noise fluxes were above 104 cm_ 2s_ 1sr_ 1 . This threshold was set because when noise 
fluxes are very high it is reasonable to ignore the real electron contribution entirely. 
There were 295 data points in this period. 

First function 

In the attempt to find a suitable function, the noise was taken to be simply propor-
tional to the 6.5 MeV proton flux. This was the proton flux that appeared to vary 
in the most similar way to the electron noise. However, the log scale of Figs. 10.1 
and 10.2 is deceptive and this function results in a noise ratio (calculated/observed) 
that varies between 1 and 3. This function was considered inadequate. 
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Figure 10.1. GOES electron flux for March 1991 
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Ratio of Calculated to Observed Noise 
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Figure 10.3. Ratio between calculated and observed contamination using the second and 
third functions (dotted and solid lines respectively) 

Second function 
In the second attempt, it was assumed that the noise fluxes were an unknown lin-
ear function of the proton flux in all seven energy channels. The best fits to the 
contributions of each energy were found by Single Valued Decomposition (SVD). 
The resulting function produced a noise ratio of 1 ±30% and is plotted in Fig. 10.3. 
There were some problems with this technique. Some energies made a negative con-
tribution to the flux in this fit which is not physical. Also, one of the worst fitted 
points was the very first one which leads one to suppose that had the test data 
started a little earlier, the fit may have been much worse. It was considered that 
this function was not ideal. 

Third function 
This function was based on the hypothesis that all protons above a certain energy 
are recorded as noise counts in the electron detector. Only the effective threshold 
energy needs to be found plus a scaling factor to account for the unknown proton 
geometric factor of the electron detector. 

The total flux of protons detected on GOES can be approximated by multiplying 
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the flux in each energy bin by the energy between that bin and the one below, i.e.: 

Flux = 2.4 x proton(l) + 3.7 x proton(2) + 5.5 x proton(3) + 17.9 x proton(4) 

+ 30.0 x proton(5) + 81.5 x proton(6) + 163.0 x proton(7), (10.1) 

where proton(z) is the flux in proton energy channel i. This function describes the 
total flux from 0 to 305 MeV. The ratio between this function and the observed noise 
is not however constant. By ignoring all flux below a certain energy we found the 
total flux above an energy threshold instead. The threshold was gradually moved 
upwards until the ratio between the proton flux and the electron contamination 
became nearly constant. The best result was found with an energy threshold of 
7.5 MeV. Figure 10.3 shows the result achieved by this method. 

The scaling factor is simply given by the ratio of the average of this function 
to the average observed contamination. In this way a noise ratio of 1 ± 30% was 
achieved. This result was no better than the SVD result but has the advantage of 
being physically more meaningful and hence is less likely to produce disastrously 
wrong results at other times. Hence, this was chosen as the contamination function. 
The scaling factor was increased to cover the possible 30% undercalculation of the 
contamination. This was done so that we can be sure that all the contamination 
was removed. 

Hence the final contamination algorithm is: 

noise = 26.8 [2.1 x proton(3) + 17.9 x proton(4) + 30.0 x proton(5) 

+ 81.5 x proton(6) + 163.0 x proton(7)]. (10.2) 

Figure 10.4 shows uncorrected electron flux and the contamination factor for March 
1991. The contamination gives a very good approximation to the peak on 23rd 

March and shows that a smaller peak on 13th March was entirely caused by protons. 
Many true enhancements in the electrons are also visible. It can be clearly seen that 
the apparent lower limit to electron fluxes is determined by a background flux that 
is always present in the ion data. As will be discussed in Sect. 10.2.3, this flux is due 
to a second contamination flux that affects both the ions and electrons. Because it 
appears in the ion data, our correction algorithm automatically removes it from the 
electrons. To show that the algorithm works well at other times, a similar plot for 
May 1991 is shown in Fig. 10.5. 

10.2.2 Removal of spurious data points 

It was observed that spurious data points started to appear in the data set more and 
more as time went on. An example of this problem is shown in Fig. 10.6 showing 
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GOES-7 >2MeV for Mar 91 
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Figure 10.4. Uncorrected electron flux (solid line) and calculated proton contamination 
(dotted line) for March 1991 

GOES-7 >2MeV for May 91 
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Figure 10.5. Uncorrected electron flux (solid line) and calculated proton contamination 
(dotted line) for May 1991 
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Figure 10.6. Uncorrected electron fluxes for March 1993 

electron fluxes for March 1993. Fortunately all these points had the same value, 
32700, which probably arose from a misinterpretation of the number - 1 , which is 
frequently used as a "no-data" flag, when transferring the data from machine to 
machine. Data points with this value were removed in the analysis that follows. In 
addition, the flux value 5.14002E+32 occurred occasionally in the data and these 
data points were also removed. 

10.2.3 Change from uncorrected to corrected data files 

Figure 10.7 shows the proton flux for the entire database in the 305 MeV channel. 
A sudden jump in fluxes occurs on 1st January 1992. The sudden decrease in fluxes 
occurs where a correction began to be applied to the proton fluxes. The correction 
was applied to all proton energies but not to the electrons. 

According to Sauer, the protons were corrected for out-of-aperture, and out-of-
energy-range response according to preflight laboratory calibrations. This was done 
assuming that the spectrum over each channel was representable by a power law, 
on a point by point basis on the 5-minute averages. The running background levels 
were also subtracted for each channel. 

The changes to the calibration of the proton fluxes require a small change in 
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Figure 10.7. 305 MeV proton fluxes. Tick marks are at yearly intervals on the time axis. 

the contamination algorithm used by us to correct the electrons. However, the 
subtraction of the background level is more critical. The background comes probably 
from galactic cosmic radiation. Once the proton fluxes have had this component 
removed, they cannot be used to remove it from the electrons. Using corrected 
proton fluxes, the contamination algorithm worked well when proton fluxes were 
high but left a substantial uncorrected contamination flux in the electrons at quiet 
times. The uncorrected proton data for 1992 to 1995 are held at ESTEC but have 
not yet been transferred to the VAX data disk, so in this study we have used data 
quantitatively only before 1992. 

10.3 GOES Analysis 
As Figs. 10.4 and 10.5 showed, GOES-7 > 2 MeV electron fluxes varied very widely. 
Flux increases typically happened over periods of 2 or 3 days and could raise fluxes 
by as much as 4 orders of magnitude. These raised levels usually lasted no longer 
than 10 days and often decreased as quickly as they began. 
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10.3.1 Long term behaviour 

Figure 10.8 shows corrected electron fluxes from 1988 to the end of 1991. The 
fluxes were processed into daily averages by averaging the log of the flux to reduce 
the effect of any error in the contamination subtraction. The spikiness of the data, 
occurs because of the duration of enhanced flux levels of just a few days. There are 
periods of generally low flux in the second half of 1989 and the beginning of 1991. 

10.3.2 Autocorrelation analysis 

The autocorrelation coefficients of the data displayed in Fig. 10.8 were calculated 
for time separations of 0 to 365 days and are shown in Fig. 10.9. This was done 
to look for preferred periods between similar features in the data. There are clear 
peaks at 27 day intervals corresponding to the solar rotation period. Peaks at this 
period can be seen in Fig. 10.8. Enhanced correlation at half this period are also 
seen, possibly as a result of crossing magnetic, sector boundaries in the solar wind. 
The amplitude of the correlation coefficient variations becomes smaller at around 
6 months separation perhaps indicating that the 27 day cycle is not consistantly 
strong. 
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GOES Electron >2MeV Flux Autocorrelation 
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Figure 10.9. Autocorrelation coefficient versus time offset for > 2 MeV electron fluxes 

The autocorrelation function for uncorrected 6.5 MeV protons was also found 
but is not presented here. These protons are not trapped radiation belt particles 
but come straight from the Sun.. The proton enhancements were not as regular as 
the electrons and their separation was typically 22 days rather than 27. The reason 
for this period is not known. 

10.3.3 Comparison with Meteosat SEM-2 data 

Both Meteosat-3 and GOES-7 were launched in 1988. The SEM-2 monitor on 
Meteosat-3 and the radiation instrument on GOES-7 have provided almost con-
tinuous coverage since that time. Hence there is a long period with data from both 
satellites. Both are geosynchronous but they are widely separated in local time. 
GOES-7 remained at 108° west. Meteosat-3 was initially at 0° west and later moved 
to around 50° west. SEM-2's peak energy bin is 202-300 keV and so the GOES-7 
data provides valuable new data from a similar orbit. 
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Figure 10.10. Normalized flux versus local time for SEM-2 43-60 keV (solid line), SEM-2 
202-300 keV (dotted line) and GOES-7 > 2MeV (dashed line) 

Local t i m e variation 
Figure 10.10 shows the local time dependence of electron flux for two SEM-2 ener-
gies and the GOES-7 data. For each energy, the flux was divided by the peak flux 
to make a direct comparison of their diurnal variation easier. The SEM-2 43-60 keV 
fluxes peak around 04 hours and have a non-sinusoidal profile. Comparison with 
substorm injection event statistics (Rodgers & Johnstone 1995) have established 
that this diurnal variation reflects the local time distribution of substorm injection 
events. The GOES-7 > 2 MeV fluxes peak at around 11 hours and are approximately 
sinusoidal in profile. As discussed in Technical Note 6, this is consistent with the 
variation in L as a geostationary spacecraft moves in local time. Hence the GOES 
data are typical of trapped radiation with a negative gradient in L at geostationary 
orbit. The SEM-2 202-300 keV flux variation is similar to the GOES flux but dis-
placed an hour earlier in local time. This implies that along with trapped radiation 
there are some substorm-related fluxes at this energy. This is an inference that we 
could not have made without the GOES data. 
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Figure 10.11. SEM-2 202-300 keV fluxes (dotted line) and GOES-7 > 2MeV (solid line) 
background-subtracted fluxes for July 1990 

Temporal comparison 

Although an hour by hour comparison between fluxes at Meteosat and GOES-7 is 
difficult to interpret because of the separation of the satellites, they are ideal for 
looking at variations over timescales of a day or more. Figure 10.11 shows both 
GOES-7 and SEM-2 202-300 keV fluxes for July 1990. 

There is a very strong similarity between the two data sets. The variation in the 
higher energy fluxes is stronger both diurnally and in terms of general flux increases 
than in the lower energy fluxes. However the major flux enhancements are seen at 
both energies. To carry out a quantitative comparison, the Meteosat and GOES 
data were made into daily averages so that diurnal effects would be eliminated. 

The correlation coefficients between the logs of GOES > 2 MeV flux and SEM-
2 flux at 43-60 keV and 202-300 keV were calculated for a range of time offsets 
between the data sets. The daily-averaged background-subtracted GOES data were 
used. The results are plotted in Fig. 10.12. This shows that there is typically a 
2-day gap between flux changes at 43-60 keV and > 2 MeV. A gap of around 0.5 
days exists between changes at 202-300 keV and > 2 MeV. 

A similar correlation was performed between GOES log fluxes and Kp, the plan-
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Figure 10.12. Correlation coefficient as a function of time offset for > 2MeV fluxes 
compared with 43-60 keV fluxes (solid line) and 202-300 keV fluxes (dotted line) 

etary magnetic activity index. The results presented in Fig. 10.13 show-that GOES 
fluxes lag Kp by typically 3 days. 

The source of energetic electrons in the outer radiation belt has not yet been 
established. These particles are far more energetic than the bulk of the magneto-
spheric plasma and so a powerful heating mechanism is needed if there is an internal 
magnetospheric source. An external non-magnetospheric source seems unlikely how-
ever. The GOES-7 results add strength to the argument, made in Technical Note 6, 
that there is a mechanism at work which acts on ambient magnetospheric electrons 
and progressively energizes them up to the energy of the radiation belts. Over a 
three-day period, we see first a rise in magnetic activity, then a rise in 43-60 keV 
fluxes associated with substorms, then a rise in low-energy radiation belt fluxes at 
202-300 keV and finally a rise in high-energy radiation belt fluxes > 2 MeV. 

10.4 Conclusions 
GOES-7 > 2 MeV electron data form a long continuous database that is of great use 
in studying the characteristics and processes of the outer radiation belt. Although 
the data are severely contaminated by proton and probably cosmic ray fluxes, the 
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Figure 10.13. Correlation coefficient as a function of time offset for > 2 MeV. fluxes 
compared with Kp 

presence of complementary proton data enables noise from both of these sources 
to be removed. The algorithm developed to do this was highly successful. The 
data show that fluxes at geostationary orbit are variable over periods of a few days, 
changing by as much as two orders of magnitude in this time. 

Periods of 27 and 13 days were found in the data, indicating a dependence on 
solar rotation and sector boundary crossings. GOES proton data exhibited a 22 
day period. Diurnal variation in electron fluxes was stronger than at low energies 
in Meteosat SEM-2 data. This indicated that the slope of the fluxes in terms of L 
is more negative at higher energy. 

GOES electron fluxes peaked around 11 hours local time, this provided evidence 
that 202-300 keV fluxes, which peaked earlier, experienced some flux contribution 
due to substorm injection events. 

Cross-correlation between GOES fluxes and SEM-2 fluxes at 43-60 keV and 202-
300 keV as well as Kp was performed with a range of time separations. This showed 
that changes in Kp, 43-60 keV flux, 202-300 keV flux and > 2 MeV flux occurred 
in sequence, with a total elapsed time of 3 days. This provides strong evidence for 
a process of heating ambient magnetospheric plasma up to radiation belt energies 
over this time scale. 
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Figure 2.3. Comparison of equatorial proton fluxes for solar maximum 

Log(Flux(INP)/Flux(AP8)) Protons. Solar min. B/Bo= 1.0 

-0.5 0.0 0.5 

- 1 0 1 2 3 
Log(Energy(MeV)) 

Figure 2.4. Comparison of equatorial proton fluxes for solar minimum 



Figure 2.5. Comparison of equatorial electron fluxes for solar maximum 

Figure 2.6. Comparison of electron equatorial fluxes for solar minimum 



Figure 2.7. Comparison of 2 MeV proton fluxes for solar minimum 
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Figure 2.8. Comparison of 0.5 MeV electron fluxes for solar minimum 
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Figure 2.9. Comparison of proton fluxes for L = 6.6 for solar minimum 
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Figure 2.10. Comparison of electron fluxes for L = 6.6 for solar minimum 
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Figure 2.11. Solar cycle variations of the AP-8 model fluxes for 10 MeV protons 

Figure 2.12. Solar cycle variations of the INP model fluxes for 10 MeV protons 
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Figure 2.13. Solar cycle variations of the INP model fluxes for 1 MeV protons 
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Figure 2.16. Solar cycle variations of the INP model electron flux at L = 6.6 



Figure 2.14. Solar cycle variations of the AE-8 model fluxes for 2MeV electrons 

Figure 2.15. Solar cycle variations of the INP model fluxes for 2 MeV electrons 
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Figure 4.10. Distribution of log ns over the world map at 1000 km 
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Figure 4.11. Distribution of hmjn over the world map at 1000 km. The solid lines 

represent constant values of the ratio Bc/B. 



loq(nsT/n: 

; 80 .0 - 9 0 . 0 

F i g u r e 4 .12 . Distr ibution of the ratio nmin/ns over the world map at 1000 km. The solid 
lines are lines of constant AP-8 MIN flux above 10 MeV. 
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Figure 7.29. Wavelet plots: raw data (top), Fourier filtered data (middle), "stretched" 
data (bottom) 
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