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Abstract 

The plasma state is the fourth state of matter. Although we are especially familiar with solids, 
liquids and gases in our neighborhood, it is often said that 99 % of the universe consists of 
plasma (stars, interplanetary medium) and therefore space plasma physics is a well-developed 
field of research. One can ask oneself in what state we can find the remaining 1 % of matter. 
Well, dust would make up most of the remainder. Indeed, in almost all space plasma 
environments, including planetary magnetospheres, cometary environments and planetary 
rings, dust grains are found and a new field of research was introduced: the physics of dusty 
plasmas. 

Because theoretical science must develop along with the available experiments and/or 
measurements, the first thing to do is to look at the available data. A review is given (chapter 
2) for the three most promising dusty plasma environments in space physics (the rings of the 
outer planets, the cometary environment and interplanetary dust). As explained earlier, the 
dust charging process and the dusty plasma modes couple, and therefore the knowledge of the 
charging mechanism is essential in the description of dusty plasma waves. To evaluate the 
dust charging process correctly, it is essential that we use adequate information. The lack of 
availability of dust related data made it clear that new detection techniques are necessary to 
improve our knowledge of dusty plasma environments. In chapter 3, existing in situ 
detection techniques are reviewed and a new, promising one is examined in detail. This 
technique (Radio Dust Analyzer - RDA) makes it possible to analyze the dust grain 
characteristics (velocity, direction of propagation charge), by the use of wire dipole antenna. 
Chapter 4 briefly reviews the present status of the charging model, giving analytical 
expressions where they are available. The results of chapters 2 and 4 are used to indicate 
what processes are relevant in the charging of the dust grains in the different space plasma 
applications we have in mind (chapter 5). The chapter gives both the equilibrium potential 
and charging time, and the relative importance of the charging mechanisms for the different 
applications. 

The remainder of this work describes waves and instabilities in dusty space plasmas. In 
chapter 6 we explain our multi-fluid model which includes sink/source terms for the plasma 
capture of the grains. In chapter 7 a general description of electrostatic modes in the presence 
of dust charge variations is carried out. The damping of low-frequency, dust-acoustic, ion-
acoustic and Langmuir modes is quantified. Electromagnetic modes are described in Chapter 
8, both at the linear and the nonlinear level. The influence of the dust on the pickup of 
cometary ions by the solar wind is examined, and the reductive perturbation method is used to 
treat the nonlinear evolution of parallel, perpendicular as well as oblique modes. 

The influence of mass-distribution and self-gravitation is given in chapter 9, and a coupling 
between the Jeans instability and Alfven and dust-acoustic modes is described. Chapter 10 
the gives the general conclusions. 
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Samenvatting 

Zoals bekend is de plasmatoestand de vierde aggregatietoestand van de materie. Alhoewel we 
vooral v.ertrouwd zijn met vaste stoffen, vloeistoffen en gassen, wordt er dikwijls beweerd dat 
99 % van het heelal bestaat uit plasma. Hiermee worden dan voornamelijk de sterren en het 
interplanetaire milieu bedoelt en het is dan ook niet vreemd dat ruimteplasmafysica een goed 
uitgebouwde tak van de natuurkunde is geworden. Men kan zich natuurlijk de vraag stellen in 
welke toestand de overblijvende 1% van de materie zich bevindt. Stof is hiervoor een goede 
kandidaat. Aangezien in bijna alle ruimteplasma's stofdeeltjes zijn teruggevonden, werd er 
een nieuwe tak van de natuurkunde geïntroduceerd: de fysica van de stofplasma's. 

Omdat theoretische benaderingen onmogelijk zonder een experimentele basis en/of verificatie 
kunnen, hebben we eerst en vooral de beschikbare gegevens op een rijtje gezet. In het tweede 
hoofdstuk werd een overzicht gegeven van de drie meest veelbelovende omgevingen: de 
ringen van de buitenplaneten, de omgeving van kometen en het interplanetaire medium. Voor 
de volledigheid werden de recente oplaadexperimenten en de stofplasmakristallen niet 
vergeten. Hieruit bleek duidelijk dat de stofplasma-gegevens beperkt zijn en dat zette ons aan 
om een nieuwe detectiemethode voor te stellen, die we "Radio Dust Analyzer" (RDA) hebben -
genoemd. Deze techniek maakt het mogelijk om met behulp van een dipoolantenne de 
karakteristieken van een langsvliegend stofdeeltje (snelheid, lading, richting) en van de 
omgeving (Debyelengte) te detecteren. Het signaal dat door een geladen deeltje wordt 
geïnduceerd en de bijbehorende ruisniveaus werden onderzocht voor enkele ruimtemissies: 
Rosetta, Wind, Casinni en Voyager. De mogelijkheid werd geopperd om de signalen die 
werden doorgestuurd door Voyager 2 en het PWS experiment te herbekijken met het oog op 
deze techniek. Hoofdstuk 4 geeft een kort overzicht van de huidige staat van het onderzoek 
naar het oplaadmodel. Het niet-lineaire oplaadproces kent verschillende oplaadmechanismen. -
Verder is de evenwichtslading niet uniek; het is immers mogelijk dat stofdeeltjes van dezelfde 
grootte en samenstelling een andere evenwichtslading bereiken vanwege hun verschillende 
oplaadgeschiedenis. Het vijfde hoofdstuk maakt duidelijk welke de belangrijkste 
oplaadmechanismen zijn in de ringen van Saturnus, en het interplanetaire medium. 

Het vervolg van de thesis beschrijft golven en instabiliteiten in ruimteplasma's beschreven 
door een multi-fluïdum model waarin de stofcomponent wordt beschreven als een enkele 
fluïdum-populatie. Dit model is toereikend voor de toepassingen die we willen beschrijven en 
heeft het voordeel dat het makkelijk interpreteerbaar is. In tweede instantie zal het model 
worden uitgebreid door meerdere stofkomponenten met een massaverdeling en zelfgravitatie 
in te voeren (hoofdstuk 9). Het zevende hoofdstuk geeft de koppeling van elektrostatische 
golven met het oplaadmechanisme in een drie-komponenten plasma weer. We toonden aan 
dat de aanwezigheid van stofdeeltjes de klassieke Langmuir oscillaties zal dempen. Voor twee 
stofplasma-omgevingen werd de bekomen dispersierelatie opgelost. In hoofdstuk 8 worden 
dan de elektromagnetische golven behandeld. Een specifiek frequentiegebied waarvoor de 
stofdeeltjes als immobiel mogen worden beschouwd, terwijl de frequentie van de modes 
onder de gyrofrequentie van de plasmadeeltjes zit, werd behandeld. Dit laat ons toe om een 
nieuw soort whistlermode te beschrijven. Aan de andere kant laat de studie van dit 
frequentiegebied ook toe om te besluiten dat in de zonnewindinteraktie met kometaire 
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stofplasma's de stofdeeltjes geen rol van betekenis gaan spelen. Ook werd de niet-lineaire 
behandeling doorgevoerd van parallelle golven in een stofplasma waar het stof enkel uit een 
vaste achtergrond met fluctuerende lading bestaat. 

De invloed van zelfgravitatie en massadistributie werd onderzocht in hoofdstuk 9. Alhoewel 
de gravitatiekrachten voor de deeltjes in een stofplasma veel kleiner zijn dan de 
elektrostatische krachten, zullen kleine afwijkingen van de evenwichtsoplossing van een 
stofplasma wel worden beïnvloed door de zelfgravitatie. Voor neutrale deeltjes kunnen enkel 
thermische effekten het systeem voor de Jeans instabiliteit behoeden. Voor een stofplasma 
met geladen deeltjes daarentegen, kunnen ook plasmagolven dit stabilizerend effect 
veroorzaken. Indien geen magnetische veld aanwezig is, zal de Jeans instabiliteit worden 
beperkt door stof-akoestische golven. Bij een uitwendig magnetisch veld blijkt dat we voor de 
beschrijving van de (loodrechte) magneto-akoestische golven we een AlfVén-Jeans lengte 
kunnen introduceren, die de grootte van de het stabiele systeem loodrecht op het magneetveld 
bepaalt. 
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Résumé 

Les plasmas constituent le quatrième état de la matière. Bien que l'enseignement universitaire 
nous familiarise davantage avec la physique des solides, des liquides et des gaz neutres, les 
plasmas représente 99 % de l'Univers. En effet, les étoiles et l'environnement interplanétaire 
sont principalement constitués de plasmas. Aussi, il n'est guère étonnant que la physique des 
plasmas spatiaux soit devenue une branche très développée de la physique. On peut se poser 
la question de savoir dans quel état se trouve le dernier 1 % de la matière. L'état solide sous 
forme de grains de poussière pourrait s'avérer être le meilleur candidat. Or, étant donné que 
dans tous les plasmas spatiaux on détecte l'existence de grains de poussière, une nouvelle 
branche de la physique s'est créée : la physique des "dusty plasmas". 

Sans recours aux observations et aux vérifications expérimentales, il est difficile de 
développer une approche théorique. Dès lors, nous commençons dans ce mémoire par 
répertorier les données d'observation actuellement disponibles. Au chapitre 2, nous donnons 
un aperçu des trois environnements ionisés les plus riches en grains de poussières : les 
anneaux des planètes extérieures, l'environnement cométaire et le milieu interplanétaire. En 
vue d'être aussi complet que possible, nous avons également décrit les récentes expériences 
relatives à l'électrisation des poussières et celles relatives aux propriétés des cristaux de 
particules exhibant les caractéristiques du plasma. Il ressort de cette première partie de notre 
étude que les données d'observations relatives au plasma contenant des grains de poussières 
solides sont relativement limitées. 

Ceci nous a amené à proposer une nouvelle technique de détection des poussières. Nous 
avons appelé cette nouvelle technique « Radio Dust Analyzer » (RDA). Cette technique, 
basée sur l'utilisation d'une antenne dipôle, permet la détermination des caractéristiques d'une 
particule de poussière en mouvement (vitesse, charge, direction), ainsi que certaines 
propriétés de son environnement (longueur de Debye, température du plasma). Le signal 
induit par une particule chargée et les niveaux du bruit de fond qui l'accompagne pourraient 
être analysés par des sondes spatiales telles que : Rosetta, Wind, Casini et Voyager. La 
possibilité a été envisagée de réexaminer les signaux recueillis à bord de Voyager 2 par 
l'expérience PWS à l'aide d'une antenne dipolaire en appliquant cette nouvelle technique. Le 
chapitre 4 fournit un bref aperçu de l'état actuel des recherches concernant l'accumulation de 
charges électriques à la surface de grains de poussières. La charge à l'équilibre n'est pas 
nécessairement uniforme; en effet, il est possible que des particules de même grandeur et de 
composition identique aient une charge d'équilibre différente dépendant de l'histoire 
spécifique de leur chargement. Au chapitre 5 on explique clairement les principaux 
mécanismes de charge dans les anneaux de Saturne et dans le milieu interplanétaire. 

La suite de ce texte décrit les ondes et les instabilités dans les plasmas spatiaux, représentés 
par un modèle multi-fluide dans lequel la population de poussières est décrite comme une des 
composantes fluides. Ce modèle est suffisant pour les applications que nous souhaitons 
décrire ici et offre l'avantage d'être facile à interpréter. En deuxième lieu, le modèle est étendu 
grâce à l'introduction de plusieurs composantes de poussières en tenant compte d'une 
répartition des masses et de l'auto gravitation (chapitre 9). Le chapitre 7 explique le lien entre 
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les ondes électrostatiques et les mécanismes de charge dans un plasma à trois composantes. 
Nous avons démontré que la présence de particules solides atténue les oscillations classiques 
de Langmuir. La relation de dispersion obtenue a été résolue pour deux types 
d'environnements différents. 

Le chapitre 8 traite ensuite des ondes électromagnétiques. Nous y avons examiné un domaine 
de fréquence spécifique dans lequel les particules peuvent être considérées comme immobiles 
alors que la fréquence des modes se situe en deçà de la fréquence cyclotron des particules du 
plasma.-Ceci nous a permis de décrire un nouveau type d'émission à large bande de la 
magnétosphère. D 'autre part, l'étude de ce domaine de fréquences permet également de 
conclure que les particules de poussières ne jouent aucun rôle significatif dans l'interaction 
entre les vents solaires et les plasmas de particules cométaires. Nous y avons également 
réalisé le traitement non-linéaire d'ondes parallèles dans un plasma de particules où les 
poussières se composent d'un environnement à charge fluctuante. 

Dans le chapitre 9, nous examinons l'influence de l'autogravitation et de la distribution de 
masses des grains de poussières. Bien que les forces gravitationnelles soient nettement plus 
faibles que les forces électrostatiques, la solution d'équilibre dans le cas d'un plasma 
contenant des grains solides est légèrement différente; elle est bel et bien influencée par 
l'autogravitation. Un système de particules neutres peut être stabilisé vis-a-vis de l'instabilité 
de Jeans par des effets thermiques. Dans le cas d'un plasma de particules chargées, par contre, 
des ondes de plasma sont également susceptibles de produire un effet stabilisateur. En 
l'absence de tout champ magnétique, l'instabilité de Jeans sera limitée par des ondes 
acoustiques des particules du plasma. En présence d'un champ magnétique extérieur, il 
semblerait que nous puissions introduire pour la description des ondes magnéto-acoustiques 
(perpendiculaires) une longueur Alfvén-Jeans qui détermine là dimension du système stable 
dans la direction perpendiculaire au champ magnétique. 
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Zusammenfassung 
Beim Plasmazustand handelt es sich um den vierten Zustand der Materie. Obwohl wir mit 
Festkörpern, Flüssigkeiten und Gasen in unserer Nachbarschaft besonders vertraut sind, wird 
vielfach behauptet, daß 99 % des Universums aus Plasma besteht (Sterne, interplanetares 
Medium, usw.) und die Raumplasmaphysik deshalb als gut entwickelter Forschungsbereich 
zu betrachten ist. Man darf sich die Frage stellen, in welchem Zustand wir das verbleibende 1 
% an Materie vorfinden können. Staub dürfte wohl den Hauptanteil am Restbestand bilden. In 
der Tat sind Staubkörner in nahezu allen Raumplasma Umgebungen, einschließlich der 
planetaren Magnetosphären, der kometaren Umgebungen und der Planetenringe an zu treffen 
und ein neuer Forschungsbereich wurde demzufolge eingeführt: Die Physik staubiger 
Plasmen. 
Da die theoretische Wissenschaft sich gleichlaufend mit den verfügbaren Experimenten 
und/oder Messungen zu entwic kein hat, muß man sich in erster Linie die vorhandenen Daten 
ansehen. Eine Übersicht (Kapitel 2) wird für die drei vielversprechendsten Umgebungen mit 
staubigem Plasma in der Raumphysik gezeigt (Ringe der äußeren Planeten, kometare 
Umgebung und interplanetarer Staub). Wie bereits erläutert, ist der Staubbeladungsprozeß 
und das Schwingungsmoment des staubigen Plasmas und damit das Wissen um den 
Beladungsmechanismus bei der Beschreibung der staubigen Plasmawellen von wesentlicher 
Bedeutung. Zur richtigen Bewertung des Beladungsprozesses ist die Verwendung einer 
adäquaten Information von größter Wichtigkeit. Das Nichtvorhandensein von Daten in bezug 
auf Staub zeigt klar und deutlich, daß neue technische Ermittlungsverfahren im Hinblick auf 
eine bessere Kenntnis von Umgebungen mit staubigem Plasma erforderlich sind. Unter 
Kapitel 3 werden technische Ermittlungsverfahren in situ in Augenschein genommen und 
dabei wird ein neues, erfolgversprechendes Verfahren einer ausführlichen Prüfung 
unterzogen. Mit dieser Technik (Radio Dust Analyzer - RDA) wird es möglich, die 
Charakteristika der Staubkörner (Geschwindigkeit, Richtung der Propagationsladung) mit 
Hilfe einer Drahtdipolantenne zu analysieren. Kapitel 4 erläutert kurz den derzeitigen Status 
des Beladungsmodells, wobei analytische Ausdrücke gegeben werden, soweit sie verfugbar 
sind. Die Ergebnisse der Kapitel 2 und 4 werden zum Aufzeigen der Prozesse genutzt, die 
zum Beladen der Staubkörner bei den verschiedenen raumplasmatischen Anwendungen 
relevant sind, an die wir gedacht haben (Kapitel 5). Das Kapitel gibt sowohl das 
Ausgleichspotential und die Beladungszeit als auch die relative Bedeutung der 
Beladungsmechanismen für die verschiedenen Anwendungen an. 

Im übrigen erläutert dieses Werk die Wellen und Unstabilitäten instaubigen Raumplasmen. 
Unter Kapitel 6 erläutern wir unser Mehrflüssigkeitsmodell, das Senk-/Quellenausdrücke für 
das plasmatische Einfangen der Körner umfaßt. Kapitel 7 vermittelt eine allgemeine 
Beschreibung elektrostatischer Schwingungstypen in der Gegenwart von 
Staubbeladungsänderungen. Das Dämpfen von Niederfrequenz-, von staubakustischen, 
ionakustischen und Langmuir-Schwingungstypen wird quantifiziert. Elektromagnetische 
Schwingungstypen werden unter Kapitel 8 beschrieben, und zwar sowohl auf der linearen als 
auch auf der nichtlinearen Ebene. Der Einfluß von Staub auf das Speichern kometarer Ionen 
durch den Solarwind wird untersucht und die reduktive Beeinflussungsmethode wird zum 



8 

Behandeln des nichtlinearen Verlaufs paralleler, lotrechter sowie diagonaler 
Schwingungstypen eingesetzt. 
Der Einfluß der Massenverteilung und der Eigengravitation wird unter Kapitel 9 geschildert 
und eine Kopplung zwischen der Jeans-Unstabilität und AlfVen und staubakustischen 
Schwingungstypen wird beschrieben. Das Kapitel 10 enthält die allgemeinen 
Schlußfolgerungen 
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Chapter 1 

Introduction 

The plasma state is the fourth state of matter. As a rule, by adding energy to a solid we 
can make a liquid, a gas and finally by adding even more energy we come to the plasma 
state, where the gas gets partially or fully ionized. When we follow the definition of 
Langmuir, a classical plasma is a quasi-neutral collection of charged and neutral particles 
(ions, electrons and neutrals) showing a collective behavior. Although we are especially 
familiar with solids, liquids and gases in our neigborhood, it is often said that 99 % of the 
universe consists of plasma (stars, interplanetary medium) and therefore space plasma 
physics is a well developed field of research. 

One can ask oneself in what state we can find the remaining 1% of the matter. Well, dust 
would make up most of the remainder. Indeed, in almost all space plasma environments, 
including planetary magnetospheres, cometary environments, and planetary rings, dust 
grains are found and a new field of research was introduced: the physics of dusty plasmas. 

1.1 What is a dusty plasma ? 

A dusty plasma is the name given to a plasma heavily, laden with a dispersed phase of 
charged solid objects (grains or .dust particles). In space environments we see that the 
size transition from gas particles to large dust grains is almost continuous: from electrons 
and ions through macromolecules, clusters of molecules, very small or sub-micron sized 
grains, micron-sized grains, larger grains, boulders, asteroid remnants, etc. The size range 
we have in mind starts from the nanometer scale, extending to the centimeter scale, over 
seven orders of magnitude. 

Dust grains embedded in an ambient plasma and a radiative environment will get elec-
trically charged by various processes. In this way the relatively massive particles, with 
charges up to 104 elementary charges for micronsized grains, participate in the collective 
motion of the plasma particles. When the dust grain number density is small enough, the 
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charging of the different dust grains takes place independently of each other and we prefer 
to call it a dust-in-plasma. In such a system, the charge of the grains can be calculated 
by a test-particle approach. On the other hand, when the different dust grains are closer 
to each other, the charging of the different grains influences each other, and we obtain 
a dustyplasma. Both dust-in-plasma and dusty plasma are encountered in astrophysical 
environments. 

Figure 1.1: T h e F-r ing of Saturn, and the typical braids, kinks and clumps 

Despite the fact that the presence of dust grains in plasmas was already known for a long 
time, the study of the dust-plasma interactions is a relatively new field of investigation. 
Features observed in the Saturnian ring system by both Voyager 1 and 2, like the braids, 
kinks and clumps in the F-ring (Figure 1.1) and the spokes in the B-ring (Figure 2.3 
infra), could not be explained by purely gravitational means. This renewed the interest 
in dust-plasma interaction which made it possible to explain the spoke feature. 

Dusty plasmas have been investigated by diverse scientific communities, ranging all the 
way from astrophysicists to engineers involved in the fabrication of microchips for com-
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puters. Also, the scope of the processes involved go all the way from the physics of 
multicomponent plasmas, with varying degrees of collisionality, through surface physics 
to the physics of condensed matter. This last one arises from the most recent develop-
ment of the field, namely the formation of crystals in dusty laboratory plasmas. When we 
embed dust grains in a RF-discharge, these charged grains will repel each other and they 
can crystalize as usual ions do in a Coulomb lattice. The study of these crystals makes it 
possible to examine the solid state and its phase transitions in a macroscopic system. 

1.2 Waves in dusty plasmas 

A straightforward and relatively easy way to study a collective system like a dusty plasma 
is to look at the characteristics of wave propagation through it. A zoo of modes can 
propagate in a plasma and the presence of dust grains will alter existing modes and 
create new ones. In this way waves and instabilities can be used as diagnostic tools in a 
dusty space plasma environment, although this research field is typically an area where 
theory is leading observations [Mendis and Rosenberg, 1994]. Also from a mathematical 
point of view the study of dusty plasmas is interesting and challenging. Indeed, there are 
at least four reasons why dusty plasmas are essentially different from classical plasmas. 

1. T h e charge of a dust grain is variable, and is determined by the grain properties 
and the surrounding plasma. This changes the description of waves in the sense that 
plasma fluctuations related to a wave will induce grain charge fluctuations and a 
coupling between the wave and the charging mechanism occurs. 

Electrons and ions are given up or captured by the dust. This means that source/sink 
terms have to be incorporated in the plasma equations. The precise forms of these 
source/sink terms are highly nontrivial, but imply new (in)stabilities, both at the 
linear and nonlinear level. In a self-consistent theory, the dust grain charge becomes 
an additional, discontinuous, independent variable of the system. It would require 
a reconsideration of Boltzmann's equation coupled to the charging equation. This 
description is, however, beyond the scope of our work. 

2. The charge-to-mass ratio is usually much lower for dust grains than for 
plasma particles and the dust characteristic frequencies (plasma frequency and 
gyrofrequeiicy) are much smaller than those corresponding to the plasma particles. 
This makes it possible to examine a large, interesting frequency domain for phenom-
ena faster than the dust characteristic frequencies but slower than the plasma char-
acteristic frequencies. This implies also that it might be worthwhile to re-interpret 
low-frequency noise in dusty environments in this framework. 

Although for the usual plasma particles we can safely neglect the gravitational 
forces, this is no longer true for dust grains. Indeed it can be shown that the 
classical gravitational condensation of neutral grains is altered when we introduce 
dust grain charges and the corresponding plasma effects. The dusty plasma system 
can then be called self-gravitational. 
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3. The ion charge density is different from the electron charge density be-
cause charges are residing on the dust grains. These charges are immobilized and 
although the plasma including the dust is quasi-neutral, the collection of particles 
with a high mobility (electrons and ions) is not. The sign of the equilibrium charge 
of the grains determines the sign of the mobile charges. New wave phenomena occur 
for frequencies where the charged dust is just residing in the background. 

4. The dust grains possess a large range of grain sizes and for a realistic de-
scription we would need to use a mass distribution. When we use as a simplification 
a mono-sized dust population for the dusty plasma, an appropriate value must be 
taken to derive adequate results. 

1.3 Outline of this thesis 

The choice between an analytical analysis and a computer simulation is always subtle. 
The first approach needs a simplification of the system and hence crucial system elements 
can get lost. However, an analytical description has the benefit of giving more insight in 
the system as it is. Computer simulations, on the other hand, can tell more on the precise 
evolution of the system, but the information is restricted to the case study We think 
that in the dusty plasma research field our knowledge is not yet fully developed enough to 
start with detailed computer simulations. We restrict our approach to analytical models, 
without neglecting the applications, however. 

Because theoretical science must develop along with the available experiments and/or 
measurements, the first thing to do is to look at the available data. A review is given 
(chapter 2) for the three most promising dusty plasma environments in space physics 
(the rings of the outer planets, the cometary environment and interplanetary dust). As 
explained earlier, the dust charging process and the dusty plasma modes couple, and 
therefore the knowledge of the charging mechanism is essential in the description of dusty 
plasma waves. To evaluate the dust charging process correctly, it is essential that we 
use adequate information. The lack of availability of dust related data made it clear 
that new detection techniques are necessary to improve our knowledge of dusty plasma 
environments. In chapter 3, existing in situ detection techniques are reviewed and a new, 
promising one is examined in detail. This technique (Radio Dust Analyzer - RDA) makes 
it possible to analyze the dust grain characteristics (velocity, direction of propagation, 
charge), by the use of wire dipole antenna. Chapter 4 briefly reviews the present status 
of the charging model, giving analytical expressions where they are available. The results 
of chapters 2 and 4 are used to indicate what processes are relevant in the charging of 
the dust grains in the different space plasma applications we have in mind (chapter 5). 
This chapter gives both the equilibrium potential and charging time, and the relative 
importance of the charging mechanisms for the different applications. 

The remainder of this work describes waves and instabilities in dusty space plasmas. In 
chapter 6 we explain our multi-fluid model which includes sink/source terms for the 
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plasma capture of the grains. In chapter 7 a general description of electrostatic modes 
in the presence of dust charge variations is carried out. The damping of low-frequency, 
dust-acoustic, ion-acoustic and Langmuir modes is quantified. Electromagnetic modes 
are described in Chapter 8, both at the linear and the nonlinear level. The influence of 
the dust on the pickup of cometary ions by the solar wind is examined, and the reductive 
perturbation method is used to treat the nonlinear evolution of parallel, perpendicular as 
well as oblique modes. 

The influence of mass-distribution and self-gravitation is given in chapter 9, and a 
coupling between the Jeans instability and Alfven en dust-acoustic modes is described. 
Chapter 10 then gives the general conclusions. 
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Chapter 2 

Dusty plasma data 

In the solar system, dusty plasmas can be found in the Earth's magnetosphere, cometary 
tails and comae, planetary rings as well as in the interplanetary medium. Although this has 
already been recognized for decades, much of the characteristics of dust grains in space 
plasma environments is still unknown. Our knowledge of these systems comes mainly 
from remote sensing methods and radiation reflected or emitted by the dust particles 
at wavelengths from ultraviolet to microwave. The latter method requires the inversion 
of the radiative transfer equation, which gives the collective behavior in terms of the 
individual particle properties. The solution of the inverse problem is not unique, and is 
dependent on the assumed plasma model, so the results have to be interpreted with care. 
More knowledge can be recovered from in situ measurements, although the availability of 
such kind of data is highly restricted. 

In this chapter, the (mostly in situ) data on dusty plasmas in the solar system are reviewed 
and bundled. This is done mainly to bridge the gap that occurs between theoretical dusty 
plasma physics and their applications. Indeed, it happens that the same data are quoted 
over and over in literature without looking at the way in which they were obtained. An 
important example in the field of dusty plasma can be found in the well-known review 
article of Goertz [1989]. This otherwise so eminent article cites data without referring to 
the sources. Nevertheless, the numbers cited in this article are quoted very often in the 
literature, without the important warning that they are estimates at best. To correct this 
inaccuracy, a more profound study of the data sets is indispensable. 

Another reason why we should re-examine the available data is that we want to study 
the dust charging process in the different dusty plasma environments (chapter 4). The 
relevant charging mechanisms are highly dependent on the local conditions. Therefore, 
we will not only be interested in dust characteristics (grain size distribution, grain com-
position, grain charge, ...) but also in plasma characteristics (plasma densities, plasma 
temperatures) and environmental characteristics (relative dust-plasma velocity, magnetic 
field strength, photon flux, ...). This is by no means an easy task, because both experi-
mental and theoretical work are extremely intertwined. 
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Finally, a re-evaluation of the data sources can be used to quantify the mathematical 
models that were published in the last years. The interest in the physics of dusty plasmas 
has been increasing exponentially ever since, but most of the published papers use data 
from an unclear source, and hence a review like this could be very useful. 

In the last few years, industrial dusty plasma applications became more and more impor-
tant. Indeed, particulates suspended in plasmas were discovered to be a major cause of 
costly wafer contamination during semiconductor manufacturing. Much effort has been 
made to> understand particle growth, charging, levitation, and transport in order to opti-
mize the process. 

A relatively new, exciting laboratory topic in dusty plasma physics is the growth of stable 
crystals consisting of charged dust grains embedded in a plasma. The possibility of this 
was predicted by Ikezi [1986], while today experimental set-ups are built. 

We restrict this chapter to the most promising environments, i.e. the planetary rings 
(section 1), the cometary environment (section 2) and the interplanetary environment 
(section 3). Some of the data on dusty plasma in laboratories are also reviewed (section 
4). 

The concepts that might need some explanation are clarified at the end in a glossary. The 
occurrence of these words in the text is indicated with a superscript f. 

2.1 Dusty plasmas in planetary rings 

Each of the outer giant planets (Jupiter, Saturn, Uranus and Neptune) is known to be 
encircled by a system of rings. Some of these, such as the A, B and C rings of Saturn and 
the nine narrow Uranian rings, are rather optically thick and are composed primarily of 
large bodies (1 cm to 10 m). However, every other ring system has been found to contain 
a large population of micron-sized dust [Showalter, 1991]. 

While it has been recognized for more than a century that planetary rings must be com-
posed of a myriad of particles, even in the post-Voyager era we have not yet seen a single 
one. So we must rely on indirect and incomplete evidence, supplemented by theoretical 
considerations. 

To evaluate the dust-plasma velocity we follow Mendis et al. [1982]; the gyration frequency 
of a charged dust grain in a rotating magnetosphere lies between the Keplerian frequency 
(fitf) and the corotation frequency. Which of the two bounds will be closer to the actual 
gyration frequency depends on the charge to mass ratio of the grain. Highly charged grains 
are almost corotating, while massive grains are gyrating at the Keplerian frequency. 

Often the magnetic field in the neighborhood of planetary rings is modeled by a stationary 
dipole field. This is valid in the plasmasphere of the planet where the magnetic field is 
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not distorted by ring currents, in planets like the Earth, Jupiter and Saturn. However, for 
the planets Uranus and Neptune, the magnetic moments are offset and they have large 
tilt angles relative to the rotation angle and so their magnetic configuration in the ring 
plane is highly variable. 

Radial distances are expressed by the magnetic dipole shell parameter (L) which corre-
sponds to the distance from the magnetic axis of the planet in units of the planetary 
radius. The planetary radii can be found in Table 2.1. 

Planet Radius (m) Mass (kg) 
Jupiter 71.5 x 10s 1.90 x 1027 

Saturn 60.3 x 106 5.69 x 1026 

Uranus 25.6 x 106 8.69 x 1025 

Neptune 24.8 x 106 1.03 x 1026 

Table  2.1:  Planetary  radii  and  masses 

2.1.1 Jupiter's ring system 

Jupiter's ring system (Figure 2.1) was discovered in a single image from the Voyager 1 
fly by in 1979, and subsequently imaged in greater detail by Voyager 2. The data obtained 
from the spacecraft Ulysses and Galileo and their dust detectors are restricted. Due to 
the malfunctioning antenna, the low data rate of the Galileo orbiter restricts the images 
taken. The first Galileo images of Jupiter's ring system were acquired in November 1996. 
Another set will come about a year later [Showalter, private communication, 1997], The 
closest approach for the Ulysses spacecraft is 6.3 Jovian radii from the center of the planet, 
outside the rings. For the Galileo spacecraft the closest approach is outside the rings as 
well, and therefore in situ measurements cannot be expected from these spacecraft. 

The ring appears to contain three rather distinct components. The main ring is relatively 
thin. Near the main ring's boundary and the planet arises the halo, a vertically extended 
cloud of material. Finally, Showalter et al. [1985] were the first to note the presence of 
an even fainter ring extending outward from the main ring in a single Voyager image. 
The optical depth of this "gossamer" ring appears to have a peak near the location of the 
synchronoust orbit, which suggests a significant interaction with the local plasma. 

Particles in Jupiter's rings probably don't stay there for long (due to atmospheric and 
magnetic drag). Therefore, if the rings are permanent features, they must be continuously 
resupplied. The small satellites Metis and Adrastea, which orbit within the ring, are the 
obvious candidate sources. 

The only in situ data were obtained by the meteoroid penetration detectors on board 
the Pioneer 10 and 11 spacecraft. Pioneer 10 registered 11 impacts of dust particles 
with masses m > 2 x 10~12 kg and Pioneer 11 registered 2 dust particles with masses 
m > 2 x 10~u kg [Humes, 1980]. 

A review of the Jupiter data can be found in Table 2.2. 



24 CHAPTER 2. DUSTY PLASMA DATA 

Figure 2.1: Voyager 2 image FDS 20693.02, looking back at the ring ansa* from inside Jupiter's 
shadow. Inside the main ring, we see the broad faint torus called the halo. 

Dust characteristics 

The main ring is scattering substantially more light into high phase angles than into small 
ones, indicating a considerable dust concentration. The interpretation of the photometric 
data of the Jovian system is difficult because each pixel in an image represents the intensity 
of a line of sight through both the ring and the halo. For the forward scattered component, 
a description by means of a powerlawt integrated normal to the ring plane has been 
given: iV(a){m-2} = (1.7 ± 0 . 1 x 10~ u ) a ^ }

5 ± a 5 for grains with radii 0.3//m up to 100 ^m. 
Backscattering information reveals a strikingly consistent similarity with the data taken 
from Amalthea and provides a good indication that there are rough, macroscopic bodies 
present, with surface properties quite similar to those of Amalthea [Showalter et al., 1987]. 

The halo, a broad faint torus, is even more difficult to analyze photometrically, because the 
intensity measured in any image pixel is a sum of contributions along a line of sight with 
sample points throughout the halo region. Variations in that intensity may therefore be 
the result of changes in geometry or phase angle, or both. Different arguments [Showalter 
et al., 1987] lead to the result that the halo consists of a dust distribution with a slightly 
steeper powerlaw\ or one in which some of the larger grains have been lost. 

The gossamer ring has only been detected in backscatteringt for a limited range of phase 
angles. Although the variance of the ring intensity suggests diffraction by grains of radius 
a ss 1.5/xm, it is not possible to exclude the presence of either larger or smaller particles 
based on these data [Showalter et al., 1985]. 

Earth based measurements of the Jovian ring reflectance spectrum have been performed 
[Burns et al., 1984]. The absence of absorption features rules out water, methane and 



Dust characteristics Plasma characteristics Environment characteristics 
distribution number density nature ne ni Te Ti Location B V photonflux 

Jupiter 
[Burns e ta l . , 1984] [Intriligator et al., 1976] 

9.24 x 1012 m'2 s"1 

[Goertz, 1989] 

halo Distribution similar to 
the distribution of the 
main ring, but a slightly 
steeper slope 
[Showalter et al., 1987] 
or with submicron sized 
grains 
[Burns et al., 1984] 

? 
Silicate, 

Carbonaceous 
108 m"3 10» m"' 100 eV 100 eV 1.26-1.72 R, 205-81 pT 21.7 x 103 m s'1 

10.5 x ÎO3 m s"1 

main ring Distribution around 
micron sizes with a 
power law 
(q=2-3, a ^ K l . 3 pm, 
a ^ l O O p m ) 
[Burns e ta l . , 1984] 
[Showalter et al., 1987] 

The power law integrated normal to 
the ring plane: 

(1.7±0.1) x 10" a , . , * ! » ' 1 

[Showalteretal . , 1987] 

Silicate, 
Carbonaceous 

10s m 1 10» m"3 100 eV 100 eV 1.72-1.81 R, 81-69 p T 10.5 x ÎO3 m s'1 

8.5 x 103 m s'1 

gossamer 
ring 

micron sized radii 
[Showalter e ta l . , 198S] ? • 

Si(icate, 
Carbonaceous 

10" m ° 10» m 1 10C'eV 100 eV 1.81-2.94 R, 69-16 p T 8.5 x 103 m s"1 

-12.4 x 103 m s'1 

Table 2.2: Dust, plasma and environment characteristics of the Jovian ring system. 

t o 
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ammonia ice as major ring constituents. A silicate or carbonaceous composition has 
therefore been inferred. 

Plasma characteristics 

Intriligator et al. [1976] give an order of magnitude for the plasma characteristics in the 
plasmas'phere: Ne = Np = 108 m - 3 , T = 100 eV. These values were quoted ever since 
(e.g. [Goertz, 1989]). There are no further plasma data available in the Jovian rings. 
L = 5 is the closest from in situ measurements [Bagenal, private communication, 1996]. 

Environmental characteristics 

Jupiter's plasmasphere, extends to L ~ 10 and its dipole axis is tilted by 9.6°. The dipole 
moment is given by M = 1.5 x 1027Am2 [Parks, 1991]. 

We assume that the plasma rigidly rotates with a speed va(r) = Clj x r, with f2j = 
1.76 x lO^rads"1 [Ness, 1994]. . -

The photoelectron flux from a metal surface at the orbit of Jupiter is given by 9.24 x 
10 1 2 m - 2 s - 1 [Goertz, 1989], 

2.1.2 Saturn's ring system 

Some peculiar features in the ring system of Saturn caused a major boost in the devel-
opment of the physics of dusty plasmas. Indeed, during the Voyager spacecraft flybys, 
radial structures (spokes) in the B-ring, and braided structures in the F-ring (braids) were 
discovered. These features could not, contrary to general belief, be explained in purely 
gravitational terms, and hence a further development of the knowledge of the physics of 
dusty plasmas was necessary. 

But dust is not only present in these features. The innermost D-ring seems to occupy most 
of the region between the C-ring and the planet's cloudtops. The distinct brightening of 
the ring at the highest phase angles clearly indicates diffraction by micron-sized dust. 
Traveling outward, local high dust densities are to be expected in the spokes (B-ring). 
The next ring to show a preponderance of dust is a narrow ringlet near the middle of 
the Encke gap in the A-ring. The F-ring itself was the first narrow and longitudinally 
variable ring observed. Finally Saturn has two very faint outer rings, designated G and 
E. Interest in these two rings ha;s increased recently because of the potential hazard they 
may pose to the Casinni orbiter [Showalter, 1991]. The Saturn ring system is shown in 
Figure 2.2, while a review of Saturn dust data can be found in Table 2.3. 
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Figure 2.2: A picture of the Saturn ring system at a large phase angle 

Dust characteristics 

Our knowledge of particle properties has been greatly enhanced by spacecraft observations 
(Pioneer 11, 1-9-1979; Voyager 1, 12-11-1980; Voyager 2, 26-8-1981), which allow the 
rings to be viewed at a large range of phase angles extending to about 160°, fairly close 
to ƒ orwardscattering^. The main rings are typically backscattering^. This means that, 
overall, they contain at most only a small area fraction of dust. The photometric behavior 
of the optically thin rings is quite different from that of the main rings. These diffuse 
rings are brighter at high phase angles, demonstrating the presence of micron-sized dust 
particles. 

All of the high-quality spectral reflectance data, needed to resolve the particle composition 
of the rings, were obtained for the A and B-rings [Esposito et. al, 1984]. These spectra 
have been used to establish that water ice is a major component of the ring material [Clark 
and McCord, 1980], [Clark, 1980], The A and B-ring particles are probably primarily 
water -ice, possibly containing clathrate hydrates, although minor amounts of colored 
material (possibly sulfur or iron-bearing silicate compounds) are also present. It is likely 
that an overall ring composition is not too different from that of the various icy satellites 
[Esposito et. al, 1984], 

• The D ring. 

Little is known about the dust characteristics of the D-ring because of its low optical 
depths. This optical depth is uncertain, although it is very likely less than 10 ~3 

everywhere [Wilson, 1991], It could consist merely of dust grains, based on the few 
Voyager pictures where it can be seen [Showalter et al., 1991]. 
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Figure 2.3: Voyager 2 image F D S 43643.34 shows a distinct pattern of "spokes" in the B Ring (in 
reversed grayscale in forward scattered light). 

• The Spokes 

One of the most intriguing features observed in the Saturnian ring system by both 
Voyagers 1 and 2 were the nearly-radial, wedge-shaped features in Saturn's B-ring. 
The wedge becomes wider towards the planet. Because of their radial extension 
these structures were called "spokes" [Collins et al., 1980]. The spokes have an 
inner boundary at ~1.72 Rs and an outer boundary at approximately the outer 
edge of the B-ring. A typical spoke pattern is seen in Figure 2.3. High resolution 
images show that the leading and trailing edges of the spokes have distinctly different 
angular velocities, the leading edge has essentially the Keplerian velocity, whereas 
the trailing near-radial edge has approximately the corotational velocity [Grün et 
al., 1983]. 

Against the background of the B-ring they appear dark in backscattered light, and 
bright in forward scattered light, indicating that they are composed of micron and 
submicron-sized grains [Grün et al., 1983]. The observed deviation of the angular 
velocity of the spoke features from the Keplerian value can yield the charge-to-mass 
ratio of the spoke particles. A lower limit is given on the spoke particle size of about 
0.01 /xm [Thomsen et al., 1982]. 

The spokes were explained as follows. Consider a macroscopic ring particle in the 
neighborhood of which a dense plasma cloud develops. This cloud might be caused 
by meteor impact on the ring particles, however other mechanisms like lightning 
discharges cannot be ruled out. This dense plasma causes small dust grains that 
reside on the macroscopic ring particle to get electrostatically levitated. Due to the 
gravitational forces, these dust grains will drift relative to the plasma. Indeed, the 
plasma particles with their low charge-to-mass ratio will corotate with the planet 



DUSTY PLASMAS IN PLANETARY RINGS 29 

and its magnetic field, while the dust grains have an angular velocity between the 
Keplerian and corotation velocity as explained earlier. This causes charge separation 
and hence an electric field E and a corresponding E x B drift in the plasma. Outside 
the synchronoust orbit, this results in a drift away from the planet, while inside the 
synchronous orbit, the E x B drift is directed to the planet. As long as the drifting 
plasma remains dense enough, dust can be levitated, which marks the radial trail 
of the plasma. An observer will see this dust trail very much like the dust cloud left 
behind by a car racing along a dusty road [Goertz and Morfill, 1983]. 

The Encke gap brightens significantly at high phase angles, which indicates a 
preponderance of micron-sized dust. This ring has never received the investigation 
that it warrants, although an ample body of Voyager data exists [Showalter, 1991]. 

The F-ring has been studied by the Voyager image instrument, occultation measure-
ments of the rings and photopolarimeter instruments. Showalter et al. [1992] ana-
lyzed the photographic pictures using a semi-empirical theory for scattering by ran-
dom oriented, nonspherical particles. The contribution of Saturn-shine was included 
to the incident radiation field. A power law index of the dust (am i n = 0.001 fxm and 
cimax = 20 ^m) and the fractional contribution ƒ of the dust to the total optical 
depth were considered as free parameters. The analysis results in q = 4.6 ± 0.5 and 
ƒ > 98%. 

The braids, kinks and clumps seen in only a few pictures of the F-ring (Figure 
1.1) are the only features in the ring system which have up to this time defied a 
proper explanation. Avinash and Sen [1996] were to our knowledge the first to tackle 
the braid problem, giving an explanation based on the stability that occurs by the 
balance of the "pinch pressure" due to the dust ring current and the electrostatic 
pressure. 

The G-ring is very faint and narrow and has been studied photometrically [Showal-
ter and Cuzzi, 1993]. The Voyager 2 spacecraft crossed the ring plane, very close to 
the G-ring, at 2.86 Rs and the local impacts could be recovered in the Voyager 2 
data [Gurnett et al., 1983], [Tsintikidis, 1994], [Meyer-Vernet et al., 1997]. 

There are only two Voyager photographic images available that show the G-ring as 
visible to the eye. Showalter and Cuzzi [1993] could find the G-ring for four different 
phase angles. They proposed a power law index of 6.0 ± 0.2 with a amin = 0.03 m, 
and amax « 0.5 fim. Gurnett et al. [1983] proposed q = 7 for a m i n = 0.3 fim and 
amax = 3 /im. This result was revised by Tsintikidis [1994], and they obtained a dust 
number density of the order of 10 - 2 m - 3 , with a mass threshold ranging from 10 - 1 4 

to 5.4 x 10 - 1 2 kg. The results from the PRA-experiment given by Meyer-Vernet et 
al. [1997], give an indication that the slope flattens above 0.5 /zm. They assumed 
a rough continuity between the distributions and inferred that q < 3.5 for grains 
between half a micron and a few microns. 

The dust distribution integrated normal to the ring plane, and radially along the 
G-ring, as derived by Showalter and Cuzzi [1993], is given by iV.(a){m-i}cfa{Mm} = 
(5 .8±0 .3 )x l0 9 a^ 6

m } da { , i m } . 
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• The E- r ing has been studied photometrically [Showalter et al., 1991] and by local 
impact ionization analysis of the Voyager 1 data by Meyer-Vernet et al. [1996] 
(PRA-experiment) and Tsintikidis et al. [1995] (PWS-experiment). 

A very narrow distribution of slightly nonspherical particles 1.0 ± 0.3 /zm provides 
the best fit of the photometric data [Showalter et al., 1991]. This is in perfect 
agreement with the local analysis of Meyer-Vernet et al. [1996]. 

From photometric data, only integrated densities along the line-of-sight can be ob-
tained, while the number density of the dust for L = 6.1, is given by Meyer-Vernet 
et al. [1996] to be 4.3 x 10"3 m - 3 . Tsintikidis et al. [1995] come to slightly larger 
grains, and a dust particle number density of the order of 10~3 m - 3 . 

P l a s m a charac ter i s t ics 

The ion characteristics deduced from the Pioneer data differ substantially from those re-
ported by Voyager. Whether these differences are indicative of a real variation in Saturn's 
magnetosphere or a difficulty in analyzing the Pioneer data is uncertain. Therefore the 
plasma model from Richardson and Sittler [1990] used only Voyager data. 

A two-dimensional map in the meridional plane of the plasma ion and electron densities for 
L < 12 is produced. Azimuthal symmetry was assumed; this is a reasonable assumption, 
since the time scales for ionization of neutrals and loss of ions are of the order of weeks 
and months, much longer than the 10-hour rotation period of Saturn. Outside L = 12, 
plasma spectra change rapidly [Richardson, 1995], but inside this limit, where we can find 
the rings, the plasma environment can be considered as steady state. Plasma densities 
are extrapolated along magnetic field lines using the equation for force balance parallel 
to the magnetic field. 

The plasma consists of a heavy ion group ( 0 + , OH+ , H 2 0 + , H 3 0 + , N+.), all of which 
have mass near 16 m p and which could not be resolved by the PLS-instrument, with 
a density of 1 - 100 x 106 m A light ion population was found consisting merely 
out of protons with a density of 0.1 - 10 x 106 m - 3 . Over the full energy range of the 
Voyager PLS instrument, the electron distribution functions are clearly non-Maxwellian 
in character; they are composed of a cold (thermal) component with Maxwellian shape 
and a hot (suprathermal) non-Maxwellian component. In the neighborhood of the rings, 
the hot electrons are by far outnumbered by the thermal electrons [Sittler et al., 1983]. 
The total electron density in the ring plane is in the range of 1 — 100 x 106m~3. 

For the special case of the spokes in the B-ring the situation can be totally different. We 
can expect that the plasma density in the spokes is much higher than the surrounding 
plasma density (following the spoke formation model of Goertz and Morfill [1983]). These 
densities could be caused by meteor impacts on the larger B-ring particles and can be 
several orders of magnitude bigger than the general B-ring plasma density. Even densities 
of the order of Ne = 1021 m - 3 are not impossible [Goertz and Morfill, 1983]. 
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distribution dens i ty nature N e N i T e Ti Locat io iT. B V p h o t o n f l u x 

Saturn 
[Esposito et ai., 1984] [Richardson and 

Sittler, 1990] 
[Richardson, 1995] [Richardson and 

Sittlcr, 1990] 
[Richardson, 1995] 

2:78 X 1012 m'2 s 1 

[Goertz, 1989] 

D-r ing 

? • ? 
water ice £ 10® m'1 protons 

5 x 10'm'3 

heavy ions 
1 x 10» m 3 

thermal 
electrons 

1 eV 

hot electrons 
70 eV 

protons 
6 eV. 

heavy ions 
lOeV 

1.11 RS-1.24RS 11-16 nT 13 x 103 m s"' 

10 x 103 m s"' 

S p o k e s in 
B-r ing 

micron and 
submicron sized 
grains 

[Mend is and 
Rosenberg, 1994] 

? 
water ice > 10» m"' 

even 
ÎO2' m"3 

[Goertz and 
Morfill, 1994] 

protons 
5 x 106 m"? 

heavy ions 
1 x 10s m"3 

thermal 
electrons 

1 eV 

hot electrons 
70 eV 

protons 
6 eV 

heavy ions 
lOeV 

l-.52Rs-l.95Rs 2.9-6.1 nT 5.3 x ÎO3 m s"' 

-1.3 x ÎO3 m s"1 

E n c k e g a p 

? • ? • 
water ice à 10B m"3 

1 
protons 

5 x 10'm"3 

heavy ions 
1 x 10'm"3 

thermal 
electrons 

1 eV 

hot electrons 
70 eV 

protons 
6 eV 

heavy ions 
lOeV 

2.21 Rs 2.0 nT -5.0 x ÎO3 m s'1 

Table 2 .3: Dust , p lasma and env ironment characteristics o f the Saturn ring sys tem. ( 1 / 2 ) 
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distribution density nature ne ni Te Ti Location B V photonflux 

F-ring 
power law distribution 
(q=4.6±0.5, ^ = 0 . 0 0 1 
|im, amax=20nm) 
[Showalter et al., 1992] 

? • 

water ice >10» m 3 protons 
5 x 1 0 ' m 3 

heavy ions 
1 x 10» m"3 

thermal 
electrons 

1 eV 

hot electrons 
70 eV 

protons 
6 eV 

heavy ions 
lOeV 

2.32 R s 1.7 n T -6,5 x I03 m s"1 

G-ring 
power law distribution 

(q=6, 0.03 jim, 
anux s 0.5 (im) 
[Showalter and Cuzzi, 
1993] 

(q=7, 8 ^ = 0 . 3 nm, 
a ^ l O ^ m ) 
[Gumet te ta l . , 1983] 

(q<3.5, 3 ,^=0.5 (im, 
a ^ ^ l O u m ) 
[Meyer-Vernet et al., 
1997] 

N„=10-2m-3 

with a mass threshold ranging 
10'14- 5.4 x 10'12 kg 

[Tsintikidis et al., 1984] 

The power law integrated 
normal to the ring plane, and 

radially along the ring: 
N(a)(in_,) da( |Un) = 

(5.8 ± 0.3) x 10' a ( ) im |"6da ( | im, 
[Showalter et al., 1993] 

water ice 2 10» m"3 protons 
5 x 106 m 3 

heavy ions 
1 x 10» m"3 

thermal 
electrons 

1 eV 

hot electrons 
70 eV 

protons 
6 e V 

heavy ions 
lOeV 

2.8 Rs 0.98 n T -13 x lO3 m s"1 

E-ring 
A narrow size distribution 
of micron-sized grains 

[Showalter et al., 1991] 
[Meyer-Vemet et al., 
1995] 

N„=10 J m ° 

[Tsintikidis et al., 1995] 
[Meyer-Vernet et al., 1995] 

water ice . ÎO7 - 10» m"3 protons 
0.8 x 10 'm ' 3 

- 2 xlO1 m"3 

heavy ions 
4 x 1 0 6 -
1 x lO 'm- 3 

thermal 
electrons 
1-11 eV 

hot electrons 
80-200 eV 

protons 
8-20 eV 

heavy ions 
13-180 eV 

3-8 R s 0.042-0.8 nT -15 x ÎO3 m s'1 

-70 x 103 m s"1 

Table 2.3: Dust, plasma and environment characteristics of the Saturn ring system. (2/2) 
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Environmental characteristics 

Saturn's plasmasphere extends to L ~ 10 and its dipole axis is within 1° of being parallel 
to the rotation axis. The dipole moment is given by M = 4.7 x 1025Am2 and the field is 
very well described using that model [Ness, 1994]. 

We assume that the plasma rigidly rotates with a speed va(r) = x r, with = 
1.64 x 1Q-4 rads - 1 [Ness, 1994]. 

The photoelectron flux from a metal surface at the orbit of Saturn is given by 2.74 x 
101 2m - 2s - 1 [Goertz, 1989]. ' 

2.1.3 Uranus' ring system 

The nine "classical" rings of Uranus have high optical depths, and hence very little dust 
(Figure 2.4). The narrow ring (A or 1986U1R) discovered in the backscattered Voyager 
images, have been found to be somewhat of an exception. In a single Voyager image 
at high phase angles, these rings were found to be far brighter than their environment, 
indicating that dust is the major constituent. One additional broad ring, designated 
1986U2R is visible in a single Voyager image at a 90° phase angle. This ring is interior-to 
all other rings. Unfortunately, very little can be determined about the particle properties 
of this ring from a single view, although a predominance of dust is strongly suspected 
[Showalter, 1991]. Between the 8 and A ring, a region is encountered which is mostly 
forward scattering. This region is called the dust belt, as can be seen on Figure -2.5 
[Esposito et al., 1991]. 

A review of the Uranus data is given in Table 2.4. 

Dust characteristics 

Local impact ionization analysis of the Voyager 2 data was done for the PWS-experiment 
[Gurnett et al., 1987] and for the PRA-experiment [Meyer-Vernet et al., 1986]. The ring 
plane crossing took place at L = 4.40, which is farther away from the planet than the 
rings. The results from the two instruments are roughly the same but differ in detail. 
Grains of a few ^m (1 to 4 /zm according to PRA and 4 to 8 pm according to PWS), 
having a maximum number density of about 10 -4 to 10 - 3 m - 3 struck the spacecraft. 

A photometric analysis was made by Ockert et al. [1987]. The brightness distribution is 
dominated by back scattering^, which means that mostly macroscopic grains are present. 
The fractional area in dust-sized particles in and around the nine main rings was analyzed 
and found to be less than 2 x 10~3. Furthermore the observations were consistent with 
an average dust particle size of 1.0 ± 0.3 /zm, with a power law with index q = 2.5 ± 0.5. 
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Figure 2.4: August, 1994 image of Uranus and its rings was acquired by the Wide Field/Planetary 
Camera on Hubble Space Telescope. 

The particles are quite dark and scatter light like rough dark bodies such as the Moon 
or Callisto. The gray color of the ring particles could be explained by chondrites with a 
coating of carbon [Esposito et al., 1991]. 

Plasma characteristics 

The closest encounter with the planet took place in January 1986, when Voyager 2 passed 
the planet at a magnetic L-shell L — 4.59, so the rings were not visited. The plasma 
population at locations L = 4.59 and farther away from the planet is modeled by a 
thermal Maxwellian and a hot non-Maxwellian distribution for the electrons, and by a 
hot, an intermediate and a warm ion population. Any extrapolation of these data has to 
be carried out carefully, because of the different orientations of the spinning and magnetic 

. axes [Belcher et al., 1991]. 

Environmental characteristics 

Uranus' plasmasphere dipole axis is tilted by 58.6°. The dipole moment is given by 
M = 3.8 x 1024Am2. Furthermore the dipole offset (planet center to dipole center) equals 
L = 0.3 [Parks, 1991]. 
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distribution density nature ne ni Te Ti Location B V photonflux 

Uranus [Esposito et. al, 

1991] 

[Belcher et. al, 1991] 

at 4.40 R0 

[Ness, 

1994] 

679 X 10' m"2 s"1 

(Goertz, 1989] 

1986U2R ? • ? • 
hot 

104m'3 

hot 

105m3 

hot 

20-50 eV 

hot 

100-1000 eV 

1.45-1.54 Ru 6.5-27 jiT 8.1x 103 m s"1 

10 X ÎO3 m s ' 

dust belt ? ? Carbonaceous 

chondrites 

cold 

9 • 

intermediate 

105-106m'3 

cold 

? 

intermediate 

50-100 eV 

1.88-1.95 Rg 3.9-10 nT 5.9 X ÎO3 m s'1 

7.5 X ÎO3 m s"1 

1986U1R at Ru=4.40 

micrometer-

sized grains 

[Gurnett et al., 

1987] 

[Meyer-Vernet 

et al., 1987] 

at Ru=4.40 

lO'MO"4 m'3 

[Gurnett et al., 

1987] 

[Meyer-Vemet et 

al., 1987] 

warm 

• 106m"3 

3 

warm 

8-10 eV 

1.95 Ry 3.5-9.0 nT 5.9 X 103 m s"1 

7.2 X 103 m s"1 

Table 2.4: Dust, plasma and environment characteristics of the Uranus ring system. 

OJ 
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Figure 2.5: A 96 second wide-angle image, F D S 26852.19, taken by Voyager 2 looking back at the 

planet from inside the shadow of Uranus. The high phase angle dramatical ly enhances the visibil ity 

of the micron-sized dust particles. 

We assume that the plasma rigidly rotates with a speed va(r) = f2u r , with Qu = 1.01 x 
10 - 4 rads - 1 [Ness, 1994], 

The photoelectron flux from a metal surface at the orbit of Uranus is given by 679 x 
109m~2s_1 [Goertz, 1989]. 

2.1.4 Neptune's ring system 

The Voyager cameras revealed a number of new dusty rings in orbit about Neptune. The 
largest set of data available on the rings of Neptune, are the ~ 800 images collected by 
Voyager 2. The handful of positive detections by groundbased observations during the 
1980s, the Voyager Photopolarimeter (PPS) and Ultraviolet Spectrometer (UVS), the 
Voyager Plasma Wave (PWA), Planetary Radio Astronomy (PRA) constitute additional 
sources of data. Note that the Voyager 2 spacecraft ring plane crossing took place outside 
the rings. 

Very preliminary photometric modeling indicates that all of these rings contain a mixture 
of dust and larger bodies representing comparable optical dust. Especially the Adams 
rings and the Le Verrier rings contain a significant fraction of dust, comparable to that 
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observed in Saturn's F ring. The Lassell ring appears to have a different mix of particle 
sizes than Le Verrier or Adams. Azimuthal arcs on scales of the order of 1° to 10° were 
found in the Adams ring and within these arcs several long linear features were found. 
These are believed to be discrete clumps or denser-than-average regions of the arc. It was 
proposed that they represent an accumulation of dust-sized particles, although they can 
be explained in a pure gravitational way [Porco et al., 1995]. 

The reader must bear in mind that much work remains to be accomplished and what 
is presented here is more a statement of progress than a complete and final assessment. 
Indeed, the low light levels at Neptune, and the extremely low albedo of the rings required 
uncommonly long exposures for imaging the rings with the Voyager cameras. This causes 
the photo's to be badly smeared and so photometric analysis results need to be taken 
with a grain of salt. 

The expected symmetry plane for particles on gravitationally dominated orbits is called 
the Laplace plane, and is not generally coincident with Neptune's equator because of the 
perturbations from a massive moon Triton on an inclined orbit. A review of Neptune 
data can be found in Table 2.5. 

Figure 2.6: Pair of Voyager 2 images, FDS 11446.21 and 11448.10, showing the full ring system 
with the highest sensitivity. Both images are 591 second exposures obtained through the clear filter 
of the wide angle camera. 
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distribution density nature ne ni Te Ti Location B V photonflux 

Neptune [Ferrari and 
Brahic, 
1994] 

[Richardson et al., 1995] 
at 3.45 R N 

[Ness et al., 
1995] 

276 x 10' m'2 s"' 
[Goert, 1989] 

Adams dirty ice N+ N+ 2.54 Rn 0.71-2.7 nT 4.8 x 103 m s"' 

5-10 um 
[Gurnett et al., 1991] 

Nd=10"2 m'3at RN=3.45 
Nd=10'3 m"3at RN=4.26 

[Gurnett et al., 1991] 

3 x 10s 

106 m'3 

105 

106 m"3 

H + 

10s m"3 

20 

100 eV 

300-1000 eV 

H + 

30-100 eV 

6.8 x ÎO3 m s"1 

Unnamed power law 
distribution 

(q=4, amin=1.6 um, 
amax=10nm) 

[Pedersen et al., 1991] 

Nm>m 0«7xlO-1 7 /m0 

at R N = 4 . 2 6 

Nm>m0« 7 x 10"'6/m0 

at RN=3.45 
[Pedersen et al., 1991] 

2.50 Rn 0.75-2.9 nT 5.0 x ÎO3 m s"1 

7.0 x ÎO3 m s"1 

Arago 2.31 Rn 0.90-3.9 nT 5.7 x 10 3ms- ' 

7.7 x 103 m s"1 

Lassell 2.15 Rn-2.31 Rn 0.90-5.2 ^T 5.7 x 103 m s"1 

8.5 x 103 m s"1 

Le Verrier 2.15 Rn 1.1-5.2 NT 6!4 x 103 m s"1 

8.4 x 103 m s"1 

Galle 1.65 Rn-1.73 Rn 1.8-16 jxT 8.5 x 103 m s"' 

11 x 103 m s"1 

Table 2.5: Dust, plasma and environment characteristics of the Neptune ring system. 
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Dust characteristics 

The results from the PRA and PWS experiments (respectively given by Pedersen et al. 
[1991] and Gurnett et al. [1991]) differ for the precise peak locations, vertical thicknesses 
and the dust volume densities. The first paper derives a power law for the dust grain 
distribution around i?yv = 4.26, with q = 4, amin=1.6 ^m, a m a i =10 /nm. Furthermore the 
cumulative number density is given by N m > m 0 { m - 3 } « '7 x 10~17/m0{kg}- At Rn = 3.45, 
this cumulative density is given by Afm>m0{m-3} « 7x 10~16/mo{kg}- The PWS-experiment 
detected grains in the range of 5-10 nm with an uncertainty of a factor of 2 to 3. The 
densities are given by 10 -2 m - 3 for the outbound crossing at Rn = 4.26 and 10~3 m - 3 

for the inbound crossing at Rjv = 3.45. 

Data on the ring optical depth has been used by Ferrari and Brahic [1994] to derive 
added constraints on the refractive indices of the ring particles. Their conclusion is that 
the ring particle refractive indices best match "dirty ice" composition, rather than a highly 
absorbing carbon-rich material. We must add that a refractive index of this magnitude is 
appropriate for a large variety of silicates as well. Even though the specific set of refractive 
indices does not provide a good fit to the data, the occurrence of silicates cannot be ruled 
out. 

Plasma characteristics 

The analysis of the Voyager data is given by Richardson et al. [1995]. The spacecraft 
crossed the ring plane in the magnetic shell parameter of 3.45 R^, and hence outside the 
ring plane. 

Environmental characteristics 

The overall magnetic field can be characterized by an offset tilted dipole model (OTD) 
with dipole moment 2 x 1024Am2, with a dipole offset (planet center to dipole center) of 
L = 0.55 and a dipole axis tilted by 47° [Ness et al., 1995]. 

We assume that the plasma rigidly rotates with a speed va(r) = QN x r, with = 
1.08 x 10"4 rads"1 [Ness, 1994]. 

The photoelectron flux from a metal surface at the orbit of Neptune is given by 276 x 
109 m _ 2 s _ 1 [Goertz, 1989]. 

2.2 Cometary dusty plasmas 

Other intriguing objects containing solar system dust are cometary environments. The 
appearance of dust grains is very obvious in one of the optically largest structures that 
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can be seen in the sky: the cometary dust tail. This tail, pushed away from the sun by 
the solar pressure, is nowadays quite well understood and can reveal lots of important 
scientific information on the dust characteristics. 

To have an idea of the global morphology of the cometary environment, the interaction 
with the solar wind should be discussed briefly. Heavy cometary neutral species are 
ionized by solar ultraviolet radiation or charge exchange with the solar wind ions and are 
assimilated into the magnetized solar wind. The continuous mass loading of the inflowing 
solar wind by the newly created ions causes the solar wind to decelerate and heat up. 
Continuous deceleration of the solar wind by mass loading is possible only as long as the 
mean molecular weight of the plasma remains less than a critical value. Before that critical 
value is reached, a weak bow shock forms ahead of the comet. Downstream from the shock, 
the mass-loaded subsonic solar wind continues to interact with the cometary atmosphere, 
penetrating into a region of ever increasing neutral density. Strong deceleration occurs 
at a boundary we label the collisionopause or cometopause, where significant momentum 
is transferred by collisions from the outflowing cometary neutrals to the solar wind ions. 
Inside this transition region, collisions dominate and the solar wind decelerates rapidly 
and cools due to charge exchange processes with the less energetic cometary neutrals, 
while the magnetic field compresses to form a magnetic barrier region. A tangential 
discontinuity interface (ionopause) forms at the inner edge of the magnetic barrier region 
and separates the two plasmas: the purely cometary plasma and the mass-loaded solar 
wind plasma. Inside the ionopause is a magnetic field-free cavity [Flammer, 1991]. 

Prior to the 1986 apparition of comet Halley, all attempts to determine the physical 
properties of cometary dust were limited to remote observations and the analysis of various 
particles captured by the Earth's magnetosphere. This introduces difficulties related to 
the inverse problem. Deconvolution of, for example, the observed brightness into the local 
dust number density involves knowledge of the size distribution, which is changing perhaps 
both spatially and temporally. It is difficult to separate these spatial and temporal effects. 
Within a period of less than three weeks in March 1986, Halley's comet was encountered 
by six spacecraft belonging to four space agencies and carrying a total'complement of 
50 experiments [Mendis, 1988]. Three of the spacecraft passed within 10 000 km of the 
nucleus, providing us with the first opportunity to investigate the full size-range of dust 
particles. From all those spacecraft, Giotto was the only one going through the entire 
cometosheath including the inner cometosheath and the ionopause. 

Dust characteristics 

The dynamics of dust grains in the comet coma has been explained by the fountain model. 
Dust particles that are ejected by the cometary nucleus will get accelerated by the ex-
panding gas coma, until they reach a final expanding velocity ( i w ) that increases with 
decreasing particle size. This expanding velocity depends also on the heliocentric distance 
(r/t), increasing for decreasing r^. Once a dust grain leaves the region of dust-gas interac-
tion, the only forces acting on it in the heliocentric frame are the solar radiation (pressure) 
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force FTad and the solar gravity Fgrav, since the gravitational force of the cometary nucleus 
itself is negligible. As illustrated in Figure 2.7 in cometocentric bipolar coordinates (nu-
cleus at the origin, an axis along the heliocentric radius vector), the particle trajectories 
are parabolic, the envelope of which is a paraboloid of revolution with focus at the nucleus 
[Divine et al., 1993],  [Horanyi and Mendis, 1991]. 
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2 
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- 4 

- 2 - 1 0 1 2 3 4 
DISTANCE  . (lO8  m) 

Figure  2.7:  Fountain  model  trajectories  (solid  lines)  for  dust  particles  with  v ^ '  = 347 m s - 1  at 
r=0.89  AU.  T ime  ticks  are indicated  every  two  days.  The  envelope,  with  apex  distance  A = 1 0 8  m 
for  those  particles  with  mass  near  1 0 - 1 2  kg is shown  by a dashed  line  [Divine  et al.,  1993], 

As a first approximation, the order of magnitude of the number density of the dust grains 
is proportional to: 

Nd(rh,a,r)ocQ{rh'a) r < A(rh,a) (2.1) 
r 4 

where r is the distance dust grains-comet, Q(rh, a) is the dust production rate and A(rh, a) 
the apex distance for a grain with radius a. It was found that the dust release rates in 
the coma decreases with the increase of heliocentric distance as a power law: 

. Q(rh,a) ccr^, (2.2) 

with q = 3.0  ± 0.7.  This is in agreement with other models although the precise value of 
the power index q varies in the neighborhood of q = 4 ([Singh et al., 1997]  and references 
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therein). The fountain model does not include any orbital motion by the comet, but can 
give suitable predictions of dust grain flux magnitudes [McDonnell et al., 1992]. 

Although for a first estimate the fountain model seems to match the available data [Mazets 
et al., 1986], the reality is more complicated and other effects play a role, indicated by 
the following measurements. 

• BQth the VEGA [Simpson et al., 1986] and the GIOTTO [McDonnell et al., 1986] 
spacecraft detected dust-packets. They discovered small dust particles arriving in 
sequences of events preceded and followed by relatively long time intervals (time 
gaps) during which no events were measured. 

• There exists a large quantity of small dust grains and the dust mass spectrum seems 
to increase downward to a = 0.01 (j,m. The smallest particles were detected much 
farther away than expected by the fountain model. They were well outside their 
bounding paraboloids, if we assume that they were slightly absorbing as detected 
by the VEGA dust detectors [Mendis, 1988]. 

• It was detected [Mazets et al., 1986] that in the inner regions of the coma, the 
dust particle number density varies substantially stronger than r - 2 , and the apex 
boundaries, expected from modeling to be drastic, were not as sharp as anticipated 
[McDonnell et al., 1991]. 

• There is a tendency for the mass density of the dust grains to decrease with in-
creasing size. For these very small particles, the electromagnetic forces will play an 
important role. The density of the grains can be given by [McDonnell et al, 1991]: 

P{kgm~3} = 3000 2200 , (2.3) a + ao 

which results in densities in the range of 1000 to 2500 kgm - 3 , with ao = 2 /zm. 
Indeed grains with atomic (C+0)/(Mg+Si+Fe)-ratios in the range of 0.01 to 10 
(silicate dominated) have densities around 2500 kgm - 3 , while those with larger 
ratios (CHON-dominated) have a mean density of 1000 kgm - 3 . Hence the CHON 
dominated grains are fluffy, while the silicate-dominated ones are more compact 
[Jessberger and Kissel, 1991]. Most dust particles recorded by PUMA-1 (VEGA 1), 
consist of a fluffy silicate core, covered by refractory, icy fluffy organics [McDonnell 
et al., 1991]. 

The real dust size distribution is best fitted by a powerlaw^. The measured fluencest-
show clearly the variation of the power law index over both mass and time. Measured 
values range from q = 3.3 for VEGA 2, to q = 4.1 for GIOTTO, although model values 
have q = 3.6 from 10 - 1 3 to 10 - 1 9 kg in the coma. For larger dust particles (m > 10 -9 

kg), the spectrum is much flatter, and we recover q = 2.7 [McDonnell et al., 1991]. At 
small distances from the nucleus, the relative number of small submicron particles is 
high. The relative contribution of such particles decreases with increasing distance from 
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the nucleus. Furthermore, the slope of the mass spectrum decreases for small masses. 
At large distances from the nucleus, one observes a clearly pronounced separation of two 
dust groups, namely of the smallest (< 10 - 1 7 kg) and fairly large (< 10~13 kg) particles 
[Mazets et al., 1986]. 

Another dust size distribution has been constructed too [Singh et al., 1992] that looks like 

n(a)da = go 
M 'a o' N 

a . . a . 
a > a0, (2 .4) 

n(a)da = 0, a < a0. (2.5) 

Here ao is the radius of the smallest grain (taken to be 0.1 ^m), and go is a normalization 
constant, with 7V(=4.2) defining the slope of the largest grains (N plays the role of power 
law index for grains for which a » ao), and logM = 1.13 + 0.62log 

It is commonly believed that comets were formed within the solar system from the same 
initial dust and gas nebula as were the larger bodies, such as the planets. But because 
of the small size of the comet, which implies the absence of large-scale mixing processes, 
one may expect that the isotopic, chemical and molecular characteristics of the presolar 
material are best preserved in comets. It were the mass spectrometers on board GIOTTO 
and the VEGA's that revealed the chemical properties of individual dust grains. Jess-
berger and Kissel [1991] conclude that Halley's comet is composed of two end-member 
components: a refractory organic phase (mostly low-mass elements like C, H, O, N, and 
therefore named chondrites) and a Mg-rich silicate phase. The CHON component is prob-
ably coating the silicate cores. However, because the experiments cannot be reproduced, 
the data must be interpreted cautiously and models with too far reaching consequences 
should be avoided. 

The dust densities are given for distances up to 2 x 108 m, for the different mass channels 
ranging from 10~13 to 10 - 2 0 kg. The dust population consists mainly out of submicron 
grains, with number densities of the order of 10 - 3m~3 at a distance of 108m. Note that 
the first dust particles were detected by VEGA 1 at 260 x 106 m and by VEGA 2 at 
320 x 106 m [Vaisberg et al., 1986]. 

Data of the ICE-flyby at P/Giacobini-Zinner were discussed by Boehnhardt and Fechtig 
[1987]. For silicate grains the equilibrium potentials vary between +6 and +10 V within 
the bow shock and outside the cometopause. Within the cometopause, these potentials are 
steadily decreasing to slightly negative numbers ( - 0 . 1 V), due to the high density of the 
low-energy plasma electrons. Carbon grains charge to a potential between +5 V and —19 
V outside the cometopause. Inside of it, they quickly achieve negative potentials (—0.1 
V). This paper discusses equally the Giotto fly by at P/Halley. Outside the cometopause, 
the grains are dominated by photoelectrons. Silicate grains charge in the range 6 - 10 V, 
while carbon grains have an equilibrium potential of 4 — 5 V. The spacecraft potentials 
are typically +7 V in the solar wind, reduce to about 2.5 V in the outer coma, and 1 V 
at closest approach [Grard et al., 1989]. It must be stressed as is discussed in chapter 5, 
that the numerical calculation of the equilibrium potential depends on a large amount of 
a large-range parameters. 
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Plasma characteristics 

We can find plasma parameters from VEGA, GIOTTO and SUISEI in Grard et al. [1989], 
Amata et al. [1991] and Mukai et al. [1986], respectively, but only the GIOTTO spacecraft 
was the only one going through the entire cometosheath and the ionopause. 

• The kinetic energy of the electrons, measured in the range 80 x 106-800 x 106 m, can 
onl-y be given as a mean value 0.53 eV and 0.49 eV for VEGA-1 and 2 respectively 
[Grard et al., 1989], due to the large dispersion inherent to the diagnostic technique. 
This electron mean kinetic energy is not typical of the solar wind, where values 
30 times larger are generally observed. After correction of spurious effects caused 
by photo-emission and nitrogen releases, the electron density for VEGA-1 has an 
average value of 60 x 106 m - 3 at distances of 300 x 106-1000 x 106 m (roughly 
between the bow shock and the cometopause). In the same distance range, the 
VEGA-2 measurements give a density of 40 x 106 m~3. Both spacecraft indicate an 
electron density of 109 m - 3 , closer to the nucleus (16 x 106 m). 

• Amata et al. [1991] consider four different plasma populations. Besides the electron 
population, a hot and a cold water group population and a proton population are 
recovered for distances between 108 and 109 m from the nucleus, which is inside 
the bow shock. The proton density is rather constant and assumed to be 20 — 30 x 
106 m - 3 , with a temperature of « 35 eV. Also the high energy water group ions have 
a rather constant number density of 0.3 — 0.7 x 106 m - 3 , and a temperature of « 4.3 
keV. The low energy water group population on the contrary changes considerably 
with the cometocentric distance. The number density at 108 m is of the order of 
5 x 109m -3, decreasing for larger distances to 106 m - 3 . The energy for these cases 
are 1.7 keV and 80 eV respectively. 

• In the plasma density inside and outside the bow shock an abrupt change of the 
plasma parameters occurred around 450 x 106 m away from the nucleus, which prob-
ably represents the bow-shock. Just after the bow-shock they recovered a density of 
35 x 106 m - 3 . At a distance of 109 m, a density of 15 x 106 m - 3 was found [Mukai 
et al., 1986]. 

Environmental characteristics 

The Giotto data for the magnetic field during the ionopause crossing of comet Halley, can 
be found in Neubauer [1991] (Figure 7). Outside the cometary ionopause (which separates 
the outflowing cometary ions from the inflowing, contaminated solar wind plasma), the 
plasma is magnetized (B « 20.nT), while inside the ionopause the magnetic field vanishes. 
This interplanetary magnetic field varies near Earth's orbit from a few nanoteslas at quiet 
times to more than 10 to 20 nanoteslas accompanying solar disturbances [Parks, 1991]. 

The relative dust-plasma velocity is of the order of several meters per second to 100 ms - 1 

[Richter et al., 1991]. 
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The photoelectron flux T is given by T = 77 x 2.5 x 1014 rA2v_, with rA U the distance 
grain-sun in astronomical units, and 77 the photoemission efficiency [Goertz, 1989]. 

2.3 Interplanetary dusty plasmas 
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HELIOCENTRIC DISTANCE, r (AU) 

Figure 2.8: The coverage in mass and heliospheric distance for the data sets used. [Divine, 1993] 

The dust population in interplanetary space has been studied intensively by a number of 
detection methods. Several models were worked out, but the most comprehensive one is 
given by Divine [1993]. He presents the most complete model for the interplanetary dust 
grains in the solar system. The coverage in mass and heliospheric distance is shown in 
Figure 2.8. In this paper the assumptions were made that solar gravitation is the only 
operative force, and that the system is symmetric both in ecliptic latitude and longitude. 
He proposes five distinct Keplerian dust populations to match successfully all data. They 
span ranges from 10~21 kg to 10 - 3 kg, in mass, and from < 0 . 1 AU to 20 AU in heliocentric 
distance. No time dependencies are considered, although for the submicron dust flux a 
22-year cycle has been suggested [Grün et al. 1997]. 

Although we are going to follow the treatment of Divine [1993], recently some improve-
ments were made by Grün et al. [1997]. They modified the Divine model to make it 
applicable to the complete Galileo and Ulysses data sets. Divine employs purely gravita-
tional (Keplerian) dynamics to derive impact rates. However, for micron-sized dust Grün 
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et al. [1997] added the effect of radiation pressure on the dynamics. They also added an 
interstellar dust population which penetrates the solar system on hyperbolic trajectories. 

Dust characteristics 

o.i i.o io 

Figure 2.9: Cumulative number concentration as a function of heliocentric distance in the ecliptic 
plane at three mass thresholds. [Divine, 1993] 

The relevant data sets are the following: 

• Interplanetary flux model: The first knowledge of the properties of interplanetary 
dust grains comes from meteor and meteorite observations, as well as lunar cratering 
records and from impact detectors aboard several spacecraft orbiting the Earth. A 
review of the available data, was given by [Grün et al., 1985]. The threshold mass 
ranges from 10 -21 to 0.1 kg, and the flux is presented as the average over a spinning 
flat plate. 

• Pioneer 10 and Pioneer 11 Meteoroid Experiment: The data for the impact detectors 
aboard Pioneer 10 and Pioneer 11, are given by Humes [1980]. These data are 
represented as spin-averaged penetration fluxes, averaged over unequal intervals in 
heliospheric distance between 1 and 18 AU within 3.1° of the ecliptic plane for 
Pioneer 10, and 1 and 9 AU within 15° of the ecliptic plane for Pioneer 11. There 
were 95 penetrations recorded by Pioneer 10, and 87 penetrations by Pioneer 11. 
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• Helios data: Part of the available data on dust grain characteristics of the Helios 
space mission can be found in Grün et al. [1980]. The range between 0.31 and 
0.98 AU is studied in the ecliptic plane, and the grain flux is given averaged over 
intervals of 0.1 AU. 

• Galileo Dust Detector: These data are represented as spin-averaged penetration 
fluxes, averaged over unequal intervals in heliospheric distance between 0.88 and 2.3 
AU in the ecliptic plane. 

• Ulysses Dust Detector: These data are represented as spin-averaged penetration 
fluxes, averaged over unequal intervals in heliospheric distance between 1.0 and 5.4 
AU, over a wide range öf ecliptic latitudes (-80°, 80°). 

• Furthermore, there are radar observations and observation of zodiacal light in the 
range 0.3-4.0 AU. 

The nature of the five populations proposed by Divine [1993] (core, eccentric, asteroidal, 
inclined and halo) can be seen in his figures 4-6. The dust density, mass and area con-
centration for the whole heliocentric range are given in Figure 2.9 and Figure 2.10. The 
dust number density for grains with sizes between [0.46 /nm-10 ^m] decreases roughly as 
an 1/r^-law for rh < 2AU. The dust number density is of the order of 10 -8 m - 3 in the 
neighborhood of the Earth. For rh > 2AU, the halo-population comes into play, and the 
power law is less steep. 

Plasma characteristics 

The plasma in the interplanetary medium is provided by the solar wind. Since the dis-
covery of this plasma population by the spacecraft Lunik 2 and Lunik 3 in 1960, several 
models were proposed. It is known that the solar wind parameters are highly variable. 
However, we can assume that the electron, proton and helium ion densities for low, av-
erage and high solar activity are respectively given by Ne = (0.4; 6.5; 100) x 106 m - 3 , 
Np = (0.4; 6.2; 75) x 106 m"3 and Na = (0; 0.3; 25) x 106 m~3 at 1 AU in the ecliptic 
plane [Mukai, 1981]. These densities decrease by an inverse square law with the helio-
centric distance. The electron temperature can be taken to be (5 x 103; 2 x 106; 106) K. 
This temperature will vary with the heliocentric distances according to a powerlawK The 
power index at high latitudes was measured by the Ulysses spacecraft (q = 0.81 — 1.03) 
[Goldstein et al., 1996], while q = 1.22 was used by Mukai [1981] in the ecliptic plane. 
The solar wind velocity is of the order of (200 x 103; 400 x 103; 900 x 103) ms"1. 

Environmental 'characteristics 

The interplanetary magnetic field varies near Earth's orbit from a few nanoteslas at quiet 
times to more than 10 to 20 nanoteslas accompanying solar disturbances. The magnetic 
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Figure 2.10: Mass (solid lines) and area (dashed lines) concentrations as functions of heliocentric 
distance in the ecliptic plane for the five populations. [Divine, 1993] 

field can be considered to vary as |B| = 4.75 x 10~9^/(1 + rl{AU})/rh{AU} which is the 
expression given by the Parker spiral field model and recovered by the Voyager spacecraft 
[Burlaga et al., 1984]. The magnetic field for rh^AU) »~1 will change as r^AUy. 

The photoelectron flux T is given by T = rj x 2.5 x 1014 r^AUy, and 77 the photoemission 
efficiency [Goertz, 1989]. 

2.4 Dusty plasmas in laboratories 

2.4.1 Surface processing plasmas in RF-discharges 

A RF-discharge plasma is weakly ionized: the density of the free electrons is typically 
1015 m - 3 , which makes up about 0.0001 % of the neutral density. The average electron 
energy is of the order of a few electronvolts (20 000-40 000 K), which is much higher than 
the energy of the neutrals (~ 300 K). For a typical RF discharge the driving frequency 
has a value between the ion and electron plasma frequency. This means that the electrons 
oscillate in the high frequency field, while the ions feel mainly the time averaged field. The 
plasma consist of distinct regions: a dark space near the electrodes, which is called the 
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sheath and a radiating zone in the middle called the plasma glow. One of the major appli-
cations of RF-discharges involves the plasma-surface interactions. RF-discharges are very 
efficient sources for deposition of various layers, e.g. amorphous silicon in the fabrication 
of solar cells, transistors and color televisions, carbon layers used as antireflection and/or 
protective coatings and hard coatings. Furthermore, the plasma chemistry in combination 
with the high energy ions allows for anisotropic etching of different substrates. This kind 
of etching allows to produce narrow and deep structures, which cannot be obtained by 
wet chemical etching [Stoffels and Stoffels, 1994]. 

In these RF-discharges, macroscopic dust particles were produced. In the beginning, these 
dust grains were solely considered harmful, as they contaminated the substrate, and there-
fore the dusty research aimed at avoiding the particle formation and/or contamination. 
The formation of macroscopic clusters in surface processing plasmas was first reported in 
1986. Since then this field has been rapidly evolving [Stoffels and Stoffels, 1994]. 

An important source of small dust particles are the reactor and substrate surface. The 
negative charge on the particles is responsible for their trapping in the positive plasma 
glow. The trapped particles will grow and coalescence producing cauliflower like grains 
[Stoffels and Stoffels, 1994]. 

Despite the extensive precautions, such as clean rooms, and sophisticated handling proce-
dures in order to avoid processed wafer contamination by dust, particle formation and/or 
trapping, leads to pollution effects. Indeed, particles can be formed from wafer material, 
and hence improvement of the quality of the vacuum, does not prevent nucleation and 
growth of dust particle in the clean room. The greatest fraction of yield killing contami-
nants land on the wafer not during handling in the ambient atmosphere of the clean room, 
but under vacuum conditions during plasma processing [Daryanani, 1996]. 

2.4.2 Dust charging experiments 

Although a lot of work has been done on the charging mechanism of dust grains from a 
theoretical point of view, there have been only a few experimental efforts [Hazelton and 
Yadlowsky, 1994], [Walch et al., 1994], [Barkan et al., 1994], [Walsh et al., 1995]. The 
plasma parameters for the experiment described in the last three publications are: 

KT6 = 0.2 - 5eV, 
rn = 1011 - 1016m -3. 

The dust grains in this experiment are made of silicon, graphite (low secondary emission 
coefficient), cupper (metallic conductor) and glass (high secondary emission coefficient). 
The mean value of the size distribution of the grains is situated in the range (1 — 125//m). 
The dust density was low enough, so the grains could be considered as not interacting 
and the number density of the dust was not specified. Only in Barkan et al. [1994], a 
value of Nd = 101 0m - 3 was used. 
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Experiments on wave phenomena were described by Barkan et al. [1995, 1996]. 

The effect of closely packed grains on the charging can be found in [Xu et al., 1993], for 

KTs = 0.2eV, 
Ui = 101 3m - 3 . 

and for ~ 1/im and ~ 50Aim kaolin, and aluminum oxide with nominal sizes of 0,3 ^m 
and 0.01-jum. 

2.4.3 Dusty crystals 

Hiroyuki Ikezi considered a system of dust grains embedded in a plasma [Ikezi, 1986]. 
He predicted that the system crystallizes when the nearest-neighbor potential energy of 
the grains is large compared to the grain's thermal energy, as can be accomplished by 
using large particles and cooling them by drag on a neutral gas background. The dusty 
plasma crystal itself is formed in the sheath of the RF-discharge because there the electric* 
field can balance the gravity force of the grains. The modeling of a dusty plasma in a 
RF-discharge becomes a complicated task, because of the alternating currents involved. 
Some experimental setups were built, and in all of them Coulomb lattices were formed 
with lattice constants of the order of 10~4 m. 

• Max-planck-Institut fur Extraterrestrische Physik, Garching, Germany 
This experiment was described by Thomas et al. [1994]. They use 7.0 /zm diameter 
melamine/formaldehyde spheres embedded in a weakly ionized plasma generated 
by a RF-discharge. Based on frame-by-frame measurements of the mean particle 
velocity, the particle kinetic temperature was estimated as Td = 310 K, which is 
close to room temperature. Furthermore, /cTe = 3 ± 1 eV, and the plasma density 
NQ = 1015 m~3. Using these parameters and an appropriate charging theory will 
lead to equilibrium charges of - 9 . 8 x 103e > Qd> - 2 7 . 3 x 103e, 

• Department of physics, National Central University, Chungli, Taiwan, 
Republic of China 
In the experiment [Chu and I, 1994; I et al., 1996], micrometer-sized (a few microns 
to hundreds of microns) Si02 particles are used in a RF-discharge with plasma 
densities of the order of NQ = 1 - 10 x 1015 m - 3 . 

• Institut fur Experimentalphysik, Cristian-Albrechts-Universitat Kiel, Ger-
many 
In the experiment, described by Meltzer et al. [1994] TIO2 particles are used, with 
a size up to 30 /j,m and later highly monodispersive melamin formaldehyde particles 
of diameter a = 9.4 ± 0.3/zm. They reach a dust density of Nd = 109 - 1010 m - 3 

and a plasma density of NQ = 2 — 5 x 1014 m~3. 
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Glossary 

• albedo 

• ansa 

backs cattering: 

• fluence: 

• forward 
scattering: 

• synchronous 
orbit 

• optical depth: 

• optical 
thickness: 

• phase angle: 

Fraction of the total incident light reflected by a spher-
ical body. Bolometric Bond albedo refers to the reflec-
tivity over all wavelengths. 

Portion of the ring that appears farthest from the disk 
of a planet. 

Situation where most of the incident light is scattered 
in low phase angles. This means that most of the ring 
material consists of super micron sized grains, and there 
is only a low dust fraction present. 

The time integral of the flux, including missing data, (in 
m~2) 

Situation where most of the incident light is scattered 
in high phase angles. This means that most of the ring 
material consists of micron sized grains and smaller. The 
dust fraction is high. 

The synchronous orbit of a planet is defined as the or-
bit for which the Keplerian angular velocity sjGMp/R3 

(with G, Mp and R, the gravitational constant, the 
mass and distance from the planet's center respectively) 
equals the rotation angular velocity of the planet Qp. 
At this distance, dust grains and^plasma rotate with the 
same angular velocity. 

The intensity of light passing through a medium consist-
ing of a field of particles decreases exponentially with 
distance, through the medium. The depth of penetra-
tion into the medium can be expressed in terms of the 
number of factors of e of diminishment. That number 
is called the optical depth. The number of factors of 
e of diminishment through the entire medium is called 
the optical thickness. Strictly speaking, optical thick-
ness depends on the direction of propagation relative to 
the normal to the surface. In practice the term opti- . 
cal thickness is often used synonymously with normal 
optical thickness. 

see optical depth. 

The angle between the sun, the object (i.e. rings) and 
the observer (i.e. the camera) 
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Poynting- A loss of orbital angular momentum by orbiting particles 

Robertson associated with their absorption and reemission of solar 

drag: radiation 

•power law: ' A way to describe the grain size distribution, which is 

used throughout this chapter is the 4 parameter power 

law nd(a) da = C a~q da in a restricted radius domain 

]. Here nd(a) da denotes the number of grains 

with a radius within (a ,a + da) per unit volume, q is the 

power law index and C a normalization constant. 
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Chapter 3 

Detection methods 

A new method for the detection of dust grains is proposed in section 2. of this chapter. 
In order to give a realistic view on the relevance of this method, a short description of 
existing in situ dust detection methods is given in section 1. 

3.1 Existing in situ detection methods 

3.1.1 Pick-up of the ionization signal by electric antennae 

This technique proposed by Gurnett et al. [1983] and Aubier et al. [1983] has been used 
to analyze data in the ring plane passage of Jupiter, Saturn [Meyer-Vernet et al., 1996], 
[Tsintikidis et al., 1994], Uranus and Neptune for the Voyager missions and during the 
ICE flyby of P/Giacobini-Zinner [Gurnett et al., 1986]. 

When a dust grain with mass m strikes a spacecraft. at a relative velocity larger than a 
few kilometers per second, the grain is instantly vaporized together with a part of the 
target material, and heated to a temperature higher than 105K (Figure 3.1). A small, 
partially ionized cloud of gas (with an overall charge Q(m) larger than the initial charge 
before impact) is produced, expanding outwardly from the point, of impact. Initially this 
cloud is collision-dominated. But when the density of the expanding cloud decreases, a 
point is reached where collisions are no longer dominant. At this point, recombination 
ceases and the residual ionization escapes as an expanding cloud of plasma, picked up by 
the antenna. When we invert the relation Q(m), the mass of the impacting particle can 
be obtained from the signal recorded by the antenna receiver (ionization signal). In this 
way the local dust number density and mass distribution of a dusty environment can be 
obtained. 

The determination of the amplitude of. the ionization signal is very complex. As indi-
cated by Meyer-Vernet et al. [1996], the charge released by a dust grain bombarding a 
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Figure 3.1: Detecting dust grains by means of impact ionization [Gurnett et al., 1983] 

spacecraft has not a simple proportionality. Although a lot of work is done in calibration 
measurements for the direct impact dust detectors, Q(m) is not easy to assess since lit-
tle is known about the composition and surface state of the dust particles in the space 
plasma environments we have in mind. The released charge as a function of the mass of 
the impacting particle for silicate, carbon and iron grains was given for different impact 
velocities by Goller and Griin [1989]. For realistic velocities, Q(m) is proportional to the 
grain mass and only weakly dependent on the incidence angle, and we assume that it 
obeys the relation: 

Q{C}(™) » 103m{kg}. (3.1) 

The maximum amplitude of the signal is then given by A I O N { V } = 103m{kg}/C{F}> with C 
denoting the antenna capacitance. As stated by Tsintikidis et al. [1994] and Meyer-Vernet 
et al. [1996], the value of A ion is an upper bound. We can expect that only a fraction a 
of the dust cloud will be collected. Indeed, the antenna surface is small, and hence most 
of the released charge will not get collected by it. For a dipole antenna, where the voltage 
is measured by the difference between two antenna arms, we may expect that a <C 1. 
The derivation of the parameter a is by no means an easy task and can only be carried 
out statistically if enough events are available, because it depends highly on the place 
of impact. However, for a monopole configuration, where the voltage between spacecraft 
and antenna is measured, a will be close to the upper bound 1, because the spacecraft 
body can be a very efficient collector of charge, since the plasma is formed very near to 
its surface. We may conclude that the monopole configuration is preferable, because the 
resulting signal is much larger and easier to interpret. As we shall see in section 3.2, the 
dipole configuration has other and new possibilities for the detection of dust grains. 
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3.1.2 Impact ionization detector 

The impact ionization detector detects individual particles impacting on the sensor and 
measures their mass, impact speed and electric charge. Although people were building 
dust detectors based on impact ionization already in the early 1970s for the Pioneer 
spacecraft, in this section we describe briefly the latest generation of detectors on board 
the Galileo/Ulysses spacecraft [Grün et al., 1992] (Figure 3.2). 

S E N S O R 

, DUST  PARTICLE 

E N T R A N C E ORIO 0 V ' 
• •••••••••••••••a« •• 
C H A R M CRIO o v / 

ff 

ION COLLECTOR 
-350 V 

HEMISPHERE 
(ELECTRON  COLLECTOR)  0V 

Figure  3.2:  Detecting  dust  grains  by means  of the direct  impact  detector  [Grün  et al.,  1992] 

Positively or negatively charged particles entering the sensor are first detected via the 
charge which they induce on the charge grid while flying between the entrance and shield 
grids. All dust particles — charged or uncharged — are detected by the ionization they 
produce during the impact on the hemispherical impact sensor. After separation by an 
electric field, the ions and electrons of the plasma are accumulated by charge sensitive 
amplifiers, thus delivering two coincident pulses of opposite polarity. The rise times of 
the pulses, which are independent of the particle mass, decrease with increasing particle 
speed. From both the pulse heights and rise times, the mass and impact speed of the dust 
particle are derived by using empirical correlations between these four quantities. 

The sensor consists of a grid system for the measurement of the particle charge, an 
electrically grounded target (hemisphere) and a negatively biased ion collector. A charged 
dust particle entering the sensor will induce a charge to the charge grid, which is connected 
to a charge sensitive amplifier. The output voltage of this amplifier rises until the particle 
passes this grid, and falls off to zero when it reaches the shield grid. The peak value (Qp) is 
stored for a maximum of 600 microseconds and is only processed if an impact is detected by 
the impact ionization detector within this time. A dust particle hitting the hemispherical 
target produces electrons and ions, which are separated by the electric field between 
the hemisphere and ion collector into negative charges (electrons and negative ions) and 
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positive ions. The negative charges are collected at the hemisphere and measured by a 
charge sensitive amplifier (Qe). Positive ions are collected and measured at the negatively-
biased ion collector with a charge sensitive amplifier (Qi). Some of the ions penetrate 
the ion collector, which is partly transparent (total transmission approximately 40 %), 
are further accelerated, and hit the entrance cone of an electron multiplier (channeltron). 
Secondary electrons are produced, amplified, and measured by a charge sensitive amplifier 
(Qc). Other quantities measured are the rise times of both the positive and negative charge 
pulses (Qi and Qe). The measurement of the time delay between electron pulse and ion 
pulse serves as a means for distinguishing impact events from noise. Impact events have 
time delays of 2-50 microseconds, while mechanical noise has a time delay of milliseconds. 
These signal amplitudes and times of a single recorded event are digitized and stored in 
an Experiment Data Frame. 

This detector neither determines the chemical composition nor the impact angle of an 
impinging particle, and therefore calibration can be carried out by averaging over impact 
angle and an assumed compositional distribution. This introduces uncertainties of factors 
1.6 for impact speed, and 6 for the grain mass. These kind of uncertainties are connected 
with the detection process itself, and cannot be ruled out by building a better instrument 
[Göller and Grün, 1989]. For the Galileo/Ulysses dust detectors, there is an additional 
problem in getting the charge of the dust grains and no reliable dust grain charge data 
are available [Landgraf, personal communciation, 1996]. 

3.2 The radio dust analyzer (RDA) 

Recently, Meuris et al. [1996] proposed a new technique to derive dust grain characteristics 
with the help of a simple wire dipole antenna, elaborating on earlier results [Lesceux et 
al. 1996]. Charged dust grains passing by the antenna induce an electric potential change 
for the time of the flyby. This dust-detection technique has been called the Radio Dust 
Analyzer (RDA). The induced "waveforms", called the RDA signals, are studied as a 
function of the characteristics of the dust grain (its charge and velocity vector) and the 
plasma parameters. The amplitude of the noises due to flyby, emission and impacts of the 
ambient plasma electrons is compared with the expected amplitude of the RDA-signal. 
In order to use the method, the noise levels must be at least an order of magnitude 
smaller. Furthermore the ionization signal which is produced when a dust grain strikes 
the spacecraft will be larger but less frequent than the RDA-signal and therefore the event 
rates of both signals play a crucial role. 
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3.2.1 Magnitude of the signals 

RDA signal 

We consider a maxwellian two-component plasma, with electron and ion temperature 

Te = Ti = T and plasma density N. The electron Debye length is given by 

x 2
 £0K>T 

D = ^ 

where e0 is the vacuum permittivity and k is Boltzmann's constant. A spherical dust 

grain with radius a XD and scalar velocity v embedded in the plasma acquires an 

equilibrium charge Q, given by the standard charging model (Section 4.2.1). In all cases 

of practical interest, the velocity satisfies v cse (csa denotes the thermal velocity of 

species a), so that the electrons contribute fully to the shielding. When csi <§: v < cse, 

the ions do not contribute at all and the relevant Debye length is XQ (this would remain 

true when v is of order of magnitude csi provided that Te < T{). If, on the other hand 

V < c3i cse, the ions and electrons fully shield the charge and the relevant Debye 

length becomes XD/\/2. In intermediate cases, the plasma temporal dispersion cannot be 

neglected and the problem is more complicated. The grain charge is taken to be constant, 

because the charge variation timescale is much larger than the dust signature width. The 

well-known Debye-shielded potential around one single dust grain is then given by 

$(r) = (3.3) 

keeping in mind that when v < c3i, \D must be replaced by XD /V2 and that we have 

implicitly assumed linear shielding, i.e., $(r) < «T/e, which is always satisfied in practice. 

We consider a Cartesian (x, y, z) frame and a wire dipole antenna (with radius ra) posi-

tioned along the z axis, with the two arms (each arm with length L) meeting each other 

in the origin (Figure 3.3). For the calculations presented here, the opening angle between 

the two antenna arms is a = 180°, but an analogous reasoning can be held for other 

a-values as we will see later on. Furthermore we assume that the response time of the 

receiver antenna system is much smaller than the dust flyby time, and that the antenna 

is thin enough (r0 < L and ra < XD). The dust signature width has a value intermediate 

between the time for a grain moving parallel to the antenna (L + XD)/v and that for a 

grain moving perpendicular to the antenna (XD/v). 

The orbit of a dust grain in uniform motion is given by 

x(t) = zo + v sin(0) cos(ip -f- cp0) t (3.5) 

y(t) = yQ + v sin(0) sin(<̂ > -I- <p0) t (3.6) 

z(t) = z0 + v cos(9) t, (3.7) 
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Figure  3.3:  Antenna  geometry  of  a wire  dipole  antenna  and the coordinates  used. 

where (v,9,ip) are the spherical coordinates of the velocity of the grain relative to the 
antenna, as indicated in Figure 3.3. 

The potential at a point (x, y, z) on the antenna is given by 

$[x,y,z,t] = (3.8) 
tt 

with 
R = y/[x(t) - z]2 + [</(*) - y]2 + [z(t) - z]*. (3.9) 

The voltage measured by a wire dipole antenna is the difference between the voltages 
averaged over each arm; hence the antenna response is 

1 f° 1 rL 

A $(*) = - / $[0,0 ,z,t]dz-~ $[0,0 ,z,t]dz. (3.10) 
L J-L L Jo 

According to (3.10), the antenna response A$(£) is proportional to $o * a and hence to 
Q. We introduce the shape function 

with dimensions m - 1 . The problem depends on the six geometrical parameters v, 9, <p, 
tq = \Jx§ -f 2/o> zo of the grain's orbit. Changing <po will not change the antenna response 
due to the cylindrical symmetry. Since v is only present in the expression v x t, changing 
v will only stretch the timescale and will not change the shape of the shape function. 
When we take t = 0 when z — 0, there are just three parameters left to determine the 
shape: 9, ip, and tq. 



3.2. THE RADIO DUST ANALYZER (RDA) 59 

Given a response profile, it is theoretically possible to fit the parameters v, 9, <p, ro, and 
$o x a oc Q. Furthermore, in most of the cases we already know the direction of the 
dust-antenna velocity and even its magnitude. In that case the problem becomes a fit for 
TQ, tp, and $o x Q- °c Q- Here we are only giving some indications of the relations between 
the features of the waveform and the values of those parameters. The results might be 
generalized to a more complex antenna system (triple or quadrupole), in order to refine 
the diagnostics. 

In Figure 3.4 the shape function for a grain moving parallel to the antenna is shown for 
different antenna lengths. Increasing the antenna length increases the width of the signal, 
as expected. We see that for long antenna lengths (L » A^), the maximum value of the 
signal (detected only by one arm) can be found at |i> x t\ sa L/2. When the antenna 
length gets smaller the maximum is recovered near |u.x t\ > L/2. The response reaches a 
maximum for a specific antenna length in the neighborhood of L = 3m, for this particular 
choice of grain orbits. 

Figure 3.5 shows the influence of the Debye length for a grain moving parallel to the 
antenna. It is readily understood that the regime where A^ < ro gives no response at 
all, because of Debye shielding of the grain charge. However, when we increase the Debye 
length, the maximum response increases and eventually reaches a constant value. 

Figure 3.6 shows the influence of the orbit's orientation with 9 in the first quadrant. For 
9 in the other quadrants, these results can be used by taking into account the transfor-
mations 9 ->• 9 + 7T <{=> t —• -t and 9 -»• n - 9 £(t) -£( t ) . The influence of <p is 
shown in Figure 3.7 with values taken in the first quadrant. 

Figure 3.8 shows the influence, of ro- When ro » A£>, the antenna response becomes very 
small. 

The practical use of antennae as a grain detector has several limitations: first of all, the 
random voltage induced by the plasma particles passing near the antenna and secondly 
the random voltage induced on the antenna by particle impacts and/or emissions. Both 
noises have to be smaller than the dust signal for it to be detectable. 

3.2.2 Noise levels 

Noise level due to plasma particle flyby 

Together with the grain signature on the antenna we would expect a contribution $p(t) 
due to the flyby of the plasma particles. Owing to the nonzero time constant of the 
receiver, the antenna does not "see" individual electrons but a mean over a large number 
of passages. The signal produced by a single flyby for a plasma particle of velocity v is 
an odd function of v. The average of such a signal over a Maxwellian distribution yields 

. < $ P ( t ) > = 0 . 
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Figure 3.4: Antenna response for a grain moving parallel to 
the antenna as a function of v t for different antenna lengths, 
Here rw=1.41 m, X d =lm. 

S(t) .<nr>) 

£ ( * ) (m") 

Figure 3.S: Antenna response for a grain moving parallel 
the antenna as a function of v t for different Debye 
lengths. Here r0=1.41 m, Z,= 10m. 

Figure 3.6: Antenna response as a function of v t for 
different 9. Here r0=1.41 m, <j>=-7t/4, Z,= 10 m, A . d = l m . 

F igure 3.7: Antenna response as a function of v t for 
different <|>. Here r 0 = 1.41 m, 0=7t/2, L= 10 m, A.d=lm. 
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M ( m ' ) 
rft=l  m 

7 ' 0.08 

r0=I.41m  : q.06 

r0=3.16m  -
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Figure  3.8:  Antenna  response  as  a function  of  vt for  different  TQ. Here  tp = — 7r/4,  9 = -w j4,  L = 

10m,  A£>  = l m . 

So we calculate the variance < <b2
P(t) >, given for Maxwellian electrons and ions, by 

Meyer-Vernet and Perche [1989] 

ROO 
<$2

p(t)> = <$2
P(f)>df, (3.12) 

J O 

where $ p ( / ) is the noise spectral density: 

< $2
P{f) > = iKTRe(Z), (3.13) 

4 i f°° F(k) 
z = -2— / —rt^dk, (3.14) 

F(k) = ^-J\k-J(k)\2dCl (3.15) 

_ Si(kL) Si(2kL) 2s\n\kL/2) 
~ kL 2kL ~ W& • (316) 

Here £i is the longitudinal permittivity, eo is the vacuum permittivity and Z is the 
antenna impedance. Si denotes the sine integral function. In (3.15) the integration is over 
the direction of k. 

To evaluate these integrals, we assumed a linear current distribution: 

J(k) = ^ sin2(kzLJ2)[J0(krra)}ez, (3.17) 

with k2 = k2 + k2. The noise variance is then given (for ra L and ra \D): 

< $2 (o > = R F [ k \ dk. (3.i8) 
7R SQ JO 1 + k2\2

D/2 v ' 
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4KT 
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Figure 3.9: Normalized noise variance due to plasma particles flyby, as a function of the antenna 
length and Debye length, T being constant. 

Unlike the case of a spherical dipole antenna, evaluating this integral analytically is not 
easy. We restrict ourselves to a numerical evaluation of (3.18). With the help of a change 
of variables y .= kXQ/\/2, the noise variance due to plasma particle flyby can be put in 
the form 

< *2p{t) >= ^ ^ G(L/XD). (3.19) 
W 6QAD 

Figure 3.10: Plot of the function G(x) in full line. The dashed line indicates the analytical result for 
x » 1. 

Figure 3.9 shows the normalized noise as a function of L and A^. The effect of the 
antenna length is illustrated in Figure 3.10, which shows the function G(x) for parallel as 
well as for perpendicular dipole antennas. The response of a wire dipole antenna reaches 
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a maximum for wave vectors satisfying kz « 3/L. This results in a variance that reaches 
a maximum for a specific antenna length Lm, given by the maximum of the function G(x) 
located at Lm = 2.74 Xp. 

The analytical result for the case A^ « I , 

KT 

< > = — ln(^2L/AD), (3.20) 

is shown in Figure 3.10 as a dashed line. 
Increasing the Debye length decreases the noise. Indeed, when the Debye length increases, 
three phenomena occur. The timescale for a single plasma particle flyby and the number 
of relevant plasma particles both increase because of the bigger Debye sphere around the 
particle. However, the amplitude of the mean plasma particle signal decreases. This is 
due to the decrease of the average magnitude of the responses, which is proportional to 
the inverse of the mean distance of the flyby's, given by the Debye length. 

Noise level due to plasma particle impacts or emissions 

If the antenna is not meshed, it can collect or emit particles', which gives rise to a noise 
$i/e(t). In general, the problem is very complicated [Calder and Laframboise, 1985]. The 
number of impacts or emissions cannot be determined exactly, because it depends on 
the unknown floating potential and surface state of the antenna. However, an order of 
magnitude of the resulting noise variance can be calculated as follows. 

One event, i.e., one electron impact (or emission), on one antenna arm produces the 
voltage maximum am 
the antenna given by 
voltage maximum amplitude given by [e/(2C)]2, where C stands for the capacitance of 

^ ksq L 
0 = i t \ / v 3-21) ln(A0 /ra) 

This voltage squared has to be multiplied by the number of events per time unit and by 
a typical timescale in order , to obtain the variance. The number of events per time unit 
is given by 2/e/e, where Ie stands for the electron current to the antenna. The factor 2 
takes into account the return current. 

Indeed, the equilibrium potential is a result of the balance ( | / p |+ | / i |= | / e | ) between elec-
tron, ion and photoelectron currents, Ie, U and Ip respectively, so that the number of 
events {\Ie\+\Ii\+\Ip\)/e can be simplified to 2\Ie\/e. 

A typical timescale is the decay time of the signal given by r = RC. Since the antenna 
is not meshed, the resistance R is mainly due to the dc current. In order of magnitude, 
this dc resistance Rdc is given by the inverse of the derivative of the dc current on the 
antenna: 

1 dl I„e 
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For a negative antenna potential, only the direct plasma current contributes to Rdc and 
Teff = T, while for a positive antenna potential, the photoelectron current contributes and 
the order of magnitude of the effective temperature is then given by 1 /Te/f = l/T -f 1 /Tp, 
where Tp is the temperature of the photoelectrons 1 eV) [Goertz, 1989]. 

4 k T 

- 3 

Figure 3.11: Normalized noise variance due to plasma particles impact and/or emission, as a function 
of the antenna length and Debye length, T being constant. 

Hence the order of magnitude of the noise variance is given by 

< *?,.(*) > 
e \ 2 2 I e c K T e f f 

2 CJ e ele 

_ KTeff 
2 C 

_ KTeff l n ( A D / r a ) 
2n £qL 

Figure 3.11 shows this noise level as a function of L and Xp. 

(3.23) 

3.2.3 Case studies 

To be able to detect grains with RDA, the grain signal has to be larger than the noise 
levels. Also, for the response to be detectable, the signal should be larger than the 
sensitivity of the receiver. The first condition gives a minimum detectable grain size: 

Max 
a m = 

*?/.(*) >.V< > 

o 
(3.24) 
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being the maximum value of the shape function for a typical grain flyby (at a distance 
r o — ^D, for 9 = tp = TT/4). The second condition gives the sensitivity needed to detect 
the smallest detectable grains: 

A$s = am 

= Max 

(3.25) 

(3.26) 

The number of detectable events per time unit is given by RRDA = VNDS, where ND 

denotes the number density of detectable grains and S is the cross section of the detector. 
The latter is given by 

S = 4 Ao [A/57T cos 0 + L sin 0]. (3.27) 

Case 1 
ROSETTA 

Case 2 
ROSETTA 

Case 3 
WIND 

Case 4 
CASSINI 

Case 5 
VOYAGER 

AD, m 10 0.1 7 . 5 10 5 
T, K 100 x 103 100 100 x 103 100 x 103 100 x 103 

<I»o, V 10 10 7 . 5 -20 -10 
Nd, m- 3 10"5(a) 3 x 10~2(a) 1.5 x 10-14(6) — — 

v, m s - 1 100 100 20 x 103 10 x 103 14 x 103 

L, m 5 5 40 10 10 
7"a, m 1.0 x 10~3 1.0 x 10"3 2.0 x 10"3 14 x 10~3 6.3 x 10~3 

SRDA, m 2 1.1 x 103 2.0 1.4 x 103 1.2 xlO3 180 
0.03 0.2 0.04 0.1 0.03 

YJ< /e(t)>,V 70 x 10"6 5 x 10"6 20 x 10-® 40 x 10~6 40 x 10~6 

$2
P(0 >, V 20 x 10~6 6 x 10~6 40 x 10"6 30 x 10"6 40 x 10"6 

am, (FJ-RN) 250 3 150 20 130 
A n V 70 6 40 40 40 
RRDA, s _ 1 1 6 4 x 10-7 12 x 106 Nd 2.5 x 106 Nd 

Table 3.1: The equivalent cross section of'the detector (5 ) , the noise levels, the minimum detectable 
grain radius ( a m ) , the minimum antenna sensitivity required to detect the smallest detectable grains 
( A $ s ) and the event rate (RRDA) given for different types of environments, with typical plasma 
( A o , T ) , grain ( $ o a n d antenna (L,ra) parameters. The value of £ m a x is given for a grain 
flyby at a distance ro = \ D , for 0 = ip = n/4 except for case 5 where the direction of the grains is 
known. Case 1, Cometary environment, outside the contact surface. Case 2, Cometary environment, 
inside the contact surface. Case 3, Interplanetary medium at 1 AU heliospheric distance. Case 4, 
Planetary environment, Saturn's dilute E-ring. Case 5, The Voyager 2 Saturn ring plane crossing, 
(a) Cumulative density for grains larger than am; adapted from McDonnell et al. [1992]. (b) [Griin 
et al., 1985]. 

Results are shown in Table 3.1 for a selection of cases in cometary, interplanetary, and 
planetary media, which might be useful in the Rosetta, Wind, Cassini and Voyager mis-
sions respectively. 
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Case 1 and 2: Cometary Medium 

To get estimates for a cometary medium, we use results for comet P/Hart ley 2 near perihe-
lion (~1 AU) from McDonnell et al. [1992] and extrapolate them for comet P/Wirtaken, 
which will be visited by the Rosetta mission. We take a gas production rate typically 3 
times lower, assume the same dust to gas ratio, and consider a distance from the nucleus 
of 100 km. The flux of particles of mass m « 10_1° — 10 - 9 kg (corresponding to am of case 
2 in Table 1) is then F = 3 m - 2 s - 1 . This corresponds to a dust density of Nd ~ 0.03 m - 3 . 
The corresponding event rate RRDA is of the order of one event per second. 

To get an estimate for particles of mass m > 1 0 - 6 k g (corresponding to am of case 1), 
we assume a grain mass distribution such that the flux of particles with mass m > m 0 , 
is proportional to mg 4 ' 5 . This exponent is close to the mean value measured in situ for 
comet P/Halley [McDonnell et al., 1987], and to recent measurements for large grains in 
two other comets [Fulle, 1992; Fulle et al., 1992]. The flux is then F ~ 1 0 - 3 m - 2 s - 1 and 
the corresponding dust density is Nd ~ 10"5 m - 3 . Again, the corresponding event rate is 
of the order of one event per second. Note that if the grains are fluffy, the charge mass 
ratio is larger, which would significantly decrease the minimum size of detectable grains 
and thus increase the event rate. 

Cases 3: Interplanetary Medium 

Table 1 of Grün et al. [1985] gives the cumulative lunar flux for different models. This 
flux is close to the average interplanetary flux at 1 AU, for the particle sizes considered. 
With the value of am given in case 3, the minimum, mass of detectable particles is of the 
order of 10~7 kg, for a grain density of 2.5 x 103 kg m - 3 . This corresponds to an event 
rate of RRDA = 4 X 10 - 7 s - 1 and a typical time between the events of about a month. 

However, if the grain mass density, like often suggested for large grains, is smaller than 
2.5 x 103 kg m~3, RRDA would increase. The same happens within sporadic meteoroid 
streams. 

Case 4 and 5: Planetary Medium 

Typical parameters are given for the Cassini mission in Case 4. We must be careful on 
the interpretation of these results. In the ring plane one encounters a high dust, density 
and therefore, we can expect a higher frequency of ionization signals. This requires a 
more detailed analysis, and a precise description of the spacecraft's orbit. This is not yet 
available for the Cassini mission, but in Case 5, for the Voyager 2 ring plane crossing the 
analysis is carried out. 

We consider the time domain data from the PWS experiment Voyager 2 ring plane cross-
ing, on August 26, 1981, at a radial distance of 2.86 Rs , very close to the G-ring. These 
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data were already studied by Gurnett et al. [1983], Tsintikidis [1994] and recently by 
Meyer-Vernet et al. [1997], in the framework of the ionization signal. 

• The two antennas (length L = 10 m and radius ra = 6.3 x 10~ 3 m) on board 
the Voyager spacecraft, were used for both the radioastronomy instrument (PRA) 
and the plasma wave experiment (PWS) (Figure 3.12). The first uses a monopole 
configuration, measuring the voltage between one arm and the spacecraft, while the 
second uses a dipole configuration, measuring the difference of potential between 
the two antenna arms. Where the PRA consists only of a spectrum analyzer, the 
PWS data includes besides the spectrum analyzer, a wideband receiver (10 Hz to 
56.2 kHz) which provides waveforms of the received signals with a time resolution 
of about 30 (j,s. This wideband receiver can provide us with the required waveform 
data. 

Figure 3.12: The Voyager spacecraft. The wire dipole antennae are used in monopole configuration 
by PRA, and in dipole configuration by PWS; they are mutually orthogonal and perpendicular to the 
13-m length magnetometer boom, which is ti lted by 50° from the -z axis, and contained in the y-z 
plane. 

The wideband receiver includes an automatic gain control that maintains an approx-
imately constant output amplitude with a feedback time constant of 0.5 s. In this 
way the output signal will have a suitable dynamic range for the high-rate teleme-
try system, which has only 4-bit resolution [Gurnett et al., 1983]. The spacecraft 
coordinate system was shown in Figure 3.12. 

PRA and PWS antennas 

v 
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Figure 3.13: The active volume for the Radio Dust Analyzer for one of the antennas. 

The relative dust-spacecraft velocity is u=13.8 km s - 1 during the ring plane crossing 
and so the time the grain resides in the active volume (Figure 3.13) is of the order 
of A£fl£>A=0.5-10 m s for realistic Debye lengths. This results in 17-300 samples for 
each RDA-signal. The time width of the ionization signal is between 0.5 and several 
ms, but the mean value is about 1.6 ms [Gurnett et al., 1983]. 

For the case considered, the noise level due to plasma particle impact on the antenna 
can be directly calculated by (3.23). 

The noise level due to plasma particle flyby on the other hand has to be recalculated 
for the specific geometry (perpendicular antennas) using Meyer-Vernet and Perche 
[1989]. When we assume a linear distribution, we get: 

and calculate 

J(k) = G(kx)ex - G'(ky)ey, 
1 e~ixL _ i 

^ - è - h s z - 1 ' 

F { k ) = 3 h i i k - J ( k ) i 2 ^ ' 

(3.28) 

(3.29) 

(3.30) 

where the integration is carried out over the direction of k. The noise variance is 
then given by: 

4/cT f°° F(k) 
— k ( 3 . 3 1 ) < *l(t) > = — / T n'en JO 1 

Equation (3.31) was evaluated numerically, given by: 

< *2(t) > = 
4^2KT 
TC2£Q\D 

G(L/XD), (3.32) 

and the results for different Debye lengths and a temperature of T = 100 x 103K, 
can be seen in Table 3.2. The function G(x) is drawn in Figure 3.10 (dashed line), 
where the case for parallel and perpendicular arms can be compared. 
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AD (m) 1 2 5 10 20 
S RDA (ma) 30 62 180 430 1200 

*?/. > (MV) 35 38 41 43 46 

sj< n > (MV) 87 68 42 26 14 

Table 3.2: The variance of the noise due to impact/emission of plasma particles, the variance of the 
noise due to plasma particle flyby and the effective cross section of the RDA, for different Debye 
lengths for the Saturn ring plane crossing of Voyager 2. This noise level is given for T e / / = 1 eV. 

• The geometrical analysis of the spacecraft's orbit was carried out in Appendix A. 
Because we already know the relative dust grains-antennae direction, the RDA-
signal becomes a function of only 4 parameters: xq, yo, \d and Q, where (xo>yo) is 
the coordinate of the intersection of the orbit of a grain and the x-y plane (Figure 
3.12), while Q stands for the charge of the grain. 

• The plasma environment in the Saturn rings [Richardson, 1995], consists of protons, 
heavy ions (with mass ss 16 mp), and two populations of electrons (hot and cold). 
The environment in the neighborhood of the Voyager ring plane crossing is shown in 
Table 3.3. With a dust-spacecraft velocity of 13.8 x 103ms \ we can conclude that 
protons and electrons will contribute in the plasma shielding, while the heavy ions 
cannot react fast enough to do so. Furthermore to keep the analysis tractable we 
also neglect the cold electron component, keeping only the proton and hot electron 
population. With this assumption, the overall shielding length A£> « 5m. 

N (m"3) T ( K ) (ras"1) 
protons 8 X 10b 9 x 104 3 x 104 

heavy ions 1 X 108 2 x 105 8 x 103 

cold electrons 2 X 105 1 x 104 4 x 105 

hot electrons 1 X 108 9 x 105 4 x 10fi 

Table 3.3: The number densities, the temperature and the sound velocity of the different plasma 
constituents at L = 3 near the Voyager 2 ring plane crossing at Saturn [Richardson, 1996] 

The knowledge of the dust density in the G-ring of Saturn is very poor. In the 
paper of Tsintikidis et al. [1994], the mass threshold for the dust particle sizes is 
of the order of 1-10 \xm, with number densities in the range 10 - 3 -10 - 2 m~3. The 
dust size distribution for the G-ring has been described by the photometric analysis 
of Showalter et al. [1992], and is assumed to be a power law distribution, with a 
power index q = 6 for grains between amin = 0.03 pm and amax = 0.5 jj,m. The 
analysis recently made by Meyer-Vernet et al. [1997], assumed a less steep power 
law for micron sized grains. 

• We can make a more detailed analysis of the signal frequency Rrda• We expect 
that the RDA signal is smaller but more frequent than the ionization signal (sec-
tion 3.1.1). In order to resolve RDA-signals between the ionization signals, a more 
thorough analysis of the event rates for the two kind of signals must be carried out. 
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< Nd> (m-3) 
10" e 10~4 10- 2 10° 10 2 

1 40 x 10" -6 4.1 x 10' -3 0.41 41 4.1 x 10 3 

2 860 x 10 - 6 86 x 10" -3 8.6 860 86 x 10 3 

TRDA A D (m) 5 2.4 x 10" -3 240 x 10 - 3 24 2.4 x 10 3 240 x 10 3 

10 5.9 x 10--3 590 x 10 -3 59 5.9 x 10 3 590 x 10 3 

20 16 x 10" -3 1.6 160 16 x 10 3 1.6 x 10 6 

TION 22 x 10" (j 2.2 x 10' -3 0.22 22 2.2 x 10 3 

Table 3.4: The ratio TRDA for different Debye lengths and different < Nd > RDA for 6 t R D A - l ms 
and (5£/oat=1.6 ms. The ratio TJON is given for different < N d >ION-

The event rates (R) for the ionization and RDA signal are given respectively by: 
RRDA = v SRDA < Nd > R D A ) (3.33) 
RION = V SJON < N D >ION, (3.34) 

in which 5 stands for the effective cross section of the different signals and < Nd> 
denotes the effective grain densities i.e. the number densities of the grains that give 
rise to a signal that exceeds the noise levels. The height of the RDA signal depends 
only on the two geometrical parameters XQ and y0. 
SRDA is given by the projection perpendicular to the direction of the grains of 
the active volume (Figure 3.13). For the ionization signal on the contrary, we 
assume that only the metallic part of the spacecraft contribute to this cross section, 
and the rest of the spacecraft is expected to have a low unknown yield for the 
ionization signal [Meyer-Vernet et al., 1996]. From Gurnett et al. [1983] we recover 
that SroN = 1.7m 2. Furthermore, the projected cross section for the RDA signal, 
depends on the Debye length (A D ) . The order of magnitude for the cross section for 
different Debye lengths is given in Table 3.2. 
The next parameters to determine are the effective signal densities. These densities 
depend on the number density of the dust particles, which is often given by a power 
law distribution n(a)da - Ka~0da, with radii a in a given range [amin, amax] (see 
chapter 2). This is believed to be the case in most planetary rings and cometary 
environments. However, not all of these particles will give rise to signals exceeding 
the noise levels. The height of the signals, and hence the effective grain densities 
will depend on the geometry of the dust grain orbit. Bigger (smaller) grains, passing 
closer to (farther away from) the antenna will produce a larger (smaller) RDA signal. 
Hence to recover the effective grain densities, we need estimates for the height of 
the signal as a function of the grain orbit. We can write: 

SRDA < Ard >RDA = Nd[a> a*(xo,yo)}dx0dy0, (3.35) 
•'SRDA 

with 
fClmax Nd[a > a*(x0.J/o)] = / n(a)da, (3.36) 
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with a*(xo,yo) the minimum grain radius the grain must have for it to pass through 
the point (xQ,y0,0) and causing a RDA-signal bigger than the noise level. This can 
be calculated with the help of equation (3.10) and is shown in Figure 3.14. 

o > 

- 2 

-4 - 2 

Figure 3.14: The minimal grain size a*(xo,yo) (in /j.m) for the dust particle to cause a RDA signal 
that exceeds the noise levels for = 5m and a maximum noise level of 40/iV. 

When the timewidth of the signals are denoted by At we define the following diag-
nostic parameters (Figure 3.15): 

TRDA = ATRDARRDAI 

TIQN = ATIONRION• 

(3.37) 
(3.38) 

These parameters stand for the ratio of the time width of an individual detectable 
RDA(ION)-signal and the mean time between two such events. It is a measure for 
the possibility to resolve individual detectable RDA (ION) signals, as can be seen in 
Figure 3.15. When T < 1, one recovers mostly individual signals. When T > 1 the 
different signals will overlap most of the time. The parameter gives the percentage 
of time for which signals can be seen. We conclude that in order to use the RDA 
technique, we require TIQN ^ TRDA <1-
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R-1 

Figure 3.15: The definition of the characteristic time scales At and 

Table 3.4 gives different values for TRDA and TION, as a function of the effective 
grain densities. We assume that A I O N { V ) = 103

 X a X m{kg}/C{F> as indicated in 
section 3.1.1. The capacitance of the spacecraft is given by C = 3 x 10 -10 F [Meyer-
Vernet et al., 1997] and a = 0.0078 [Tsintikidis et al., 1994]. The minimum grain 
size that induces an ionization signal therefore becomes « 7/im. From Figure 3.14 
we see that the minimum grain size to produce RDA signals is at least an order of 

. magnitude larger, and combined with a typical grain size distribution [Meyer-Vernet 
et al., 1997], we come to < ND >ION> 103x <. ND >RDA• Introducing these values 
in Table 3.4 give us TRDA < TIQN, and mostly ionization signals will be seen. 

3.2.4 Conclusions 

A new method for the detection of dust grains by the use of a simple wire dipole antenna 
is analyzed and presented. To use the method with a high precision we must try to reduce 
the noise levels. As is shown in Figures 3.9 and 3.11 we must preferably use the method 
in a neighborhood with a large Debye length and using large antennas. 

Advantages 

• The RDA-method has a big cross-section (« 103m2), because in contrast with the 
two other methods discussed in the beginning of this chapter, the cross-sectional 
area is not a physical surface. 

• The RDA-method provides us with a method that does not need detailed assump-
tions on the nature of the grains. This is needed in the classical dust detectors to 
recover the amount of charge released by impact vaporization of the grain and the 
released charge as a function of the impacting grain mass. 
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• There is a low extra cost to implement the method, because on interplanetary 
missions, antennas are easily available by a plasma wave-experiment or for the 
detection of the plasma population by antenna noise analysis. The same antennas 
can be used, and only a Data Processing Unit (DPU) must be built. This unit must 
be programmed in such a way that it recognizes the signals, processes them and 
sends back the characteristics of the signal. 

Disadvantages 

• Although the number of RDA-signals will exceed the number of ionization signals, 
the amplitude of the RDA-signal is expected to be weak. This means that the noise 
levels that can be expected such as noise due to plasma particle flyby, and impact, 
are critical parameters to look at. It has however been shown that the magnitude 
of the RDA-signal will exceed the noise levels for realistic grain sizes in four case 
studies. 

• To derive the dust grain characteristics starting from the RDA signals, we must 
solve the inverse problem, i.e. starting from the antenna signal, recovering the 
characteristics of the grain's orbit. 

• In order to be able to make the proper analysis of the signals, we need the signals 
in the time-domain. 

Our results for different space missions were summarized in Table 3.1. 
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3.3 Appendix A: Geometrical analysis for the Voy-
ager 2 ring plane crossing 

In the spacecraft x, y, z coordinate system (Figure 3.12) the velocity of the particles 
is given by V = (4.005, 9.996, -8.640) km s"1 . Using the geometry of the spacecraft 
as explained by Meyer-Vernet et al. [1996], the endpoints of the antennas in the same 
coordinate system are given by A i = (7.07, -4.55, 5.42) m and A2= (-7.07, -4.55, 5.42) m. 
The ratio of the projected area of the two antennas on the direction of the grain velocities 
turns out to be 1.82, and therefore we expect, to have 1.82 more grains which impact 
directly on antenna 1 compared to the impacts on antenna 2 as indicated by Gurnett et 
al. [1983], 

The volume in which a grain is detectable for one of the antennas is shown in Figure 3.13. 
It consists of a cilinder with radius and length L and a hemisphere with radius XQ-
The projection of the endpoints A i and A2 on the plane perpendicular to the velocity 
vector V, are given by Pi=(8 .41 , -1.20, 2.52) and P2=(-4.54, 1.77, -0.050). 

Figure 3.16: The effective cross section for the Radio Dust Analyzer in the plane perpendicular to 
the grain-spacecraft velocity for the Voyager 2 dipole antenna during the ring plane crossing 

With this knowledge, one can derive the lengths of the projection of the antennas, and the 
angle between them (160°). This gives us the projection as indicated in Figure 3.16. The 
effective cross section becomes therefore in order of magnitude SRDA = 28 X XQ + 1.5 x \2

D. 

The velocity vector can be described in spherical coordinates using the spacecraft coor-
dinate system. We know -that V = (4.005, 9,996, -8.640), and therefore the angle G with 
the positive z-axis, is 129°. On the other hand, the projection on the x-y plane gives us 
the angle 0=68°. 

8.9 m 0.9 Xa 
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Chapter 4 

Charging model 

The charging of a dust grain embedded in a plasma is a very fascinating, easily posed 
problem: when we put a dust grain (typically micron sized) in a plasma, what charge will 
it obtain, and how will this charge depend on the local plasma parameters ? The problem 
is rather old and was first tackled by Moll-Smith and Langmuir [1926] in the framework of 
probe theory. Indeed, the analysis of the floating potential of a plasma probe is parallel to 
the calculation of the equilibrium potential of a dust grain in a plasma. A dust grain can 
be considered as a probe at the floating potential, because no net current can be drawn 
by the grain. As we will see, solving this charging problem can become quite difficult, 
and the solution is even nowadays not yet clear in some domains. 

Let us look at a single dust grain exposed to a plasma environment (Figure 4.1). Its 
surface will continually be bombarded by incident charged particles and photons. Some 
of the particles can be captured by the dust grain, resulting in a change of the object's 
charge (primary charging) at random intervals with probabilities that depend on the 
grain's potential. Indeed, when a grain becomes more and more negatively charged, the 
chance that it is hit by an electron decreases, because of the repulsion by electrostatic 
forces, whereas the probability to be hit by a positively charged ion will increase. Since 
the electrons are far more mobile than the ions, there is an immediate build up of negative 

XA 

Figure 4.1: A dust grain becomes negatively charged by plasma. 
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charge and hence negative potential with respect to the plasma. Immediately the random 
motions of the ions and electrons in the region of the particle are disturbed. Since the 
particle charges negatively, electrons are repelled and ions are attracted. Thus the electron 
flux is reduced by repulsion just enough to balance the ion flux. 

Figure 4.2: The different charging mechanisms a) reflection b) primary charging, c) true secondary 
electron emission, d) tunneling, e) photo-emission 

But in reality the situation becomes more complicated (Figure 4.2). Some of the incident 
electrons, especially those with a high enough energy, can pass through the grain, before 
being .stopped (tunneling). Furthermore, particles can reflect (elastic and inelastic elec-
tron reflection) or liberate secondary electrons (true secondary electron emission), while 
incident energetic photons can cause the emission of photoelectrons (photo-emission). All 
these processes result in a charge transfer between the plasma and the grain. 

When the dust grain acquires a high enough potential, the electrostatic repulsion of the 
surface charges produces an electrostatic tension in the grain. If the grain's stability 
is insufficient this tension can cause its breakdown by electrostatic disruption. When a 
critical surface electric field is exceeded, electrons can be emitted by a negatively charged 
grain, electron field emission, or ions by a positively charged grain (ion field emission). 
When the grain is spinning, there will be a centrifugal stress, which can cause centrifugal 
disruption. 

The rate (number of exchanged charges per time unit) at which the charge transfer occurs 
depends on the grain (its charge, geometry, ...), as well as on the plasma characteristics 
(number densities, temperatures, ...) and environmental characteristics (relative grain-
plasma velocity, ambient magnetic field, ...). The rates for the different charging mech-
anisms, are denoted by IQ, It, Is, Ir, Ip, for the primary current due to capture of species 
a (e.g. e, i for electrons and ions), the electron tunneling current, the secondary elec-
tron current, the reflected electron current and the photo-emission current respectively. 

e 

c) e) 
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Furthermore, we denote the grain surface potential, the grain charge and the normalized 
surface potential as V, Q and Xa = qaV/{^Ta), with qa, Ta and « the particle charge, 
temperature and Boltzmann's constant. Equilibrium values will be denoted by adding a 
subscript 0. 

Throughout this chapter, we assume that a steady state exists for the charging process. 
This state is eventually reached, when the sum of all currents to the grain surface is zero, 
and this is given by a non-linear equation in Vo 

f = = (4.1) 
0 

It needs to be stressed that, depending on the specific form of the different charging 
currents, the solution of (4.1) might not be unique. Especially when secondary charging 
becomes important [Meyer-Vernet, 1982], it can be shown, that hysteresis can appear: 
in that case the equilibrium potential of a grain depends on its history, producing both 
positively and negatively charged particles in the same plasma. Recently these results 
were confirmed experimentally by Walsh et al. [1995]. 

An interesting parameter to deal with is the characteristic charging time tch, defined as 
the.time needed for a neutral grain to reach 90 % of its equilibrium value. This parameter 
may be regarded as a time constant for the charging mechanism, although the charging 
process is nonlinear. » 

Even though in most of the cases the charging process is described as a continuous process, 
the real charging is discontinuous. Plasma particles are absorbed at the grain surface, at 
random times and in a random sequence, resulting in an equilibrium charge fluctuation. 
The effect of this phenomena is discussed in sect ion 1. A review of the charging currents 
is given in sect ion 2. When there is a unique equilibrium potential and multiple grains are 
injected into or formed in an initially neutral plasma,, they become negatively (positively) 
charged, ieaving excess ions (electrons) in the plasma. Therefore the ion (electron) flux 
decreases and the grain does not have to become so negative (positive) in order to equalize 
the ion and electron currents to its surface. The resulting equilibrium charge is lower in 
absolute magnitude, than its "isolated" value. The influence of the interaction of the 
different grains on the grain charging is examined in sect ion 3. It is easy to understand 
that the resulting charging current has to be adapted when a considerable magnetic field 
is present. As an example, we could expect that for strong magnetic fields, the geometrical 
cross section of the grain becomes 2 x na2 instead of 4ka2, because the charging will take 
place only by grains moving parallel to the magnetic field lines. A further analysis is given 
in section 4. 

4.1 Continuous versus discontinuous charging 

The effect of the discontinuous character of the charging process was studied by Cui 
and Goree [1994] for the primary charging currents. They find that the fractional rms 
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fluctuation level is given by the simple law: 
< (Q - Qo)2 > 1 / 2 _ 

Qo (4.2) 

where < ... > stands for the average over the different charge levels. For a large object 
(carrying a large equilibrium charge) in a plasma (e.g. a spacecraft) the fluctuations are 
negligible. On the other hand, for a tiny dust grain with an average of only, a few electrons, 
the fluctuations are enormous, and the grains can have a positive charge momentarily, 
even in the absence of electron emission. In the rest of this chapter we assume that the 
charging process is continuous. 

4.2 Grain charging mechanisms for isolated grains 
4.2.1 Primary charging Standard model 
The primary charging mechanism, described by the standard model, was first derived 
by Mott-Smith and Langmuir [1926]. Suppose that we can neglect all other charging 
mechanisms for a single neutral grain, at rest in a Maxwellian two-component plasma 
with yjK.T e/m e » ^nTi/rui. The initial ion flux is smaller than the initial electron flux 
and mostly electrons will hit the grain. As the grain becomes more and more negative, the 
ion flux increases, and the electron flux decreases, until an equilibrium value is reached. 
At this point the frequency of negative charges hitting the grain equals the frequency 
of positive hits, a dynamic equilibrium is reached and the floating potential of the grain 
is smaller than the plasma potential (Vp). Note that only the potential difference has a 
physical meaning and hence we have to consider the difference V - Vp instead of the grain 
potential V. For the moment we consider isolated grains, and so the plasma potential 
equals the potential at infinity. The latter is taken to be zero and we. set Vp = 0 for 
the rest of this section. The process of charging is driven by the difference between the 
instantaneous surface potential and the equilibrium potential (AV = V — Vo). 
Although the standard charging theory is maybe too simple for some applications, it is a 
good starting point, to see what the consequences are of the different assumptions made: 

• A steady state for the charging process exists. 
• No magnetic field is present. 
• Only the primary charging mechanisms are considered. 
• The grains are considered as perfectly absorbing, spherical and conducting. 
• The velocity distribution of the plasma species at infinity is given by a Maxwellian 

distribution. 
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• The currents are orbital motion limited. This theory contains the assumption that 
some particles (of every energy range) graze the probe surface. Implicitly this in-
cludes that there are no trapped orbits for the particles. 

When /Q(V) is the velocity distribution at infinity, the charging current I a due to the 
plasma species a is given by: 

• /"M300 O 
I a = naqa / vcrQfa(v)d V. (4.3) 

Jv 0 
Here o a is the charging cross section, vo is the smallest particle velocity required to hit 
the grain. 

Furthermore, the capacitance (C) for a spherical grain, is equal to [Houpis and Whipple, 
1987] 

C = 4tt e0a, (4.4) 

provided that a <§: Xp. 

The charging cross section can be found as follows (Figure 4.3). A plasma particle starts 
with a velocity va outside the Debye sphere of a dust grain, with impact parameter bc. 
When it enters the Debye sphere, the particle is going to "feel" the influence of the grain, 
and the path of the particle changes due to electrostatical forces. We consider a plasma 
particle grazing at the dust grain's surface with a velocity vag. When we decrease the 
impact parameter, for a constant start velocity, the plasma particle is going to hit the 
grain, therefore the collision cross section will be given by 7t6 ,̂ where bc is the impact 
parameter for grazing impact. The laws of conservation of momentum and energy require 
that: 

1 2 1 2 , Q^c, , . • , 

mavQga — mavabc. (4.6) 

We eliminate vag from the above equations and use (4.4). The cross section is given b.y: 

aQ = nbc 

= ira 

= ira1 

1 _ 9q<2 

1 -

2maTT£Qav2. 
2qaV] 

(4.7) 

mQ v2] 

When qaV < 0, the particle and the grain attract each other, the integration in (4.3) 
is over the complete v domain and so vq = 0. On the other hand, for qaV > 0, plasma 
particles with too low velocities will not reach the grain, being repelled by the electrostatic 
force. The limiting orbit which just reaches the grain's surface, will start with a velocity 

This velocity is given by the solution of the equation of conservation of energy: 
E = 1/2 mavl + qaV = 0. 
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Figure 4.3: A grazing collision between an electron and a charged particle 

Furthermore, the velocity distribution is taken to be Maxwellian at infinity: 

/ a ( u ) = n *(2^) 2 e X P 
mv 
2nTa 

(4.8) 

Substituting (4.8) and (4.7) in (4.3) and using spherical coordinates, we get [Whipple, 
1981] for an attractive potential qaV < 0: 

2 8KTa ( qaV\ Ia = ira naqa J 1 — , irma 

and for a repulsive potential qaV > 0: 
2 /8 *T a Ia = na naqQ\ exp V n m a . 

[ QaV 

(4.9) 

(4.10) 

An isothermal electron-ion plasma 
When the plasma is isothermal (T e = Ti = T), and consists only of two plasma species 
(n e = ZiUi = no), the grain will be negatively charged, and we can rewrite the expressions 
(4.9) and (4.10) as: 

I 8 K T / ZieV' Ii = ira noe\ 7T rrii 
and 

I e = —na 7iQe\ I8KT 
7T m, exp 

kT 

eV 
L « T J 

(4.11) 

(4.12) 
In this case the evolution of the normalized surface potential x = eV/^nT) will be given 
by: 

and we can conclude from (4.11), (4.12) and (4.13) that: 
(4.13) 
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Normalized time 

Figure 4.4: Charge evolution for a single dust grain embedded in a proton-electron plasma described 
by (4.13). The times is normalized by to and the potential by its equilibrium value. 

• The equilibrium solution of (4.13) is independent of the plasma density no and ' the 
grain size a, as it depends only on the variables between the curly brackets. 

• The natural time scale for the charging is given by 

t 0 = ^ c s e / ( a u 2 p e ) , (4.14) 

The charging time for a neutral grain, given by tch = 14.7 x t 0 = 37 x cse/(atj^e), is 
proportional to \/T/(noa), therefore larger grains, or grains embedded in a denser or 
colder plasma, will reach equilibrium faster. This can be readily explained [Choi and 
Kushner, 1994]. Small dust particles charge slowly because they are small targets, 
and less plasma particles are going to hit them. Dust particles in very hot plasmas 
charge slowly because the final equilibrium potential is large. Dust particles in dense 
plasmas charge quickly because of the high plasma flux. 

• From the numerical solution, for a proton-electron plasma (Figure 4.4), we can see 
that the equilibrium charge is obtained faster for grains that obey < |Vo|. When 
a grain is "not negative enough", the charging will be faster than for a grain that 
is "too negative". This is due to the higher electron mobility. 

For a hydrogen plasma the equilibrium potential is given by xo = —2.51, while for a singly 
ionized oxygen plasma xo = —3.61. 
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A drifting electron-ion plasma 

In most of the cases however, drift velocities have to be included allowing the differ-
ent species to have different equilibrium drifts (U a ) in the reference frame of the body 
[Whipple, 1981]. The velocity distribution is taken to be a Doppler-shifted Maxwellian 

f M ={2 
m(v  - U Q ) ; 

2 KT„ (4.15) 

Substituting (4.15) in (4.3) and using spherical coordinates, we get [Whipple, 1981] for 
an attractive potential qaV < 0: 

Ia,att. = Tra2naqac3aTa 
U Q 

V2c sa. 

= ^ { ( ' + è " e r f H + e x p M } 
(4.16) 

and for a repulsive potential qaV > 0: 

'a ,rep. = ira naqacsaGa 
Ua qaV 

V2caa'V *Ta 

XI i _ 1 y ga(x, y) = 7 1 ( (1 + - ) (erf [x + y] + [x - y]) (4.17) 

j - { ( | + l ) exp [ - (x - y ) 2 ] - - l ) exp [ - ( , + y ) * \ } 

As we can see in expressions (4.16) and (4.17) the influence of the drift velocity is expressed 
as a function of Ua/csa. In most applications, this ratio becomes negligible for the electrons 
and hence we can use (4.10) for the electron charging current. For the ion charging current, 
however, the thermal velocity is much smaller, so it is more prudent to use (4.16). 

In Figure 4.5, we can see the variation of the equilibrium grain potential, as a function of 
the drift velocity relative to the ion thermal velocity. One would expect the grain to sweep 
up more ions per time unit when moving than at rest, and therefore to be less negatively 
charged. This is indeed the case for high values of Ui/csi. However, for low values of this 
parameter, the grain becomes more negative because the increase in ion flux to the front 
side due to the motion is more than offset by reduction in the flux to the backside. 

Discussion of the assumptions 
• The grains are modeled as spherical, for reasons of mathematical treatability. How-

ever, as will be shown later on, nonspherical grains show a tendency to become more 
spherical by electrostatic disruption. 
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1.05 

o 2 3 4 5 6 7 

Normalized drift velocity 

Figure 4.5: The equi l ibr ium potential of a single dust grain embedded in a proton-electron plasma. 

The potential is normalized by its equil ibrium value, while the dr i f t velocity is normalized by the ion 

thermal velocity c s j . 

• For a perfect isolator, the charges will not be redistributed over the grain's surface. 
The current density on the grain surface as a function of position would be needed. 
The surface would not be an equipotential surface, the electric field near the surface 
would need to be known to obtain the currents, and the problem becomes very 
complex. 

• The orbital mot ion assumption (OML): We assumed that particles can graze 
the grain. This includes implicitly that there are no trapped orbits for the particles. 
In reality however, some of the plasma particles can be trapped by the grain. This 
is often included in the theory by assuming that an absorption radius exists outside 
the probe, which in a sense replaces the probe radius: particles which cross this 
absorption radius are destined to hit the probe and be collected [Allen, 1992]. The 
discussion of the validity of the orbit-limited motion approach is still going on [Allen, 
1992], [de Angelis, 1992], [Daryanani, 1996]. Ideally, we should solve together the 
equations of motion and Poisson's equation for a considerable amount of plasma 
particles. 

To examine whether or not trapped orbits can exist, we give a brief analysis using 
spherical coordinates with the origin taken in the center of the grain. For the total 
energy Ea of a particle of species a (attracted or repelled) in a plasma we get: 

The canonical angular momentum component JQ about any z-axis is conserved and 
given by: 

(4.18) 

Ja — rnarvQ. (4.19) 
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Combining these equations, gives us: 

Ea = -mav* + Ua(r) 
1 

(4.20) 

These equations describe a particle motion in one dimension with an effective po-
tential Ua(r). The analysis of the problem goes as follows: 

- N o collisions: Although it is possible that the effective potential has a local 
minimum, which can cause trapped orbits, particles will not populate such 
orbits. Indeed, particles coming from r = oo, with a positive energy, will be 
collected or reflected, but they keep their initial energy and therefore trapped 
orbits will be empty. 

- Collisional plasma: Collisions will scatter particles, and the possibility of 
trapped particles exist, if a local minimum is reached by the effective potential. 
It is easily verified that if potential V(r) decays faster with r than r~2 such 
minimum can exist. If trapped orbits exist than they will be populated due to 
collisions, and the OML-theory will not hold in that particular case. 

4.2.2 Secondary electron emission 

When an electron is absorbed into the material, it may be stopped by the grains (primary 
charging), pass through the grain before being stopped (tunneling) or release secondary 
electrons (true secondary emission). On the other hand, the electrons may get reflected 
(elastic and inelastic reflection). 

Tunneling 

Tunneling is distinguished experimentally from true secondary emission primarily by the 
energy of the emitted electrons. It is only recently recognized that this phenomenon 
might be important to explain the charging of very small dust grains [Chow et al., 1993]. 
Assuming that the primary electron current density is conserved within the grain and 
neglecting drift velocities, one can express the electron tunnel current as follows : 

Emin denotes the minimum energy required for an electron, to tunnel through the grain 
and fe the electron velocity distribution. In Chow et al. [1993] this energy is given 
by Em in = VKwa, with Kw Whiddington's constant. This constant is of the order of 
1014 eV2m - 1 , both for insulators and for conductors. 

(4.21) 
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Evaluating this integral (4.21) over the usual Maxwellian distribution yields for negatively-
charged grains (V < 0) 

11 = —Tra nPe\ 
I8KT 

nme 

[" e V1 r R • 
exp 

.kT. 
exp 

L KTe 
1 + 

kT. 

and for positively charged grains particles (0 < V) 

Emin + eV It = —ita nee\ 
18 KT 

irme 
1 + 

kT„ 
exp Emir. 

kT* 

(4.22) 

(4.23) 

This tunneling effect can only play for very small grains, as the number of electrons with 
energy E > l04eV^/a^y, is usually negligible. Only for very small grains this current 
must be taken into account. 

True secondary emission 

If sufficiently energetic particles are present, true secondary emission becomes important. 
Electrons are usually the most energetic plasma particles, and therefore mostly electron 
driven secondary electron emission has been carried out. 

We define the secondary yield 6(E) as the ratio of emitted electrons to incident electrons 
with energy E. The secondary electron emission charging current can be written [Meyer-
Vernet, 1982; Chow et. al, 1993], for negative grains (V < 0) 

87r2a2e f°° , , , -
Is = JQ E 6(E) fe(E - eV)dE, (4.24) 

and for positively charged grains particles (0 < V) 

f eV \ r°° 
V 1 + «FJ Jev E 6{E) fe{E ~eV)dE• (4 25) 

Ts stands for the temperature of the emitted secondary electrons, which can adequately 
be described by a Maxwellian velocity distribution [Meyer-Vernet, 1982], with Ts in the 
range (1-5 eV). This assumes tacitly that the escaping electron flux is independent of the 
incident electron energy. For plasma temperatures of the order of Ts, this means that 
a (significant) portion of the secondary electrons can escape with energies greater than 
the incident energy which is clearly unphysical, and the results need to be modified. A 
better point of view is the approximation of the emitted secondary electrons by the same 
Maxwellian with a cutoff at the incident electron energy [Jurac et al., 1995]. 

For explicit expressions of 6 we refer to the papers mentioned above and the references 
therein. In general 6(E) exhibits a maximum (<5m) at an optimum incident energy Em, 
indicating that low-energy primary electrons will not produce secondaries, because their 

I, = 
on a e 

mi 
exp 

eV 
kT,. 
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lack of energy, while energetic primaries penetrate deep in the grain and the produced 
secondaries cannot escape. Laboratory data are available, but the yield for dust grains can 
differ appreciably from these values, due to the known high dependence of the yield on the 
physical and chemical structure of the surface. The result from Sternglass [1954] is widely 
spread, but the model of Draine and Salpeter [1979] is also used [Jurac et al., 1995], Both 
models were obtained for a semi-infinite slab of material and for normal incidence. To 
account for both the assumed spherical shape of the dust particle and isotropic incidence, 
some papers used a multiplication factor of 2 for 6m. It was observed, however, that in 
that case not only the secondary electron emission increases with incident angle but that 
also the value of Em shifts towards higher energies. Whipple [1981] gives expressions for 
these effects. 

Also, secondary emission starts at some threshold energy (Eth) for the impacting electrons 
and not at zero energy which is almost always assumed in derivations of 6(E). The surface 
barrier for insulators is determined by the electron affinity (EA), which is the energy 
difference between the vacuum level and the bottom of the conduction band. Only those 
electrons for which the component of kinetic energy perpendicular to the surface is greater 
than Ea will escape from the material. The resulting function for 6(E) corresponds to 
replacing E with Eth and Em with Em - Eth in the Sternglass or Draine and Salpeter 
expression. This threshold energy is usually between 5 and 10 eV for insulators, and 
therefore especially in plasmas where the temperature is in the same range, one can make 
significant mistakes by ignoring this effect [Jurac et al., 1995]. 

It has been shown by [Chow et al., 1993] that two grains with the same history can become 
oppositely charged, depending on their sizes. This is the case when besides the primary 
currents, the secondary electron current and the tunnel current are taken into account. 
The effects of tunneling and secondary electron current are therefore strongly related to 
the grain size distribution. 

Elastic and inelastic reflection 

Figure 4.6 shows the total electron fluxes from tungsten for 10 and 20 eV at normal inci-
dence measured by Harrower [1956]. We see the expected peak due to the true secondary 
emission electrons, and a second peak at the incident electron energy corresponds to the 
reflected electrons. The maximum corresponds to elastic reflection while inelastic reflected 
electrons, which lose some of their energy in the interaction with the grain, correspond to 
energies below the elastic maximum. The distinction between the inelastically scattered 
electrons and the secondary electrons is somewhat arbitrary, but when we model the true 
secondaries as a (truncated) Maxwellian, the rest of the flux can be considered as reflected 
electrons. 

For negative grain potentials all emitted electrons can escape, that is, regardless of their 
energy and the reflected current can be calculated using: 

(4.26) 
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Figure 4.6: Tota l electron fluxes from tungsten for 10 eV and 20 eV primary electrons at normal 
incidence (solid lines) and the modeled flux distr ibutions (dashed lines) as a sum of a Maxwel l ian 
around 3 eV for the true secondary electrons and a truncated Maxwel l ian for the reflected electrons 
[Jurac et al., 1995], 

The reflection coefficient R(E) denotes the mean number of ejected electrons per emitted 
electron by inelastically as well as by elastically backscattered primaries. 

For positive grains only electrons with sufficient energies escape. Therefore a model is 
needed for the reflected current as a function of the escaping electron energy. A half-
Gaussian velocity distribution (with a spread measured by Tref of the order of 1 eV) 
up to the elastic peak at incident electron energy can be used (Figure 4.6, dashed line 
which includes the true secondary electrons). The resulting current is given by Jurac et 
al. [1995]: 

I = 8 t rVe too f l + (eV/KT r e f - l ) e x p ( - ( £ - eV)/KTref) - E / K,Tref 
ml JeV I l-exp(-E/KTref) - E/KTref 

xEfe(E - eV)R{E)dE. (4.27) 

The reflection coefficient approaches zero as E —> 0, reaches a maximum below « 20 
eV and decreases slowly at higher energies. Typically, for metals the maximum value 
reaches 0.1-0.4, whereas for dielectrics it attains 0.5-0.8 [Jurac et al. 1995]. The number 
of available measurements on the reflection coefficient especially at low energies is however 
very limited. 

Ion induced secondary electron emission 

Impact of high energetic ions on a target material (sputtering) is extensively examined in 
laboratory simulation due to its use for the production of integrated circuits. Sputtering 
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causes erosion of the target material, and releases secondary electrons. It is shown [Whip-
ple, 1981] that secondary emission due to ion impact is important for ion energies above 
several keV and therefore less relevant for the space applications we are interested in. 

4.2.3 Photo-emission 

The absorption of photons can release photoelectrons and contribute to a positive charg-
ing current. For regularly shaped grains, the absorption characteristics of electromagnetic 
radiation may be calculated by Mie theory, while for irregular shaped grains such calcula-
tion may be a poor representation of the actual absorption characteristics. The absorption 
characteristics are strongly dependent on the grain size, its type and the radiation wave-
length [Havnes, 1984], 

The general expression for the photo-emission current for a negatively charged grain is 
given by: 

7P.= eira2 J ^(Ev)S{Ev)dEu (4.28) 

where f (£„) is the photo-electric efficiency, S(E„) is the flux of photons of energy Ev onto 
the dust particle. High values of Ip can be found as a result of rather large photo-electric 
yields for many materials in the extreme ultraviolet range of wavelengths, together with 
significant energy in the same region of the energy distribution of the solar photons. We 
can carry out the integration, using a typical solar spectrum and a typical photo-efficiency. 
The spectrum of the photo-electrons released is often assumed to be a Maxwellian with a 
temperature Tp in the range 1-3 eV. The area of the grain illuminated by the Sun emits 
photo-electrons which all escape in the plasma when the grain potential is negative. In 
this case the associated current is constant: 

Ip = ewa2r, (4.29) 

where T denotes the number of photo-electrons per square meter, per second. When the 
potential is positive, a fraction of these electrons return to the surface, and only the most 
energetic ones overcome the retarding potential and escape, contributing to a current: 

Ip = en a2 exp [-eK/(/cTp)] I \ (4.30) 

For photons originating from the sun r = 77 2.5 x 1 0 U r ^ A Uy m - 2 s _ 1 , with rh{A uy the 
distance grain-sun in astronomical units and rj the photo-emission efficiency (77 « 1 for 
metals and rj ssO.l for dielectrics). 

The importance of the photo-emission for the charging can be quantified [Havnes et al., 
1990] by the ratio between the photo-electron flux and the electron flux: 

40 x 109 , 
Rp/e = 7 — . (4.31) 

rh{A.U.}Ne{m-Z}\fTe{K} 
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4.2.4 Electrostatic disruption 

When dust grains acquire a very high potential, the electrostatic repulsion of like surface 
charges produces an electrostatic tension in the grain. Öpik [1956] was the first to calculate 
this electrostatic tension in a charged spherical conducting grain, and showed that it would 
blow apart if its tensile strength Ft is exceeded by the electrostatic repulsive force at a 
surface potential VQ: 

Ft < e ( 4 . 3 2 ) 

The tensile strength and the maximum surface field can be found in Table 4.1 for different 
materials. It is important to note that the above expressions probably underestimate the 
importance of the process, since they do not take into account the irregularities in the 
grain's geometry or surface condition [Grün et al., 1984]. 

F t (Pa) g ^ t V m - 1 ) 
fluffy aggregates IÖ3 1Ö7 

ice 105 - 107 108 - 109 

silicates 106 - 108 3 x 10" - 3 x 109 

glass 7 x 108 1010 

metals 2 x 109 2 x 1010 

Table 4.1: The tensile strength and corresponding maximum surface field strength of some dust grain 
materials [Grün et al., 1984], 

Hill and Mendis [1981] examined the disruption of conducting ellipsoid grains. They 
showed that the electrostatic pressure increases monotonically from a minimum at the 
center to maxima at the ends of the ellipsoid axis. When a grain is charged to equilibrium, 
and the tensile strength is everywhere in the grain larger than the electrostatic pressure 
the grain remains intact. However, as a grain with a uniform tensile strength is charged, 
it will continue to chip off at its ends where the electrostatic pressure exceeds the uniform 
tensile strength of the grain, resulting in a more spherical grain. 

It is clear that when the grain breaks down, its size a in (4.32) becomes smaller, and the 
value of Ft required to prevent grain disruption increases rapidly. This implies that when 
a grain begins to disrupt electrostatically, it will continue to do so until it reaches the 
smallest fragments for which the macroscopic condition (4.32) is no longer fulfilled. 

4.2.5 Field emission 

For micron- and submicron-sized particles, the tensile strength can be much larger than 
in Table 4.1, because they may consist of monocrystals. For these particles the maximum 
electric field attainable at the surface is limited by ion field emission for positively charged 
grains, and electron field emission for negatively charged grains. The critical surface 
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electric field for ion and electron field emission is Eec = 5 x 1010 V / m and Eic = 109 V / m 
respectively [Draine and Salpeter, 1979]. 

When a highly negatively charged grain breaks down, the grain radius decreases, and the 
surface electric field increases to the critical value Eec. At this value, electron emission 
occurs and the absolute value of the grain potential decreases to a value that is given by 
the size alone: V0 = Eeca. With the help of (4.32), we find that materials with a tensile 
strength larger than (£oE%e)/2 « 4 x 106 Pa are stabilized against electrostatic destruction 
by electron field emission. As can be seen in Table 4.1, silicates, glasses and metals are 
in this case. 

4.2.6 Centrifugal disruption 

For spherical particles in an isothermal plasma, assuming that the maximum tensile stress 
is independent of the grain size, a spinning grain will be disrupted if [Meyer-Vernet, 1984]: 

7T 
Ft < - p a V , (4.33) 

with p the grain's mass per unit volume and u the angular rotation frequency. If equipar-
.tition holds, the rms angular speed due to the random collisions with plasma particles, 
satisfies I J 2 = 3/cT, where I = 87rpa5/15. This yields the condition: 

45 KT 
F ' S 6 4 ^ ' <4'34> 

Due to its cubic dependence on the grain size, this mechanism becomes relevant for 
submicron sized grains. 

4.3 Charging model for a grain ensemble 

As we increase the dust density in a dusty plasma (and decrease the average dust grain 
distance d), the equilibrium charge on the dust grains will decrease dramatically. Two 
effects will play a role [Goertz, 1989]. 

• When we increase the dust density, the capacitance of the grains is going to increase 
[Houpis and Whipple, 1987], Indeed, the grain with its Debye shield is qualitatively 
like a spherical capacitor, the outer shell being replaced by the sheath. As grain 
spacing becomes comparable to or less than the Debye length, the positive sheath 
of each grain is forced closer to the grain surface, thus decreasing the capacitor's 
gap and increasing its capacitance. 
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• There is however a strong co.untereffect. When there is a unique equilibrium po-
tential and the grains are injected into or formed in an initially neutral plasma, 
they become negatively (positively) charged, leaving excess ions (electrons) in the 
plasma. So the grain does not have to become so negative (positive) in order to 
equalize the ion and electron currents to its surface. The absolute value of the equi-
librium charge obtained by the grain ensemble is smaller than the value obtained 
for a single grain. 

This effect was experimentally described by Barkan et al. [1994]. If the equilibrium 
potential of the grain is not unique, the role of ensemble effects is not yet clear and 
needs further investigation. 

So when we increase the dust density, the grains "appetite" for electrons will increase 
but the number of available electrons will decrease. The latter effect takes over from the 
former, and the mean charge for each grain decreases, when we compare to the equilibrium 
charge of a single grain. For a plasma where only the primary charging and the photo-
emission are relevant, the influence of high dust densities has been quantified by Havnes 
[1986]. 

4.3.1 The "Havnes model" 

Let us consider a dusty plasma with one mono-sized dust population, in which only 
primary charging takes place. The primary charging currents are given by (4.9) and 
(4.10) and the system is described the charge neutrality condition at equilibrium: 

-ene + qim + Q0Nd = 0. (4.35) 

The total currcnt vanishes at equilibrium: 

h{Qo) + Ii(Qo) = 0, (4.36) 

and the plasma is considered as thermalized, so the plasma number densities are given by 
Boltzmann relations: 

r QaU I 
na = N0exp -1— , (4.37) 

Kl a J 
with No the plasma density outside the dust cloud. 

This leads to two equations that can be solved for U (cloud potential) and V — Vp. The 
results are shown in Figure 4.7 for a proton-electron plasma as a function of the Havnes-
parameter P 

P- ^ ^ = 6 0 x 1 0 ^ . (4.38) 
e2 N0 N0 

When P 1 the grains can be considered as isolated, and the previous results are valid. 
However, when P is increased, the cloud potential increases because of the imbalance of 
electron and ion charges in the surrounding plasma. As a result, the surface potential 
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Figure 4.7: The cloud potential and the dust minus cloud potential versus the Havnes parameter P 
for an isothermal proton-electron plasma for different Rp/e [Havnes et al., 1990]. 

decreases because there are less free electrons left to charge the grain. This effect has 
been verified experimentally [Xu et al., 1993]. 

One drawback to this model was given by Wilson [1991]. It ignores the effect of absorption 
of charged particles. Indeed, both the ions and electrons were assumed to be Boltzmann 
distributed, and eventual sink/source terms occurring in continuity and momentum equa-
tions due to the charging process are not included in the model. When the densities of 
particles in the cloud are not too high and the loss of plasma particles due to the charging 
process is rather small, such assumptions are reasonable. 

It is important to note that the number of dust particles in a Debye cube can be written 
as: 

P i n 
(4.39) 

P_XD 
47t a 

It can be readily verified, that even when P 1 (considered as isolated), the number 
of grains in a Debye cube can be large, provided that XD > a, which is usually the case 
in dusty plasma environments. Often ensemble effects are explained by Debye spheres 
of different grains that overlap [Goertz, 1989]. This picture however is clearly not valid, 
because ensemble effects can be neglected (P <§; 1) even when the number of grains in a 
Debye cube is large. This is due to the fact that this model does not use any information 
on the charge of the grain. For low equilibrium charge, grain ensemble effects will occur 
for higher dust densities than in the case of high equilibrium charges [Melands0, private 
communication, 1996]. 
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4.3.2 Dusty crystals 

It was predicted by Ikezi [1986] that when Q2/(dT) (d stands for the average dust grain 
distance), exceeds a critical value, a lattice can be formed by the charged dust grains. 
This paper was the start of some successful dusty plasma crystal experiments. These 
experiments make it possible to examine wave phenomena, the structure of crystals and 
the charging of grains in strongly coupled systems. However the latter is beyond the scope 
of this thesis. 

4.4 Influence of the magnetic field on the charging 

We can expect that the presence of a magnetic field alters the charging currents. Indeed, 
the paths of the plasma particles change when an ambient magnetic field is introduced. 
A review on the charging of a spherical conducting probe in a laboratory magnetoplasma 
is given by Laframboise and Sonmor [1993]. 

The relevant length ocalca for this problem are the grain radius a, the length scale of the 
electric potential V(r) variation (denoted as X*D because for a Debye shielded potential 
this length is equal to the Debye length), the mean gyration radius r ^ j and the mean free 
path length rmfp. For a collisionless plasma, we assume that rmfp —• oo, while for all 
relevant dusty plasma applications, a X*D. 

A calculation for a spherical conducting grain in a collisionless magnetoplasma, for an 
infinitely large Debye length, was addressed by Sonmor and Laframboise [1991], while 
upper and lower bounds for the charging currents were given by Rubinstein and Lafram-
boise [1982]. For this approach, the charging current is shown to be a function of the 
normalized magnetic field and electric potential denoted respectively by (3a = a/r^J- and 
Xa = qaV/(KTa). 

Collisionless theory for infinite Debye lengths 

Following the same outline as before (Section 4.2.1), the motion of the particles can now 
be seen as a particle motion in the (r, z)-plane with an effective potential Ua(r, z), using 
cylindrical coordinates. The effective potential becomes in the presence of a magnetic 
field: 

UQ{r, z) = qaV(r, z) + ^mar2 1 r 7 O ->2 x o Of « 
(4.40) 

. m a r 2 2 
Since the kinetic energy must be nonnegative, it follows that a particle having a particular 
Ea and JQ, is confined in the region of the (r, .z)-plane for which, Ea > U(r, z), i.e., inside 
the particle's magnetic bottle (Figure 4.8). 

These bottles have rotational symmetry about the z-axis. For the collisionless limit, 
particles cannot cross magnetic bottle borders. When we assume that any particle whose 
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Figure 4.8: The magnetic bottles in the neighborhood of a grain [Rubinstein and Laframboise, 1982], 

magnetic bottle intersects the probe is collected, an upper-bound of the actual charging 

current can be derived when one ignores the effects of a particle's thermal motion at 

infinity [Parker and Murphy, 1967]. When the thermal motion at infinity is taken into 

account, Laframboise and Sonmor [1993] derived an upper bound (Z™411) for the current. 

Another attempt was made by Sonmor and Laframboise [1991]. They calculated a large 

amount of particle orbits by integrating Newton's equation of motion, with a Coulomb 

potential (X*D —• oo), and derived the currents as a function of (3a and Xa• They concluded 

that: 

• when p a —» 0, magnetical effects can be neglected and we recover the orbital motion 

limited theory. 

• when Xa increases, the collected current asymptotically approaches the upper-bound 

value I™ax, but very slowly. Hence this value will never be obtained for real dusty 

plasma conditions. 

It has to be stressed that this kind of calculation is not self-consistent. A self-consistent 

calculation should solve together the equations of motion and Poisson's equation, but is 
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notoriously intractable. The number of papers dealing with the self-consistent solution 
of the problem is very restricted [Laframboise, private communication, 1996]. However, a 
numerical three-dimensional particle-in-cell analysis has been carried out for a cylindrical 
probe [Singh et al., 1994]. They recovered that the actual current was adequately de-
scribed by the upper-bound limit, when the electric field gradient \*D is sufficiently large, 
and this happens even for realistic grain potentials as low as a few volts. -

Combined effects of space charge and collisions 

In a collisionless plasma, depending on the explicit expression of the electric potential, 
some of the magnetic bottles will be unpopulated. This is the case for the bottles not 
connected to \z\ —• oo. For a collisional plasma, however all bottles will contain particles 
due collisional scattering. 

It can be shown [Laframboise and Sonmor, 1993] that effects of collisions and space charge 
cannot be separated, even in the limit of a large mean free path. It turns out that a strictly 
collisionless theory cannot be exact in cases of finite Debye length. To explain why, we 
consider the depletion of particles at large distances from a spherical probe, caused by 
the probe's current collection. If Bo = 0, this depletion occurs equally in all directions 
for both ions and electrons, and therefore results in a spherically symmetric distribution 
of net space charge and therefore of potential. 

If Bo # 0, this depletion occurs predominantly along, and adjacent to the probe's "mag-
netic shadow". In other words, in the collisionless limit we expect that for plasma particles 
far away from the probe, both ion and electron density disturbances will become functions 
only of the cylindrical radius r. In contrast with the nonmagnetic case, however, these 
disturbances will have a different dependence on r for the ions and electrons, because the 
much smaller gyroradius of the electrons will cause the electron depletion to be confined 
much more closely to the magnetic shadow itself, whereas the ion depletion will be more 
widespread. 

The resulting charge imbalances will produce a potential disturbance which will also 
depend only on r, even far away from the grain. In the absence of collisions, no mechanism 
exists to cause the charge density disturbances to decay with increasing |z|, and the 
resulting potential disturbances must therefore also extend to infinity in both directions 
along the magnetic shadow. However, if the mean free path lengths are finite, no matter 
how large they are, collisions will ultimately repopulate the depleted regions. 

So the effects of finite Debye length and an ambient magnetic field are coupled, and the 
problem becomes more complex. Until now, this problem has never been treated in a 
self-consistent way [Laframboise, private communication, 1996]. 
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Chapter 5 

Major charging mechanisms for 
different space plasma applications 

In order to quantify the physical characteristics of the dust grain charging process (equi-
librium potential, charging time, relevance of the different charging mechanisms, . . . ) , we 
need to combine the appropriate data sets (chapter 2) and the latest charging models 
(chapter 4). Part of this calculation has been given for planetary rings [Jurac et al., 
1995], [Horanyi, 1996] and for the interplanetary medium [Mukai, 1981], but using either 
a less complete charging model, or a less appropriate set of data. Additionally, we will 
analyze the magnitude of the charging times and the relevance of the different charging 
processes. 

The interpretation of our results must be carried out carefully. The charging problem 
is highly nonlinear and hence small changes in the parameters (some of which are very 
uncertain) can result in serious differences in the results. Therefore it cannot be our 
ambition to give the solution for the charging equation, but we will give an indication 
what processes might be important in the charging of the grains in the space plasma 
environment that were studied in chapter 2. For that, we use a broad, well chosen 
parameter range for the charging parameters and look at the sensitivity of the model to 
these values. 

We deliberately did not include the analysis for the cometary environment, because we 
believe that the availability of the data is restricted to "snapshots" taken by in situ 
spacecraft at a limited number of comets. An additional problem is that the plasma 
parameters vary from comet to comet depending on the nucleus size, composition and 
structure, and for a given comet with solar distance, with time, and with distance to the 
nucleus and hence the range of variation of the parameters is large. There were attempts 
to explain the charging of dust grains in comets (e.g. [Boenhardt en Fechtig, 1987]), 
but they were based on a rather simplified model, taking only the primary electrons 
and the photo-emission into account, without specifying quantitatively why the other 
charging mechanisms where neglected. We believe that a detailed analysis of the charging 
mechanism in cometary dusty plasmas is still premature. 
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The influence of the magnetic field has been neglected. As we have seen before (Section 
4.4), this might be valid as long as the grain size is smaller than the mean gyration 
radius. The gyration radius in the rings of the giant planets and in the interplanetary 
medium is of the orders of meters and kilometers respectively and therefore this choice can 
be considered reasonable. However, our results must be re-examined when an adequate 
theory for grain charging in a magnetized plasma becomes available. Furthermore, we did 
not take into account the tunneling current and this rules out very small grains with radii 
a <C l^m. The uniqueness of the solution of the charging equation has been verified. We 
assumed that the dust density is low enough so that the charging of the different grains 
can be considered as independent. As explained earlier, this implies that the magnitude 
of the equilibrium potential calculated here is assumed to be an upper bound for the real 
situation. 

The chapter is structured as follows, In the first section, a summary is given of the model 
equations. The details and notation follow chapter 4. We apply this model to Saturn's 
rings and the interplanetary medium. 

5.1 The charging model: a summary 

For a good understanding a summary of the different charging model equations is given. 
The charge evolution of a dust grain is described by (4.1): 

where the summation is over the different charging mechanisms. As we know, the solution 
of (5.1) is not necessarily unique. The characteristic timescale tch is the time needed for 
a neutral grain to reach 90 % of its equilibrium value. This value was calculated for a 
micron sized grain. It is clear that this parameter changes as t^ ~ Qo/ Ip ~ a - 1 and 
so bigger grains reach their equilibrium faster. 

5.1.1 Primary charging 

We use equations (4.16) and (4.17). This gives for an attractive potential qaV < 0: 

(5.1) 

;
 v . ^)erf[x] + ̂ expM} 

•sa. 
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and for a repulsive potential qaV > 0: 

la,rep. — ^ctQa^sotQct 
Ua QaV 

\/2C kTc 

Ga(x, y) = ^ | ( l + ± - ^ (erf [x + y] + erf [x - y]) j 
[— ( x + y)2\ | 

5.1.2 Secondary electron emission 

For negative grains (V < 0) the secondary current is given by (4.24) and (4.25). With 
the use of the Sternglass equation [Sternglass, 1954]: 

6(E) = e2 x 6mE/Em exp - 2 s /E /E n 

where e stands for Euler's number, these expressions become for negative grains (V < 0): 

la — 6 I kTs 

lirm, 
exp (eV /*T e ) Fb(Em/^Te), 

F$(x) = x2 J^ u5 exp [ — (xu2 + u)j du. 

For positively charged grains particles (V > 0) on the other hand we get: 

k Te Is = e'6mne^l exp (tV/nT, - eV/KT3) (1 + eV/nT,) G5(Em/iKTe), 
rOO 

h(x) = x2 [ J 4 4 eV/Em 
u exp — (xu + u) du. 

5.1.3 Reflection current 

We use equations (4.26) and (4.27) and obtain for positive grains: 

7 = 8ir2a2e |~1 + (eV/KTTef - 1) e x p ( - ( £ - eV)/KTref) - E/KTref 
r ml JeV [ 1 - exp(—E/KTref) - E/nTref 

xEfe(E — eV)R(E)dE 

and for negative grains: 

8ir2a2e f°° 
/ ER(E)fe(E — eV)dE. 

J o 
Ir = m% Jo 
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The reflection coefficient R(E) will be taken from Jurac et al. [1995] who propose: 

r5.23 

1 0 3 9 ( 1 + 1.93 

based on laboratory experiments on ice. The parameter Tref is taken to be 1 eV. 

As indicated in c h a p t e r 4, the difference between true secondary electrons and reflected 
electrons is difficult to establish. Especially in the determination of the secondary yield 
parameters in laboratory experiments, all electrons coming away from a grain are mea-
sured (true secondaries as well as reflected ones) and the two parameters (<5m,Em) are 
fitted to the measurements. This is why, for example, "secondary production" occurs 
even for incoming electron energies below the ionization threshold. The data available 
on the secondary emission effect for low energetic electrons is very restricted and does 
not resolve the different secondary electron populations, especially at low electron ener-
gies. In fact, the only reliable data on the magnitude of the reflected current are based 
on laboratory experiments for rather large values of the incident energy. We use the re-
flection current for Saturn's rings where we can expect to find icy dust grains. For the 
interplanetary medium we choose to neglect the reflection current and use a more broader 
(5m,£'m)-space instead, in order to include the effect of the reflected currents [Horanyi, 
personal communication, 1997]. 

5.1.4 Photo-emission 

Equations (4.29) and (4.30) are used. For negative grains (V < 0), we get: 

IP — ENA^T, 

while for positive grains 

IP = ena2 exp [-eV/(kTP)\ T 

is used, where f = rj x 2.5 x l O 1 4 ? - ^ ^ m~2s_ 1 . 

5.1.5 Parameters 

The charging mechanism depends on environmental parameters and the following dust-
related parameters: <5m, Em, Ts, Tp, 77 and Tref. Some of them can be fixed because there 
is agreement on their value 

Ta = 2.5 eV, 
Tp = 2 eV, 

Tref = 1 eV, 
V = 0.1, 
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while (6m ,Em) are far from sure. The secondary yield parameters for ice were determined 
to be (<5m,£m) = (2.35, 340 eV) for normal incidence on a semi-infinite slab [Jurac et al., 
1995]. This corresponds to a yield function with (Sm,Em)=(3A3, 575 eV) for isotropic 
incidence, using results from Whipple [1981]. The parameters for lunar dust were given 
by Draine and Salpeter [1979] (8m,Em)=(1.5, 500 eV), but these parameters were derived 
for normal incidence on a semi-infinite slab. If the latter is the case, the parameters 
to use are (6m,Em) = (2.19, 846 eV). As indicated by Chow [1996], isotropic and parallel 
incidence on a spherical target are identical from the point of view of secondary electron 
emission. Although this gives us an order of magnitude for these parameters, we must 
proceed with care because it is known that they depend on the number of lattice defects, 
and the physical and chemical structure of the surface [Meyer-Vernet, 1982], 

5.2 Saturn's ring system 

We use the magnetospheric plasma data of Richardson [1995] with a plasma consisting of 
hot and thermal electrons, protons and heavy (water group) ions. An order of magnitude 
for the actual densities aud temperatures can be found in Table 2.3, but for the details 
we refer to Richardson [1995]. 

The charging current consists of 

• Primary current due to cold electrons 

• Primary current due to hot electrons 

• Primary current due to protons 

• Primary current due to heavy ions 

• Secondary current due to thermal electrons 

• Secondary current due to hot electrons 

• Reflected current due to thermal electrons 

• Reflected current due to hot electrons 

• Photo-emission current 

5.2.1 Analysis and results 

Figures 5.1-5.3 show the equilibrium potential for different values of the secondary pa-
rameters. We used the values for ice-like particles and the values for lunar dust, including 
the reflected particles with the data available for ice. Three cases were considered. To 
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Figure 5.1: The equilibrium potential for different /.-values in Saturn's rings. The grains are considered to have a velocity between 
the corotating and the Keplerian velocity. The influence of the day/night side is also evaluated. 
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Figure 5.2: The equilibrium potential for different /.-values in Saturn's rings. The grains are considered to have a velocity between 
the corotating and the Keplerian velocity. The influence of the day/night side is also evaluated. 



Figure  5.3:  The equilibrium potential for different /.-values in Saturn's rings. The grains are considered to have a velocity between 
the corotating and the Keplerian velocity. The influence of the day/night side is also evaluated. 
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see the influence of the dust-plasma drift, caused by the difference in angular velocity of 
the grains and the plasma, we looked at two limiting cases. First we considered Keple-
rian grains (blue diamonds) and then the case for which the grains are corotating (pink 
squares). The real grain angular velocity can be found in between. As we can expect, 
the equilibrium potential decreases when a drift velocity is taken into account. This hap-
pens, as explained in section 4.2.1, for drift velocities exceeding the thermal velocity of 
the ions. For the synchronous orbit at L = 1.86 the rotation and Keplerian periods are 
equal and the effect disappears. We expect that the effect will increase when we go father 
away fr6m the planet, because the relative drift-plasma velocity increases. However, as 
we can verify in Figure 5.6, the relative importance for the ion charging currents (the only 
currents influenced by the plasma-grain drift) decreases with increaseing L-value. These 
two effects result in a maximum difference of about 1 V, for the parameters considered. 

The influence of the photo-emission effect on the equilibrium potential is also shown in 
Figures 5.1-5.3. The charging equation was solved with (blue diamonds) and without 
(green triangles) the photo-emission effect. The photo-emission effect makes the grains 
more positive as can be verified in Figures 5.1-5.3. The influence of the day/night side on 
the charging of the grains is rather small. 

Figure 5.4 shows the equilibrium potential for Keplerian grains and different secondary 
yield parameters. As we see, the influence of the secondary yield parameters in the inner, 
F and G-rings is rather small, and increases when we go father away from the planet. This 
is due to the fact that the importance of the secondary charging mechanism increases with 
increasing L (Figure 5.6). Depending on the parameter set we use, the equilibrium charge 
can even change sign, in the outer E-ring. 

The charging time for the different cases is shown in Figure 5.5. It ranges roughly from 
minutes to hours and is smaller than the rotation period of the planet ( « 1 1 hours). A 
big decrease in the charging time occurs, when the equilibrium charge changes sign. This 
effect can be found for a simple grain in a proton-electron plasma as well (Figure 4.4). The 
charging time for grains for which ^ (0 ) < qd(oo) = Qo is much smaller than the charging 
time for grains with ^ (0 ) > qd(oo) = Qo, due to the higher mobility of the electrons. 
This holds even in the presence of other charging mechanisms as can be verified in Figure 
5.5. 

The relevance of the different charging mechanisms are shown in Figure 5.6. We see 
that close to the planet the primary electron current is balanced by the reflected thermal 
electrons, the secondary current due to the thermal electrons and the heavy ion current. 
However as we move away from the planet, the secondary currents together with the 
reflected thermal electrons will balance the primary electron current. The heavy ion 
current decreases, because the heavy ion density decreases away from the planet (see the 
Richardson data). 
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Figure  5.4:  The equilibrium potential for different /.-values in Saturn's rings and different secondary yield parameters. 
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Figure  5.5:  The charging time of a dust grain for different L-values in Saturn's rings and different sets of secondary 
yield parameters 
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Figure 5.6: The relative importance of the different charging mechanisms for different /.-values in Saturn's rings, for the 
secondary parameters (ôm, Em)=(1.5, 500 eV). 
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5.3 Interplanetary dusty plasmas 

Because of the high variability of the solar wind plasma, we will consider three cases of 
solar wind activity: a minimum, average and maximum solar wind phase. The character-
ization of these phases and the evolution of the plasma with the heliocentric distance can 
be found in chap te r 2. We are restricting the analysis to the ecliptic plane. 

The charging current consist of 

• Primary current due to electrons 

• Primary current due to protons 

• Primary current due to alpha particles 

• Secondary current due to electrons 

• Photo-emission current 

The grains are assumed to have Keplerian orbits around the sun. The angular velocity of 
the grains is therefore given by 

29.8 x 103 

^{ms-i} = . (5.2) 
y/Th{AU} 

and unless we look close to the sun ( r ^ u } < 0.5), the relative plasma-grain velocity 
is given by the solar wind velocity. As explained earlier, instead of taking the reflected 
electrons into account, we will examine a broad (Sm> Em) space to account for the reflected 
current as well. We considered Sm e [1,10] and Em e [100,1000] eV. 

5.3.1 Analysis and results 

Figure 5.7 shows the unique equilibrium potential Vq as a function of the heliocentric 
distance for four typical cases of the secondary yield parameters. The ordinary behavior 
shows a decreasing equilibrium potential Vq with increasing heliocentric distance (r/,). For 
large values of r^, Vq reaches a constant value almost independent of rh. However, for 
a maximum solar wind activity, there is a possibility for the formation of a maximum 
equilibrium potential at a distance r/, < 1 AU, e.g. (Sm,Em)=(3, 300 eV), (Sm,Em)=(3, 
500 eV). Furthermore for specific values of the secondary yield parameters, especially for 
small values of 8m and large values of Em e.g. (Sm, Em)=(l, 500 eV), very negative values 
of the equilibrium potential and a strong dependence on r/, occur. 

Figures 5.8-5.10 show the equilibrium potential as a function of the secondary yield pa-
rameters. As can be expected, the equilibrium potential increases with increasing Sm, 
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Figure 5.7: The influence of the secondary yield parameters on the equilibrium potential of interplanetary dust particles at 1 AU ~ 
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Figure 5.8: The influence of the secondary yield parameters on the equilibrium potential of interplanetary dust particles 
at 1 A U and for minimum solar wind activity. 
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Figure 5.9: The influence of the secondary yield parameters on the equilibrium potential of interplanetary dust particles 
at 1 AU and for an average solar wind activity. 
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Figure  5.10:  The influence of the secondary yield parameters on the equilibrium potential of interplanetary dust particles 
at 1 AU and for an average solar wind activity. 
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but decreases when Em is increased. The former is because the total secondary charging 
current is proportional to 6m, while the latter is due to the fact tha t . the equilibrium po-
tential is smaller than the grain potential that maximizes the secondary charging current. 
Indeed, when this is the case, increasing Em will decrease the secondary electron current 
in the neighborhood of the equilibrium potential, and the equilibrium potential will de-
crease. For small values of 6m and large values of Em, e.g. (Sm, Em) = ( 1, 500 eV), negative 
grains occur, and the equilibrium solution becomes very sensitive to the secondary yield 
parameters. 
The relative importance of the different charging mechanisms is shown in Figures 5.11-
5.13. For average and maximum solar wind activity we see that both the relative photo-
emission and the relative primary ion currents increase with increasing r^. The relative 
secondary current however decreases. The opposite is true for minimum solar wind activ-
ity. 
The charging times (Figure 5.14) range from seconds to several hours. The dependence 
of t c h on rh is complex. The densities and therefore the particle fluxes change inversely 
proportional to the square of the heliocentric distance (r/,), but the energy of the popu-
lation changes in a more complicated way. However the dependence of the charging time 
is close to an inverse square law, as can be seen in Figure 5.14. 
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Figure 5.11: The relative importance of the different charging mechanisms in the interplantery medium as a function of 
heliocentric distance for minimum solar wind activity. 
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Figure  5.12:  The relative importance of the different charging mechanisms in the interplantery medium as a function of 
heliocentric distance for an average solar wind activity. 
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Figure 5.13: The relative importance of the different charging mechanisms in the interplantery medium as a function of 
heliocentric distance for a maximum solar wind activity. 
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Figure 5.14: The influence of the secondary yield parameters on the charging time of interplanetary 
dust particles at 1 AU for an average solar wind activity. 
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Chapter 6 

Mathematical model 

We consider an infinite dusty plasma, consisting of a number of plasma species with 
subscript a and a single dust species of dust particles with equal radius a. In chapter 
9 however, we expand the model, including a grain size-distribution and self-gravitation. 
The plasma is assumed to be collisionless, except for the dust grain charging collisions. To 
model such a system, one can use different mathematical models. But besides of returning 
verifiable results, an appropriate model must be calculable as well, and in plasma physics 
the subtle choice of combining these two model features has been the object of study for a 
long time. When we start with Boltzmann's equation, and introduce the different velocity 
moments, an infinite set of evolution equations for the velocity moments can be derived. 
Although the momentum approach is totally equivalent to the Boltzmann equation, this 
infinite set is unmanageable. The solution for this problem is to close the system by 
a reasonable assumption, so that we can neglect the higher moments in the evolution 
equations. 

It is common to assume that one is dealing with an "infinite" plasma. While not often 
explicitly stated the infiniteness of the system is tacitly assumed. To put the idea on a 
semi-quantitative foundation we can define an infinite plasma to be a spherical plasma, 
whose radius R is very much larger than the maximum wavelength under study: 

Amax CR or kminR » 1 , . (6.1) 
where Amax is the maximum wavelength under consideration, fcmin is the equivalent wave-
number and Rp is the radius of the plasma. The implication of (6.1) is that physical plasma 
boundary effects/conditions can, to a good approximation, be ignored for the important 
wavelengths under consideration. As the wavelength A approaches R boundary effects 
have an increasing effect on the allowable waveform and can no longer be neglected [Mace 
et al., 1997], 

The plasma-dust interaction in a dusty plasma will cause a direct change in the multi-
fluid model, introducing sink/source terms in continuity and momentum equations. In 
section 1, we give a short overview of the model used and how we adapted the classical 
multi-species approach. The explicit expressions for the source/sink terms are given in 
section 2, while the interpretation and results will be given in section 3. 
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6.1 Multi-fluid approach 

6.1.1 Continuity equations 

There are first the continuity equations where for the ordinary species we use a model 
baised on the model of Bhatt and Pandey [1994], incorporating the fact that the number 
densities of these species are not conserved. Extra source/sink terms are due to fluctu-
ations in the charges of the dust grains, which liberate or capture electrons and protons 
and hence influence their number densities: 

dna _ . 
— + V • (naua) = Sa. (6.2) 

Here na and u a denote the number density and fluid velocity of population ex. The 
source/sink terms Sa are not further specified for the time being, but are assumed to 
vanish in equilibrium for all species. This argument means that at equilibrium there are 
as much plasma particles created as collected by dust grains per time unit. This creation 
process can be a consequence of the emission of plasma particles by the grain, charge 
exchange at the grain's surface and/or ionization of neutrals in the plasma. 

For the dust grains, there is no sink/source term present. The argument for this statement 
is that the dust number density is not affected by the dust loosing or picking up some 
charges. Coalescing or breaking up of the dust could be important but has not been 
incorporated in the treatments discussed further on. So the continuity equation for the 
dust remains as usual: 

^ + V • (ndud) = 0. (6.3) 

The equation expressing conservation of charge in the plasma as a whole, 

^ nQqa + ndq^j + V • ^ nQqa ua + ndqd u ^ = 0, (6.4) 

can be rewritten with the help of the continuity equations (6.2) as: 

On the other hand the charge fluctuations are given by 

dq f d \ -fa = ( -Qt
 +ud • vj qd = (6.6) 

where I a stands for the charging current that involves species a . When we combine (6.6) 
and (6.5), we get: 

- = Yhnd Ia{n a ,qd)- (6.7) 
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To obtain this equation no specific assumptions were needed, but to proceed we will 
assume that there exists a homogeneous equilibrium state, for which the total current 
vanishes 

2 / o b = 0) (6.8) 
<x 

and that the system is close to it. In that case one can linearize (6.7) and we get: 

d l a 

a a dna 

dla 

(na - Na) 
(NaQd) 

dqd 
CId ~ Qd) 

(NaQd) 

+ J2(nd ~ Nd)Ia0-

(6.9) 

(6.10) 

The last term vanishes because of (6.8). Inspired by the previous result, we will introduce 
a form for SQ, vanishing at equilibrium for all species as stated before: 

Sa = -i/a(na - Na) - na(qd - Qd), 

keeping in mind that this expression is only valid close to equilibrium. 

With this form for SQ: 

dla 

(6 .11) 

Y . qc,Vo,(na = Nd a a 

<i<*ßad{qd - Q d ) = £ Nd 

dna 

dla 

(na - Na), 
(Nc.Qä) 

dqd 
(qd-Qd)• 

(•NaQd) 

( 6 . 1 2 ) 

(6.13) 

This reasoning holds for any number of plasma species and therefore the coefficients ua 
and fj,ad are given by: 

vn = Nd dla 

qa dnc 

Nd dla 
ßad — 

qa dqd 

(NaQd) • 

(NaQd) 

(6.14) 

(6.15) 

6.1.2 Momentum equations 

The momentum equations are also altered by the presence of dust. The equations of 
motion can be written by: 

f ^ + u a - V ] u a + - — ( V - P a ) = - ^ ( E + u 0 x B ) - M a d ' (6.16) 
\ot J nQma ma 

( | r + u d . v ) ud + — ( V • Pi) = — ( E + u d x B ) - J 2 M d a , (6.17) 
\ot J ndmd md 
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where P Q stands for the pressure tensor of species a . For the specific form of the momen-
tum exchanges due to the charging process, we were inspired by the linearized expressions 
usually written for ordinary collisional exchanges: 

M a d = 7 Q d ( u Q - U Q - u d + U d ) , (6.18) 
M d Q = 7 d Q ( u d - U c / - u Q + U Q ) . (6.19) 

The coefficients 7 a c i denote the frequency characterizing the rate of capture of plasma 
particles by dust particles, and they should be computed from an appropriate and self-
consisting theory, as outlined further in this chapter. This frequency is assumed to be 
constant, unlike the model of Bhatt and Pandey [1994], where the variation of 7 a d is taken 
into account. Note that for a non-drifting plasma our model corresponds to theirs. 

6.1.3 Closure 
• The evolution of the pressure tensor is given by: 

dP + V • ( u Q P Q ) + P Q • V u Q . + [ P Q • V u / + V • Q Q 

+ ^ - [ B x P a + ( B . x P a ) T ] = S t t l (6.20) 

in which Q a stands for the heat tensor for species a . Herein we neglected the heat 
flow term and all velocity-flow tensor terms involving the average velocity compared 
to the thermal-pressure tensor terms [Shkarkofsky et al., 1966, pp473]. The heat flow 
tensor may be neglected provided that the phase velocity is greater than the thermal 
plasma velocity. Also the influence of the capture/release of plasma particles by the 
grains is taken into account by using the sink/source tensor S Q . 

• For an isotropic plasma this tensor becomes diagonal P A = pal. In that case, we 
can use an appropriate polytropic law, of the form: 

Pa ~ nj*. (6.21) 
where j a stands for the polytropic exponent. This is a general equation that includes 
e.g. adiabatic (7 Q = 5/3) equations of state. Note that the isotropic assumption is 
not a special case of the anisotropic C3.S6, as might be thought. Indeed an isotropic 
tensor (different from zero) cannot be a solution of (6.20). 

• Furthermore if the plasma pressure can totally be neglected, the cold plasma ap-
proximation can be used, for which P Q = 0. This is valid if the plasma thermal 
velocities are much smaller than the phase velocity of the waves, and hence the cold 
plasma approximations might be seen as the zeroth order approximation for the 
other models. 
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6.1.4 Maxwell's equations 
The system is closed by using the equations of Maxwell: 

d B 
V x E + — = 0, (6.22) 

e 0 V • E = nccQa + ndqd, (6.23) 
-D d E 1 c 2 V x B = ——I at so naqaua + ndqdud (6.24) 

V • B = 0. (6.25) 
However for electrostatic modes we do not need the full Maxwell set, and Poisson's equa-
tion is sufficient: 

£qV2U = - naqa - ndqd, (6.26) a 
with U standing for the electrostatic potential, for which E = —VU. 

6.2 Calculation of the different parameters 
The calculation for the different dust related parameters v a , f j , a d , 7 ^ and was given by 
Meuris and Verheest [1996], assuming that the charging of the grains takes place solely 
due to the attachment of electrons and ions to the dust grains, and that the effects of 
secondary charging, radiation, etc. can be ignored. We consider spherical dust grains with 
radius a. The charging current perturbation, as well as the dust charge perturbation, are 
assumed to be small, so that we can consider the different charging frequencies to be 
independent of these perturbations. The current on a dust particle can be described in 
an orbit-limited theory for an unmagnetized plasma by 

r |v|=oo I«{T«)=naqa v(Tafa(v)d v, (6.27) J M=wn 
where the subscript a stands for electrons (a = e) or ions (a = z), v is the relative grain-
plasma particle velocity, v = |v|, while / a ( v ) is the equilibrium distribution function 
for species a , which can be Maxwellian or shifted Maxwellian, but its form need not be 
specified. Then a a is the charging cross section, given by 

= vra2 ( l - ^ f ) , (6.28) 

and 77 = 1 for negative particles, because only sufficiently fast negative particles can charge 
the dust grains. For positive particles, 77 = 0. r Q was introduced to make the notation 
easier: 

r „ = 2 " ' ( v - v ' } = (6.29) ma maC 
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with V the grains' constant surface potential and Vp the average potential of the ambient 
plasma. C stands for the capacitance of the grain which we can find in Whipple [1981] or 
Houpis and Whipple [1987]. Note that the use of their orbit-limited theory implies that 
the dust grains are considered as point particles, and hence a C A f l . 

We split all quantities in equilibrium and fluctuating (not necessarily small) parts, where 
the latter are denoted by superposed carets: 

na = Na + na, (6.30) 

la = IaO + /a, (6.31) 
rQ = rQ0 + f a , (6.32) 

<f> = <f>0 + $. (6.33) 

The charging currents, due to the collisions of plasma particles of species a with dust 
grains, can be written as: 

Ia = na(Ii(ra) ~ TaI2(Ta)), (6.34) 

with 
/•|v|=oo 

Mra) = qaira2 vfa(v)d3v, (6.35) 
"'M=wFa 

/ 2 ( r Q ) = g Q 7 r a 2 / M = ° ° _ ^ d 3 v , . (6.36) 

This becomes to first order in the grain charge perturbation: 

Ia0 + Ta = NQ(i + (/i(rQ0) - rQO/2(rQo)) 

x \ + A(rQ0) - rw2(rQ0) r"J" (6"37) 

It is readily verified, however, with the help of the definitions (6.35) and (6.36), that 

^ ( r Q O ) - r Q o ^ ( r Q o ) = 0 . . (6.38) 

The charge fluctuations are given by 

resulting in 

dqd N ^2ndqa Iaohi^ao) , 

When we compare this result with (6.5) and (6.11), we can find in zeroth-order approxi-
mation that 

/C A I \ 

U a = ( 6 ' 4 1 ) 

= 2 N d f o o ^ o ) ( 6 4 2 ) 

mac i i(ra0) - rQ0/2(rQ0) 
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Furthermore, the frequency 7 a d characterizing the rate of capture of plasma particles by 
dust particles can be calculated to zeroth order as 

/•|v|=oo NjT 
lad = Nd / _ w Q / a ( v ) d 3 v = - f ^ , (6.43) 

and we verify readily that 7 a d = va . Assuming conservation of momentum between any 
two species, as true collisions would do, then yields an expression for 7 d a as well: 

Nama 
Ida = lad— • (6.44) Ndmd ' 

To find expressions for \ia , we assume a shifted Maxwellian distribution function: 

/a (v) = ( 
3 \ 2 

e x p 

m(v - U a ) 2 ' 
2 kTn 

(6.45) 

The equilibrium charging currents for an electron-proton plasma are given by Whipple 
[1981] With this distribution function it is easy to calculate the ratio I\/l2- We define 
ba => r,s/raU/(^/2csa), and wa = Ua/{\/2csa), and then calculate the ratio in a more 
compact form. For electrons (77 =. 1) the thermal velocity is usually much higher than the 
drift velocity in the dust frame, hence we take the limit we —* 0 and find 

h 1 2 kTe „ 
7- = - + r«<>. (6.46) I2 ) e me 

On the other hand for the ions we have to take the limit —> 0: 

f I x } 2kTi ( I 2 . w ie-w< \ 

which becomes 
' h 1 2kTi 

(6.48) 
• hi i rrii 

for driftless ions (Wi —* 0). 

6.3 Interpretation of the model parameters 

We can derive from (6.5) and (6.11) that charge fluctuations are driven by the difference 
of the plasma densities and their equilibrium values, with a natural decay rate 

^ = - E ^ a / i V d - (6.49) 

This rate is hence the charge-relaxation frequency. 
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The continuity equation for the plasma particles can be written for dust grains at equi-
librium charge as: 

dna 
— = -va(na - Na). (6.50) 

Therefore the coefficients ua describe the density relaxation due to capture/emission of 
plasma particles by the dust grains, and therefore we will call them continuity attachment 
frequencies. As we saw in the previous section, the coefficients 7ad = ua for a Maxwellian 
plasma. Because there is no reason why a fully self-consistent calculation of. these co-
efficients would confirm this, we keep the different notation for these coefficients. The 
coefficients 7ad can be regarded as momentum attachment frequencies. 
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Chapter 7 

Electrostatic modes 

7.1 Introduction 

The classification of the zoo of waves that exist in a plasma is by no means an easy 
nor a straightforward task. It is known that when one introduces collisions among the 
plasma species, the different modes are going to couple. This coupling exists in dusty 
plasmas even in the collisionless model due to the grain charging mechanism. We will 
address electrostatic modes in chapter 7 while in chapter 8 electromagnetic modes are 
analyzed. The former involve no oscillating magnetic field, while the latter cover all modes 
that are not electrostatic. Eminent reviews of waves and instabilities in dusty plasmas 
are given by Shukla [1992, 1996] and Verheest [1996]. 

Electrostatic waves are generated, for example, when a perturbation creates a charge 
imbalance in a neutral fluid element. This charge imbalance will accelerate electrons 
(ions) in the neighborhood of the charged fluid element, resulting in charges oscillating 
back and forth. These oscillations involve only the electric field and they are defined as 
electrostatic waves (the oscillating magnetic field is zero). The equation of Faraday shows 
that the electric field E is then parallel to the direction of the wave vector k. 

When there is no magnetic field, or when the propagation of the waves is parallel to the 
field lines, we recover Langmuir modes, dust ion-acoustic modes, dust-acoustic modes, 
and zero frequency modes related to the dust charging. All those modes will couple with 
the charging mechanism. Indeed, as we have seen in chapter 4, the charging of the grains 
depends on the local plasma characteristics. If a wave disturbs these characteristics, the 
charging status of the grains is affected and the grain charging couples to the wave mode. 
When the propagation is perpendicular to the ambient magnetic field electrostatic modes 
couple also to the cyclotron motion and cyclotron resonances may appear. We must stress, 
however, that the description of these resonances requires a self-consisting charging theory 
in a magnetized plasma, which is not yet available. 
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The description of electrostatic waves, including dust charge variation, has been investi-
gated before. The first to do so were Melands0 et al. [1993] who analyzed the damping 
of the dust-acoustic mode. However, their treatment was not really self-consistent be-
cause they used a Boltzmann distribution for the plasma particles from the start, and we 
will see that this neglects some essential elements for both small and long wavelengths 
[Meuris and Verheest, 1996]. Independently Varma et al. [1993] analyzed also Langmuir 
and dust ion-acoustic modes, but again without using source/sink terms in the continuity 
equations. Similarly, Jana et al. [1993] discussed the whole range of electrostatic modes 
using a comparable model. The first fully self-consistent approaches were carried out by 
Bhatt and Pandey [1994], Meuris and Verheest [1996] and Bhatt [1997]. 
In this chapter, we are giving a more systematic treatment along the lines of Bhatt and 
Pandey [1994], starting with a minimum of assumptions. This makes it possible to see 
the relevance of the different assumptions made by other authors. 
This chapter is organized as follows. In section 2, we derive the dispersion law, while in 
section 3 modes in a non magnetized plasma are analyzed. The influence of a magnetic 
field on the wave propagation is the subject of section 4. Case studies are carried out in 
section 5, and section 6 states the conclusions. 

7.2 Mathematical description 
7.2.1 Dispersion law 
For a good understanding the model equations are repeated here: 

dne d 
~dt + ~d~z^neUe> = ~ U e ^ n e ~ Ne> ~ q d ~Qd)> (7.1) 
drii d 

dnd d , Ht + = 0 <7-2> 
d d \ K.Te dne qe dip 

~pTL + ue H —— = — - 7edK - U e - U d + Ud), at az J mene oz meoz (7.3) 

| + = - - (7* + i&){ud - Ud) 

+ 7de{u e - Ue) + 7di(Ui - Ui), (7.4) 
d2u o = + neqe + Uiqi + ndqd, (7.5) 
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d d — (neqe + riiqi + ndqd) = - — (neqeue + n ^ u ; + ndqdud) (7.6) 

When we assume that all quantities are going like exp[z(cj£—kx)], we can Fourier transform 
and linearize the equations (7.1-7.6) following the outline of Meuris and Verheest [1996]. 
This implies that there exists a local equilibrium solution, homogeneous in the space-
coordinates. This assumption is valid when a typical wavelength is much smaller than a 
typical length scale for the variations of the plasma parameters. 
Since the plasma and dust equations are coupled by the charge exchange terms, we have to 
proceed carefully. We will introduce some short notations, in order to write the resulting 
expressions in a compact form: 

Ujue = w — kUe 4- ive, ' = UJ — kUe + i-Jed, 
ojui = u> - k.Ui + ivi, uj-fi = ui — kUi + i^id, (7.7) 
ud=u - kUd, tJ.yd = u - kUd + ijde + i~fdi. 

After linearization and Fourier analysis we find from (7.1) and (7.3) that 
kNe ne one — —- oue - i oqd, (7.8) 

5u e = J ^ S n e + + i ^ 6 u d , (7.9) N e u i e rneu>^e cJ 7 e 

Srii = ^-Sui - i—5qd, (7-10) UJui 
6 u i = ^ j - S n i + - ^ - 6 U + z ^ - 6 u d . (7.11) NiUji rriiujyi 

In these expressions cse and csi stand for the thermal velocities of the different plasma 
species, defined through c 2 e a i = /cT e,i/m e ij: Solving of (7.8)-(7.11) for the different electron 
and ion variables yields 

£p k2U? . kNe led f , 6ne = — , 2 2 JU + % 7TT°U<1 ~ ^ TTT6(U' ( 7 - 1 2 ) qe(UueLJle - k*C%e) W,/eW7e - K CJe Uveuie - kzcfe 

Su = k(leUve 5 U | . 7edUve ^ . kc2efle ^ ^ 
6 me(u)ueu>ye - k2c2e) uueuie - k2c2e Ne(u>ueuJie - k2c2e) 

£0 k 2 ^ , kNgid fijU^j Srii = — " , 6U + i TT~2°Ud ~ TTT6^' ( 7 - 1 4 ) qi(u>uiu>yi - k'cii) UviUyi - kzcsi uviu>yi - kzc'si 

kqjUJui , jidu)ui kc23ijXi Sui = — - 5 - 5 - 8 U + i TTY^6(id- (7-15) m^Lj^iUyi - k'cli) UvitJ^i - k'cii N^u^u^ - kzc^) 
For the dust grains we have that 

6nd = —^Sud, (7-16) Ud 
8ud = — 4 - i-^-6ue 4- i-^-Sui. (7.17) mdUJyd Ul l d OJyd 
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Inserting these results into the linearized and Fourier transformed equation of Poisson 
(7.5) gives us a global expression of the form 

with 
ASU + B6ud + C6qd = 0, (7.18) 

A = eQk' u> pe U) pi 
u>ueuie - k,2c2e UviUJyi - k2c2si 

- 1 
„ k,NdQd . kNeqe jed B = h i u d 

C = Nd — i-
uveuye - k2c2se 

+ i 
[i eq eujy e 

kNjqrtid 
UisiUJ7i - k2c2si ' 

HiQiU-yi 
Wi euye - k2c2e cjviUyi - k2c2si' 

Similarly the global conservation of charge (7.6) gives that 

D6U + E6ud + F6qd = 0, 
with 

D = £0k< + i 
LOveUle - k2C2se UviUyi ,, ii k^Coi; | 

„ ., Neqeuejed NiqiViiid b = ik . „ „ + ik — toveu)ie - k2c2e uiuiu;7i - k2c2, ' 
F = iNduid + qefJ-e .+ QifJ'i ~ i 

-st 
q e u e f j , e uj 7 e 

uveuie - k2c2e 
Uviujyi - k2c2si ' 

Finally, there remains to insert (8.30) and (8.31) into (7.17) to get 

G6U + H6ud + JSqd = 0, 
with 

Qe^>uelde ik- Wvrtdi 
md me{(jjveujie - k2c2e) mi(wviujyi -k2c2si) ' 

rr y el deled ^vildxlxd n = — — WveUlye - k2C2e UJviUl^i - k2C2i ' 
J = kc2 Helde + 

/ y i U Z - y j . „ 

kc 2 s i i i i i d i 

Ne(uveujye - k2c2e) Niiajviujyi - k2c2ai) ' 
The dispersion law is then 

(7.19) 

(7.20) 
(7.21) 

(7.22) 

(7.23) 

(7.24) 

(7.25) 

(7.26) 

(7.27) 

(7.28) 

(7.29) 

A B C 
D E F = 0, (7.30) 
G H J 

clearly very complicated. Without loss of generality, we assume henceforth that Ud = 0. 
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7.3 Modes in a non-magnetized plasma 

For high-frequency modes in a Maxwellian proton-electron plasma, assuming that md 

oo and thereby neglecting the dust dynamics, the dispersion law (7.30) becomes: 

A C 
D F 

= 0 (7.31) 

Vi 
. aeue(uj + ive) aiUi(w + iuA 

lui — ae — oei + i — h % 

VK Vi 

Ve 

,ae(u> + iue) ,ai(u> + ivi) 
1 + i — h i-

Vi 

Vg 

with: 

Vi 

Va = (u- kUa + ivaf - k2c]a. 

= 0, 

For the non-drifting case, this dispersion relation can be written as: 

w5 ia\u>4 a2CJ3 + ia^cj2 + a^tu + ia5 = 0, 

(7.32) 

(7.33) 

(7.34) 

with real coefficients ait and this equation describes damped Langmuir and damped dust 
ion-acoustic modes with solutions like ui = ±cji — iu>2, coupled to a pure imaginary mode 
(u = —iu3). For the dust-acoustic modes the dynamics of the dust grains must be included 
and in that case we need to analyze the full dispersion law (7.30). 

The dispersion relations can be solved numerically, but it is instructive to find analytic 
approximations for the different branches. 

7.3.1 Parameters 

We can easily calculate the different charging parameters (see chapter 6) when we assume 
that only primary charging is present. 

Nondrifting plasma 

In the nondrifting case the different parameters can be written as: 

JVd|/e0| 
"e = led. = 

"i = lid = 

eNe 

Nd\Ieo\ 
eNi 

fj.e = 

Pi = -

Nd\Ie ol 
CKT£ 

Nd\Ie0\ 

CkTI - eQd 

(7.35) 

(7.36) 

(7-37) 

(7.38) 
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with 

|Jeo| = 2V2na2ecseNeexpx-

Using the following new notations: 

e$0 Ne N = — 
Ni 

T 
T = — 

Ti X = 
me 

nu 

(7.39) 

(7.40) 

the equations (6.6) and (7.5) yield: 

NVTex p(x) 
— 1 + xT = 0, 

Vfj-
-N + 1 + XP = 0. 

Once T and 

P = 
4tt£()K NdaTe 

(7.41) 

(7.42) 

(7.43) 

are given, these equations wili give N(P,T) and x(P,T). 

With the standard definition of plasma frequency up = + u^ and Debyelength 

lMr> = V^de + 1/^dt & c a n be calculated that: 

f pj 
ue = Up x Nda2\D x 2n/2trW — exp(x), 

N 4- fx 

Vi = up x Nda2XD x 2\/2nN\l — sxp(x), 

a , = 
ene 

Nd 

e^e 

= Up x -— x 
a N 2 

2TT(N + H)(T + N) exp(x), 

OCi = : = U-o X X 
Nd p XD \ 

N 2 

2TT(N + n)(T + N) 1 - XT exp(x), 

or with the proper definition of the functions Fi (Appendix B): 

ue = upx Nda2XD x F\(P, T), 
Vi = upx Nda2XDx F2(P,T), 

ae = upx-^-x F3(P,T), 
A d 

OCi = Up X ~~~ x F4(P,T). 
XD 

(7.44) 

(7.45) 

(7.46) 

(7.47) 

(7.48) 

(7.49) 

(7.50) 

(7.51) 

Influence of drift velocities 

As indicated in section 4.2.1, we need to use the expressions (4.17) and (4.16) for nonvan-

ishing values of wa = Ua/csa. Assuming that we 1 as is the case for most applications, 
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we can use (7.39) substituted in (7.35) and (7.36) provided that x is recovered by using 
the appropriate expressions for the charging currents. 

So formally the expressions for ue, i/j and n e remain the same. However 

= Nd\I*\ ( ? 

CuTi + wl + Wi exp(-tu?)/[v^rerf (wj)]} - eQd 

7.3.2 Langmuir modes 

When we suppose that a small region of an equilibrium plasma is perturbed, so that 
some plasma particles are displaced from their equilibrium position, an imbalance of 
charges will be created. This imbalance will give rise to electrostatic fields, which will 
pull the particles back. If they were massless, the electrostatic force would restore charge 
neutrality. However, the particle inertia keeps them moving and they will overshoot their 
equilibrium position. This results in an oscillatory motion around the equilibrium position 
at a frequency u p a , mainly maintained by the lightest particles; the electrons. In the case 
of a dusty plasma these Langmuir oscillations couple to the charge relaxation mechanism 
and become damped. 

When we consider i / e , i / i ,a e ,ai ,kU e ,kUi and kc3i as small frequencies compared to the 
different plasma frequencies, we can solve the dispersion relation (7.31): 

ii/„ 2 - 2<52 - x ivi (e - <52)(1 - x j 
U) — ±.OU!r, — p 2 1 - - 262 + ex 2 <52(1 — 2<52 + ex) 

1 — x — 62 e + x - S2 

with 
(62 - 1 )(62 - ex) = ex2, (7.54) 

and x = ui^/uj2 = N/(N 4- /z) < 1 and e = k2c2
se/u2. We restrict the analysis to solutions 

with a frequency close to the plasma frequency (<5 > 1). We look also for solutions for 
which e < 1, because within the multi-fluid treatment the phase velocity should be larger 
than the thermal veocity. For most three component dusty plasmas x « 1, but when all 
electrons reside on the grain x —• 0. 

In the driftless case (7.53) can be rewritten with the help of (7.54) as: 

iue ex3(ex + 62) 
to = iSuip — 2 (ex-62)2[(l-62)2 + ex2} 

jVi {82~e){62 -!)(!-.x) 
2 <52 [(1 — <52)2 4- ex2] ' 

(7.55) 

and this describes a damping. This damping mechanism may be understood as follows 
[Bhatt, 1997]. Fluctuations in the electric potential will occur due to electron density 
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fluctuations as in usual plasmas (1), but also due to electron density variations due to the 
capture/release of electrons by the grains (2), and due to the dust charge fluctuations itself 
(3). When only (1) and (3) are considered (no RHS in the electron continuity equation 
or a Vlasov approach), the modes become unstable [Ma and Yu, 1994], [Li et al., 1994], 
lacking the stabilizing effect of (2). In the f u l l y consistent d e s c r i p t i o n however, the effect 
of (2) plays a crucial role. The damping rate due to (2) is twice the instability rate due 
to (1) and (3), and therefore damping occurs. This damping is clearly a consequence of 
the coupling between the Langmuir and charge relaxation mechanism. 

This dispersion relation becomes for very small thermal effects £ « 1 : 

The two last terms in this dispersion relation come from the ions, and they can be shown 
to be an order n smaller than the first two terms, and hence we can neglect them. 

For i « l w e recover, neglecting terms of order \i\ 

In order to evaluate the importance of this charge exchange damping, we must compare 
this damping rate with the rates obtained from a kinetic theory. This theory predicts 
an additional Landau-damping [Stix, 1992]. It can easily be shown that there can exist 
a domain k^i < k < k„2 for which classical Landau damping exceeds charge exchange 
damping. 

With hindsight, it is easy to sketch in general terms what happens. We could have found 
(7.57) by simply assuming that not only the dust grains, but also the ions contribute to 
the static non-neutral background as in the classical Langmuir mode derivation. Only 
the dust charge variation and the electron density variations will sustain the Langmuir 
modes, while the ions only contribute to the equilibrium charge of the grains. The system 
can then be described by the continuity and momentum equations for the electrons, the 
charge variation equation and Poisson's equation. 

W = ±UJP + kUeX + kUi{ 1 - x ) - - i ( l - X ) . 
A A 

(7.56) 

1 r r — , , TJ 1 + 2e 
u> = ± y 1 + eu>p + k u e —. 

2 1 s (7.57) 

e — (7.58) 

X kc™ c . e r r oue = ———bne -I 6U, 
i/e Tneu)ve 

(7.59) 

(7.60) 
(7.61) 

meu>, 
- i N d u ) 6 q d = qeue6ne + qeHe6qd, 

k2£06U = qe6ne + Ndôqd-

The corresponding dispersion relation can be written in a form: 

( l j + i v e ) 2 - , r
e
2 - 2 k U e ( j = 

(7.62) 



7.3. MODES IN A NON-MAGNETIZED PLASMA 135 

When the drift is neglected, this dispersion relation is the same as equation (17) of Bhatt 
[1997], and it is not surprising that the result from Bhatt [1997] is recovered for (7.57). 

For a drifting plasma our result is different from Bhatt's because they included the vari-
ation of the attachment frequency in their model. When N ph L and hence x m l , U e = 
Ui = U , (7.31) can be solved for small a e , a i t u e , ^ and k , c s i and non-resonant modes: 

UTT / 2 • t.2 2 ^ p e ( l + 2 e ) ± 2 k U \ / l . 
u = k U ± J u 2 + k c 2 e - z - ^ ^ 7.63 v 2 wpe(l + £ ) ± kUy/l + £ 

This dispersion relation simplifies to (7.57) where x 1 for the limit U —• 0, and 
for the limit e -* 0 in the lowest order of ue and kU. When U > 0, the mode for 
which u> ss k U + J u 2 e + k 2 c 2 s e is damped, while a weak instability can occur for the 

u> « k.Ue - + k 2 c 2 s e mode when 

\ + "pe <kU < ( l + (7.64) 

When U < 0, the mode for which cj » k U - J u 2 e + k 2 c 2 s e is damped, while a weak 

instability can occur for the u> « k U + \ J w 2 e + k 2 c 2 e mode when 

1 + ^e ) ^ < - k U < - Q + ^ L o p e . (7165) 

The instability is clearly a consequence of the coupling between the charging process and 
the streaming. 

7.3.3 Dust ion-acoustic modes 

If ion motions are considered, sound waves driven by long-range electrostatic forces can 
exist. These waves involve the motion of the more massive ions, and' therefore their 
frequency is lower than those of the Langmuir waves discussed above. 

In the w-range for which k 2 c 2 s e » k 2 c 2 s e ^ / ( c j J , + k 2 c 2 e ) + . k 2 c 2 s i = u 2 d i a ion-acoustic waves 
can be generated. When we assume that the charging frequencies ue,v>i,ae,ai are small 
frequencies compared to Udia, than we can solve the dispersion relation (7.31) in the lowest 
order of the small quantities: 

i Ic2\2 , 12 

" 2lj0(lu0 - k U i ) { l + fc2*^)2"6 

_ i _ ( k 2 X I f j j j j \ 

~2\2~ ^ „ - k u M i + k ^ D p - ( 7 ' 6 6 ) 

with 

= kUi ± 
k,2X2 u/2 

1 +
 +

 k 2 ° 2 s i = k U * ± ( 7 - 6 7 ) 
de 
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Non-drifting plasma 

For a non-drifting plasma, (7.66) becomes: 

ÙJ = u n — -

Adi + 

and agaija damping occurs, because of the coupling of the ion-acoustic mode and the grain 

charging mechanism. This dispersion relation can further be simplified for an isothermal 

plasma for which A^/A^ = ve/i>i. It can be shown that 

iue 1 + N + 2 N2 + Nt)2 + 4 TV V + 2 JV V 

2(1 + ^ ( 1 + N + NV
2) (7"69) 

with 77 = kXde• This relation is valid as long as u » ve or k » 

Dispersion law (7,68) includes the special case for which Ne « Ni and Te « T;. Indeed, for 

such a situation N « 1, and the imaginary part of the frequency is Im(u;) = — ve = —i/j, for 

both very short and very long wavelengths. A minimum damping of (\/8 -1)/2i/e = 0.91 ue 

appears for kXde = 

Dust ion-acoustic instability 

A new, dust ion-acoustic drift driven instability can be analyzed using equation (7.66). 

When kc3i CDQ, the dispersion relation is simplified toi 

U = UJ
 1 1 ±udia i 2kUj ± udia 

21 + k2X2
dekUi±udia

l/e 2 kUi±udia
Ui ( 7 ' 7 U j 

For k.Xde ^ 1) we recover: 

. rr , . x * 1 » 1 ± 2?7 , u = kUi±kXdeLjpi--——ue-- Vu 7.71) 
2 1 ± 77 2 1 ±77 

with 77 = Ui/^XdeLjpi) 

It is readily verified that the mode u = kUi+u>dia remains stable, while the u = kUi — udia 

mode can become unstable [Bhatt and Pandey, 1994]. It can be shown that for a two 

component plasma (N = 0), one recovers a purely growing mode, while for a normal dusty, 

plasma, the instability appear as long as 77 < rj0 = (1 - N)/2. For a specific value of the 

drift velocity 77 = 77,,, a stable mode exists. This conclusion is qualitatively the same as 

the one of Bhatt and Pandey [1994]. However, the damping for high 77 values is finite for 

our approach, while a infinitely strong damping is encountered in the approach of Bhat 

and Pandey [1994]. 



7.3. MODES IN A NON-MAGNETIZED PLASMA 137 

7.3.4 Dust-acoustic modes 

For still lower phase velocities, the dust dynamics can no longer be neglected, and the 
dust participates in the wave motion. The modes that occur in the range: kcse » kcsi 
u> — k.Ua » kcsd, were called dust-acoustic modes. 

When we.use the expressions for the different coefficients and take the limit for me —• 0 
and m-i —» 0 in (6.44), we recover the dispersion relation found by Melands0 et al. [1993], 
which cuh be written as: 

(a - iu) (.AWpd - cj2) = A2fa2, (7.72) 

with the definitions 
Ẑg l/'i rt fc A n 

» = « . . + a , , + ^ = ( ™ ) 

The nature of the damping can be readily verified from (7.72); the dust-acoustic mode 
couples with the zero frequency mode due to the charging mechanism. (7.72) is only 
valid when all the finite mass effects of the plasma particles can be neglected. This was 
carried out by Melandso et al. [1993], by using Boltzmann distributions for the plasma 
particles, and therefore sidesteps the issue of sink and source terms in continuity and 
momentum equations. These terms become important at both ends of the wavelength 
domain, because for these fc-values the damping rate will be less than 7 ^ and 7& in (7.72), 
but equal to their sum in the self-consistent approach. 

Low dust density 

When the charging frequencies Vi, a e , a i t -yed, j i d , 7 ^ and 7di are small frequencies com-
pared to w: 

_ , A ."e A? •led A2meQd .7<fe , A2NdQd } 

.ft A2 .7irf A2miQd .7di ƒ A2NdQd \ 1 + L2X2 AT - I- ( 7 J 4 ) l2k*\2
dl

 l 2 k*\lmdqi
 l 2\l+k*\2

diNiqi}-

We can easily see that for large k, values, the damping is described by: 
. .Ide "I" 7di /_ w = ±Aupd - I , (7.75) 

as indicated by Meuris and Verheest [1996]. 

With the use the expressions for the different coefficients for an isotropic proton electron 
plasma with only primary charging (7.30) we get: 

ue ( Neme A2 ( nQdme\\ 

î/j [ Nivrii A2
 t nQdJni 

qimd 
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High dust density 

For intermediate A>values (7.72) adequately describes the dust-acoustic mode, even for 
high dust densities. From the general structure of (7.72), we see that the solutions are 
of the form: u = ±u\ — iu>2 together with a pure imaginary mode u> = —iu^. However, 
equation (7.72) can have three pure imaginary modes. In that case the dust-acoustic 
mode disappears, in a finite k interval, and a bifurcation occurs. 

The marginal A;-values are those for which (7.72) has a double and a simple pure imaginary 
root. These k values are give by the real valued solution of: 

4a(a + A20)3 + A\8a2 - 20A2af3 - A4(32)u2pd + = 0. (7.77) 

For low ^ o « 1 and w < q of (7.72), is given by: 

2 2 <xe + ai U) = LU. 
"v./Xl + Ui/X2* 

k2, (7.78) 

as stated by Melands0 et al. [1993]. 

7.3.5 Zero-frequency modes 

The charging mechanism gives rise to a zero-frequency damped mode. When we solve the 
dispersion relation (7.30) in the lowest order of the small quantities: ve, ui} a e , a*, 7rfe, 
1di, led, lid and u, we get for the small wavelength case: 

w = -i(ae + ai). (7.79) 

This corresponds to the charge relaxation at the charge relaxation frequency. For long 
wavelengths, the situation is more complex, the mode couples to the other modes, as 
explained before, and no analytical expressions could be recovered. 

7.4 Modes in a magnetized plasma 

In the presence of a magnetic field, one could more adequately describe a plasma by a 
model containing an anistropic pressure, because of the intrinsic anisotropy, contained in 
a magnetized plasma. However, when we stick to our model as a first order description, 
we can use some.results of the previous section. When the modes propagate parallel to an 
ambient magnetic field, this description remains valid for a classical (non dusty) plasma. 
Indeed, when k || Bo, the u x B-effects vanish, and the system behaves for these modes 
as if no ambient field is present. This holds no longer for a dusty plasma, because the 
expressions will depend on an appropriate charging theory, which is not yet available. 
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On the other hand, when electrostatic modes propagate perpendicular to an ambient 
magnetic field, and when the dust dynamics can be neglected, the dispersion relation 
(7.30) remains formally the same although we must use: 

Q2 

u7a=Lj+ i<yad — . (7.80) 
w + 11 ad 

The dispersion relation can then be used to describe the resonances of the extra-ordinary 
mode. 

7.4.1 Lower-hybrid modes 

The dust lower-hybrid resonance will be described in chapter 9 in the framework of the 
low frequency dust Alfven mode. 

7.4.2 Upper-hybrid modes 

For the extraordinary modes the energy is divided in an electrostatic and an electro-
magnetic part. The upper-hybrid wave is a purely electrostatic wave and can be seen 
as the limit of the extraordinary wave, approaching the resonance (k —*• oo) while the 
electromagnetic energy is converted into electrostatic waves. 

When we assume that ve, L>i, a e , a i t 7ed, jid and upi are small frequencies in a cold, non-
drifing plasma, taking into account (7.80), the dispersion relation for the upper hybrid 
waves is given by: 

u,2 2 ^2 » uîe + 

7.5 Case studies 

The validity of the analysis and previous dispersion laws can be verified by solving the full 
dispersion relation (7.30) numerically. This equation is a polynomial with 17 solutions. 
Note that although some of the analytical results are obtained from the more simple 
model (7.31), the numerical results are solutions of (7.30). Note that the parameters were 
derived as if only primary charging is important. This is not be the case for the real 
situation in the rings, but to a first approximation, this will hold. 
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E-ring Spokes 
Nd ( n r a ) 10'2 10 e 

Ni (m" 3 ) 10 7 10 7 . 
Te (K) 5 x 10 5 5 x 10 5 

Ti (K) 5 x 10 5 5 x 10 5 

^De (m) 23.3 101 
ADi (m) 15.4 15.4 
A D (m) 12.9 15.3 
a (m) 10~6 10" 6 

' N 0.438 0.0233 
X -1.87 -0.000326 
Nda2 XD 1.2810 - 9 15.2 x 10~ ö 

Nda\2D 0.017 233 
Table 7.1: Data used in the case studies 

7.5.1 Saturn's E-ring: a dust-in-plasma 
Neglecting the relative plasma dust drift and the magnetic field, we obtain the following 
parameters: 

"e = J e d = 2.11 X 10~4 S _ 1 (7.82) 
Vi = lid. = 0.92 X 1 0 " 4 s " 1 . (7.83) 

= 3.09 x 10" 4 s _ 1 (7.84) 
<*i = 1.08 x 10" 4 s " 1 (7.85) 

Ide = 2.01 x 1 0 - 1 5 s " 1 (7.86) 
Idi = 3.69 x 1 0 - 1 2 s - 1 (7.87) 
"P = 118 x 1 0 3 s - 1 (7.88) 

The resulting solutions ui(k,) are shown in Figures 7.1-7.3, for the Langmuir-mode, the 
dust-ion acoustic mode and the dust-acoustic mode respectively. 
The Langmuir modes are perfectly described by (7.57) for the fc-domain considered. The 
Langmuir damping is larger than the charge exchange damping for k values outside the 
domain [0.01, 1.60]. Because Landau damping decays exponentially for both smaller and 
larger wavelengths, we may safely neglect it outside this interval. 
The dust ion-acoustic modes are described by (7.69) because ujdia is much larger than the 
small frequencies in (7.69). 
The dust-acoustic mode does not disappear in the A>interval considered. As long as Aujpd 
is an order of magnitude larger than the small frequencies, we may use (7.74). For larger 
wavelengths, (7.72) is valid. Note that this dispersion relation is not valid for higher k 
values, because 7d a-effects are going to play. 
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Figure 7.1: The real (first row) and imaginary part (second rowi of the dispersion law, for the Langmuir modes for data corresponding with the E-ring. The 
numerical results were obtained by solving the full dispersion relation (7.30), while the analytical result is the solution of (7.56). In the last figure the Landau 
damping is shown. 3 
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Figure 7.2: The real (first row) and imaginary part (second row) of the dispersion law, for the dust-ion acoustic modes for data corresponding with the E-ring. 
The numerical results were obtained by solving the full dispersion relation (7.30), while the analytical result is the solution of (7.69). In the overview figure of 
the real part, the largest frequency vB is shown. 
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Figure 7.3: The real (first row) and imaginary part (second and third row) of the dispersion law, for the dust-acoustic modes for data corresponding with the E-
ring. The numerical results were obtained by solving the full dispersion relation (7.30), while the analytical result is the solution of the Melandso relation (7.72). 
The limit for large k (7.74) is also shown. 
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7.5.2 Saturn's spokes: a dusty plasma 
Neglecting the relative plasma dust drift and the magnetic field, we come to the following 
charging frequencies: 

u e = 13.8 5" 1 (7.89) 
Vi = 0.322 s _ 1 (7.90) 

' a e = 107 x 1 0 - 4 s " 1 (7.91) 
oti = 1.07 x 10~ 4 s " 1 (7.92) 

. l d e = 7.00 x 10" 1 6 (7.93) 
7di = 1-29 x 10" 1 2 a " 1 . (7.94) 

The resulting solutions u(k) are shown in Figures 7.4-7.6, for the Langmuir-mode, the 
dust-ion acoustic mode and the dust-acoustic mode respectively. A detailed view of the 
damping rate of the dust-acoustic mode solution is given in Figure 7.7. 
The Langmuir modes are perfectly described by (7.57) for the fc-domain considered. The 
Langmuir damping is at least an order of magnitude stronger than the classical Landau 
damping, so that the latter might be neglected. 
The dust ion-acoustic modes can be described by (7.69), as long as <jj<na » i/e. When this 
is no longer the case, the mode disappears, and the situation becomes more complex. 
For the dust-acoustic mode, the situation is as follows. In the A>interval [0.187, 0.411], 
the dust-acoustic mode vanishes because of a mode bifurcation and three purely damped 
modes appear. For wavelengths shorter than this critical interval, we find ourselves in 
the small wavelength regime, for which Re(w)=cj p d . For longer wavelengths, we recover 
equation (7.78) for the real part of the mode, until a k value is reached for which the 
mode disappears. 
The dust-acoustic damping can be described by (7.74) for small wavelengths, while (7.72) 
gives the numeric solution for intermediate fc-values. This equation is not valid for very 
small wavelengths as indicated by Meuris and Verheest [1996]. 

7.6 Conclusions and new results 
• Although previous results ([Ma and Yu, 1994], [Li et al., 1994]) deduced that the 

presence of dust grains would make the Langmuir mode unstable, we showed that 
in a self-consistent approach the opposite is true. Langmuir modes are damped by 
the presence of dust grains. This was recently shown by Bhatt [1997], using rather 
ad hoc assumptions. We derived the same result from a more complete theory. 

• It was shown for the first time in the self-consistent approach that the dust ion-
acoustic modes are damped due to their coupling to the charging mechanism. The 
damping rate is given by equation 7.68. 
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The standard dispersion relation first derived by Melands0 et al. [1993], which de-
scribed the coupling of the dust-acoustic mode and the charging mechanism, is not 
adequate to describe both small and long wavelength modes. In that case a fully-
consistent approach is needed that includes the sink/source terms in the momentum 
equations. When Melands0's equation is valid, three pure imaginary modes can ap-
pear. In that case the coupling of the dust-acoustic mode and the charging process 
leads to the disappearance of the dust-acoustic mode in a small fc-interval. 

Although modes in a magnetized plasma need a fully developed charging model, 
we could derive results for modes propagating parallel to the magnetic field, and 
the results for upper-hybrid waves. The damping rate for the latter is derived as a 
function of the ad hoc parameters. 
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Figure 7.4: The real (first row) and imaginary part (second row) of the dispersion law, for the Langmuir modes for data corresponding with the spokes region. 
The numerical results were obtained by solving the full dispersion relation (7.30), while the analytical result is the solution of (7.56). In the last figure the 
Landau damping is shown. 
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Appendix B: Tabulation of functions 

Log[T] 
-3 -2 -1 0 1 2 3 

-3 1,000 0,999 0,998 0,997 0,998 0,999 0,999 
-2 0,997 0,986 0,976 0,975 0,981 0,988 0,993 
-1 0,972 0,870 0,783 0,770 0,822 0,883 0,934 

Log[P] 0 0,854 0,419 0,181 0,108 0,161 0,319 0,540 
1 0,756 0,252 0,082 0,028 0,016 0,028 0,076 
2 0,740 0,235 0,075 0,024 0,008 0,005 0,008 
3 0,738 0,234 0,074 0,023 0,007 0,003 0,001 

Table 7.2: Tabulation of the function N[P,T] 

Log[T] 
-3 -2 -1 0 1 2 3 

-3 -0,303 -1,439 -2,390 -2,502 -1,908 -1,235 -0,683 
-2 -0,300 -1,427 -2,370 -2,484 -1,896 -1,229 -0,680 
-1 -0,276 -1,303 -2,166 -2,302 -1,779 -1,168 -0,656 

Log[P] 0 -0,146 -0,581 -0,819 -0,892 -0,839 -0,681 -0,460 
1 -0,024 -0,075 -0,092 -0,097 -0,098 -0,097 -0,092 
2 -0,003 -0,008 -0,009 -0,010 -0,010 -0,010 -0,010 
3 0,000 -0,001 -0,001 -0,001 -0,001 -0,001 -0,001 

Table 7.3: Tabulation of the function T] 
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Log[T] 

-3 -2 -1 0 1 2 3 

-3 3,7 1,2 0,5 0,6 2,5 14,7 80,1 
-2 3,7 1,2 0,5 0,6 2,5 14,8 80,6 
-1 3,8 1,4 0,6 0,8 3,1 16,7 85,1 

Log[P] 0 4,3 2,8 2,7 6,6 17,2 45,0 136,2 
1 4,9 4,7 6,8 27,2 111,3 271,3 523,7 
2 5,0 5,1 7,6 32,2 168,0 685,2 1684,5 
3 5,0 5,1 7,7 32,8 177,1 897,5 3522,9 

Table 7.4: Tabulation of the function F i ( P , r ] 

Log[T] 

-3 -2 -1 0 1 2 3 
-3 3,70 1,19 0,48 0,58 2,46 14,64 80,07 
-2 3,70 1,19 0,48 0,58 2,47 14,65 80,02 
-1 3,70 1,19 0,48 0,59 2,52 14,72 79,54 

Log[P] 0 3,70 1,19 0,50 0,71 2,76 14,33 73,47 
1 3,70 1,19 0,56 0,77 1,80 7,48 39,61 
2 3,70 1,19 0,56 0,77 1,38 3,22 13,71 
3 3,70 1,19 0,57 0,77 1,32 2,31 5,20 

Table 7.5: Tabulation of the function F2[P,T] 

Log[T] 

-3 -2 -1 0 1 2 3 
-3 0,29438 0,09409 0,03485 0,02309 0,01784 0,01154 0,00637 
-2 0,29517 0,09529 0,03552 0,02337 0,01790 0,01154 0,00636 
-1 0,30261 0,10779 .0,04304 0,02633 0,01855 0,01161 0,00632 

Log[P] 0 0,34447 0,22049 0,14097 0,05086 0,02162 0,01137 0,00584 
1 0,38894 0,36265 0,24318 0,05940 0,01428 0,00595 0,00315 
2 0,39749 0,38730 0,25739 0,05955 0,01094 0,00256 0,00109 
3 0,39842 0,38991 0,25885 0,05956 0,01051 0,00183 0,00041 

Table 7.6: Tabulation of the function F ^ P . T ] 

Log[T] 

-3 -2 -1 0 1 2 3 
-3 0,00029 0,00093 0,00281 0,00659 0,00888 0,00927 0,00931 
-2 0,00030 0,00094 0,00287 0,00671 0,00897 0,00932 0,00934 
-1 0,00030 0,00106 0,00354 0,00797 0,00987 0,00986 0,00962 

Log[P] 0 0,00034 0,00219 0,01303 0,02688 0,02302 0,01645 0,01266 
1 0,00039 0,00362 0,02410 0,05414 0,07199 0,05551 0,03373 
2 0,00040 0,00387 0,02571 0,05898 0,09956 0,12852 0,09992 

3 0,00040 0,00390 0,02588 0,05950 0,10402 0,16685 0,20710 

Table 7.7: Tabulation of the function F 4 [ P , T ] 
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Chapter 8 

Electromagnetic modes 

8.1 Introduction 

The modes occurring in a plasma containing oscillating electric and magnetic fields are 
addressed as electromagnetic. For the description of these modes in a dusty plasma, an 
additional problem exists. As explained in chapter 4 there is no model available yet 
to adequately describe the dust charging in a magnetized plasma. Therefore, the dust 
charge perturbations are in most of the cases neglected [Shukla, 1996]. This might not 
be valid for wave frequencies lower than the characteristic dust charging frequencies and 
therefore, we take a different view. Although there is for the moment no self-consistent 
model available describing the dust grain charging in a magnetized plasma, we can assume 
that such a model will result in source/sink terms in continuity and momentum equations. 
With the use of these ad hoc parameters, a proper analysis of the modes can be made. 

Electromagnetic modes propagating along the ambient magnetic field will be called •paral-
lel, while the remainder will consist of perpendicular and oblique modes. This distinction 
was made because the behavior of electromagnetic dust modes for the cold parallel case is 
easier to describe. Indeed, in that case, dust charge fluctuations, like density fluctuations, 
give rise to first order current perturbations parallel to the propagation direction, and 
parallel modes decouple from the rest of the modes in a cold plasma description, even in 
the presence of dust grain perturbations. 

For a good understanding, the model equations are repeated here: 

(8 .1 ) 

(8 .2 ) 
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(8.3) 

(8.4) 

(8.5) 

(8.6) 

(8.7) 

(8.8) 

To describe nonlinear electromagnetic waves in the low-frequency limit (section 8.2.2), we 
first determine a global equation by multiplying the perpendicular projection of (8.3) by 
nama, summing the results over all species and eliminating sums containing naqa with 
the help of Maxwell's equations (8.7) or, only for section 8.2.2, assuming quasi-neutrality: 

X>a<7Q = 0. (8.9) 
a 

This procedure gives: 

v - dua± ™ dua± B0d B j . ^ 2^ nama—— + 2^namau<*\\—Z— = 5 Z_,nQmajQd{ua± - u d ± ) . (8.10) 
a ot a OZ fJ,Q OZ a 

It needs to be stressed that, although the coefficients ua and 7Q(g are ad hoc parameters, 
we can find an order of magnitude by. using the results from Table 7.2. Indeed, for non-
magnetized dust grains, we can see that in the limit Nd —• 0 we find that 7ed = j i d . On 
the other hand, when the number of free electrons is small (Ne —• 0), we might expect 
that s/m~e1ed ^ \fmciid- These results were obtained in the absence of ANY magnetic 
field. However, as we have seen before (Section 4.4), this might expected to remain valid 
as long as the grain size is smaller than the mean gyration radius, which is the case in 
most space plasma applications. These results need to be re-examined when a better 
theory becomes available. 

- l ad (u a - UQ - ud + Ud), 

| - + u d - V j u d = - — ( E + u a x B) + — V p d 
Kdt J md ndmd 

~ (7de + 7di)(Urf - Ud) + 7d e(u e - U e) + 7d i(u i - U;), 
dB 

V x E + — = 0, 
dt 

£0 V • E = + ndqd, 

2rr T3 d E 1 
c V x B = — H 

at £q 
V • B = 0. 

naqaua + ndqdud 

8.2 Parallel modes 

The electromagnetic modes propagating parallel to an ambient magnetic field in a cold 
plasma consist of left-hand (L) and right-hand (R) circularly polarized modes. Because 
dust-related effects come into play in low-frequency phenomena, we are mostly interested 
in the low-frequency Alfven branches and the whistler modes. At the linear level we 
describe a new whistler mode [Verheest and Meuris, 1995], in a regime where the dust 
is assumed to be immobile. The influence of dust in the comet-solar wind interaction is 
studied [Reddy et al., 1996; Verheest and Meuris, 1997]. A nonlinear treatment of the 
low-frequency branch concludes this section [Verheest and Meuris, 1996a], 
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8.2.1 Linear parallel modes in an immobile background 
We consider dust grains embedded in a plasma with a number of plasma populations. The 
dust grains are assumed to be very massive, so the dust dynamics must not be taken into 
account. Left- or right-circularly polarized, parallel electromagnetic modes are described 
by Verheest and Meuris [1995]: 

Here ftp = qpBo/mp are the signed gyrofrequencies of the plasma particles. Note that for 
propagation parallel to the ambient magnetic field, the specific form of the sink/source 
terms in the continuity equation does not play any role. The summation index (3 varies 
over all plasma species. 
We assume that for all plasma species 

2 = k 2C 2 + £ w^Jui - kUp) (8 .11) 
P u - kU/3 - ijpd ± Çlp ' 

\uj - kUp - i j p d \ < \np\. 
If this is the case, the dispersion relation can be written as: 

(8 .12) 

UJ2 = k2c2 ± £ ^(u; - kU0)(n0 T"±kUp± i-ypa) 

With the definition 
(8.13) 

the conservation of current for the plasma as a whole in equilibrium 

E NpqpUp = 0, (8.14) 
P 

(8.15) 
we rewrite the dispersion relation as: 

yi^i 
2 Q p d - 2ukUp - iujpd + k2Uj + ikUpjpd = 0. 2 rr2 

For our applications, we might assume that ^ « c and hence we come to: 
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(w - kUp)2 - w (iWd* ~ W " " W) + = 0. (8.16) 

Here the Alfven velocity is defined as: 

<8-i7> 
and we repeat that the summation must be carried out over the plasma species excluding 
the dust". 

If there were no dust, one would be led to the usual Alfven modes in a drifting plasma. 
So with 7pd and Nd zero the dispersion law (8.16) becomes: 

(u - kU~p)2 - k2 (yl - [Up - Up)2) = 0. (8 .18) 

If there is no relative drift, this dispersion law describes parallel Alfven waves as can 
readily be verified. In the presence of different relative drift velocities there is a possibility 
of beam-induced firehose-type instabilities due to the parallel flow alone, like in many 
astrophysical applications. 

To have a feeling of the order of magnitude of the different terms we look at an electron-
proton plasma where the plasma mass is provided by the protons. We compare the two 
terms of the coefficient of UJ in (8.16). 

_ Nd\Qd\B0 
10d ' 

7 id 

Y,pNpmp 

Nd\Qd\B0 

& ^ : i z ^ a 
Qi 

The first term is for our applications of the order of 1 Hz while the second term is at 
least Zd times this order of magnitude, and therefore much bigger. On the other hand, 
we might compare the last term with the cross term of the first bracket in (8.16). This 

2ukUp : kypdUp 

u> : jpd(Jp/Up 
( meNi\ 

For most applications (except for dusty plasmas with a negligible free electron density), 
m eNi/(miN e) 1, and we recover that except for very small frequencies (ui « 7pd) the 
last term accounts for a lower order effect. 

We may conclude that (8.16) gives the dispersion law for parallel electromagnetic modes 
in a dusty plasma with variable dust grain charges. The dust dynamics are neglected and 
assumption (8.12) holds. However, for low and extra low-frequencies, the dust alters the 
modes considerably. 
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Whistler waves 

The mere presence of the dust leads to the appearance of a new kind of whistler wave. 
Indeed, let us start with dispersion law (8.16). If there were no dust and no equilibrium 
drifts one would be led to the usual Alfven modes: 

w = hV A . (8.20) 

Next comes the pure influence of the dust presence, without any streaming or charging 
effects, yielding 

At the lowest frequencies we are considering this gives a frequency 

k2VlY,aNama \Qd\k2c2 

U) = 
Nd\Qd\B0 wj, 

nr equivalently 

(8.22) 

w c2k2 

M ' ^ ( 8 2 3 ) 

The mode with dispersion relation (8.22) or (8.23) is the generalization of the right-
hand whistler mode in an electron plasma where the ions form an immobile neutralizing 
background, with dispersion law 

w c2k2 

TFT7 = 8 - 2 4 

This is also known as the Eckersley approximation [Booker, 1984], valid for modes for 
which UJ <§; |Qe|. Here, with the dust treated as immobile, we are looking at low 
frequencies in the sense that OJ <C Qi |f2e|. . 

In what follows we are going to look at a three component plasma consisting of protons 
and electrons and negatively charged dust. We compute from the equilibrium conditions 
that 

Ne = NNt => Ue
 = ~~, (8.25) 

with N = Ne/Ni denoting the fractional density of the electrons compared to the protons. 
This number is below unity in the presence of dust grains, as these are usually negatively 
charged. It can readily be verified that the electrons and the ions drift in the same 
direction, which we can take for simplicity as along the positive static magnetic field, and 
we can calculate that: 

— NemeUe + NitriiUi me + mi rr 
Ua = = Ui ~ Ui Neme + Niirii Nme + m* 

7 =rr (1 - N)2memi , (1 - N)2me 0 , 
(Ua ~ Ua) = /.. ' e—±U2 ~ i — U2. 8.26 

N(Nme + rrii)2 1 Nvn-i % v ' 
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The latter quantity is usually very small compared to except for unrealistically high 
drift velocities in the dust frame of reference and therefore we can neglect this term. We 
used the approximation that m e rrij. 

With the foregoing in mind we see that (8.16) can be solved for the low-frequency branch 
as 

. Qdk2c2 k2V2 

- - ^ j r = ( T t t ^ V <8-27> 

similar to what we found in (8.22), with however in general an imaginary part to it, 

r ladk2VA kyadUa jad Rew — kjadUa 
l m u = (1 - - (I^Aoa = (1 - N)SU • (8-28) 

Before we discuss growth or damping we look at the case when the streaming and the 
charging effects balance each other. Then perfectly stable modes are possible, which 
requires that 

Rew = k-yadUa, (8.29) 

or more explicitly that the ion streaming be such that 

kUi _ N m e i e d + m j j i d 

Re u> m e j e d + rriij id 

The evaluation of the right-hand side of this equation depends on the values for j a d . This 
quantity is of order unity, provided the relative responses of the electrons and the ions 
are comparable, as can be expected for Nd small. On the other hand for large Nd -values, 
we might expect that v/me7ed — \f™ilid and the quantity is of the order unity. This also 
holds for the cases between these two limiting cases. We can conclude that there exists a 
new kind of whistler mode described by the dispersion law (8.23). This mode is damped 
provided that R e u < kUi, while instability occurs for Re u > kUi. 

The assumption that u f ^ becomes: 

fc«4x 10 -* \ [Z iN d = 4 x l O - y A ^ l - N). (8.31) 

This restricts the dust charge to places where the dust charge is very high as might be 
the case in the spokes of Saturn or close to a comet. On the other hand, these modes 
might occur also in laboratory plasmas where the dust charges are appreciably higher. 

Linear instabilities in solar wind interaction with dusty cometary plasmas 

A natural application of our beam-plasma model is the low-frequency instability due to 
the pick-up of cometary ions by the solar wind. It is known that in cometary environ-
ments enhanced Alfven wave turbulence occurs due to the mass loading of the solar wind 
by the cometary ions. These plasma populations can be considered as beam plasmas, 
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because of their high relative streaming velocities which exceed the thermal velocity. Al-
though one could in principle consider both electrostatic and electromagnetic instabilities, 
the low-frequency electromagnetic fluctuations seem to dominate. The higher-frequency 
instabilities have a large growth rate but saturate at very low levels of turbulence, and 
hence are not efficient in destroying the ion beams and in assimilating the beam ions into 
the main flow [Verheest and Lakhina, 1991]. 

We consider a cometary plasma with dust, ions and electrons and a solar wind plasma 
consisting of protons and electrons. With the indices s, c and d we will refer to solar wind 
particles (electrons and protons), to cometary plasma particles (electrons and protons 
or cometary water group ions assumed to be singly charged) and average cometary dust 
grains. A second subscript e or i refers to the corresponding electrons and ions. We work 
in the cometary reference frame, in which all cometary material is essentially at rest in 
equilibrium, neglecting the small parallel outflow velocities of such particles (~ 1 km/s). 
On the other hand, the beam velocity U will be the projection of the solar wind velocity 
(~ 300 km/s) on the direction of the solar wind magnetic field. 

We start with dispersion law (8.16), with now: 

5 ^ P a 7 a d / {pse +Psi +Pce + Pci), (8.32) 

J J - = Pse + P s i • u = ( r l / t ( 8 3 3 ) 

Pse + Psi + Pee + Pci 

P - l - t + P « ™ Uf (8.34) 
Pse + Psi + Pee + Pci 

77} T7~\2 (Pse + Psi)(Pce + Pci) , , 2 \rr2 /o or\ { U a - U Q y = -—— "2 U = a ( l - < T ) U \ 8 . 3 5 
[Pse + Psi + Pee + PciY 

The Alfven velocity as defined earlier by the summation of all plasma particles can be 
rewritten in function of VA<sw, which is the solar wind Alfven velocity such that: 

Va = (8.36) 

No dust grains 

When no dust grains (Nd = 0) are present, the dispersion relation becomes: 

J 1 - 2akUu + a k 2 V l 3 W ( M 2 - 1) = 0, (8.37) 
(CJ - akU)2 + <Tk2Vlsw(-M2a + M 2 - 1) = 0, (8.38) 

with M denoting the Alfvenic Mach number M = U/VA>3W, and so unstable modes appear 
when: 

V ] 
a < c r c r = 1 - < 1 . . (8.39) 
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The solutions of the dispersion law are given by: 

= akU ±ikUyja{acr - a) for a < a^ (8.40) 

u°2 = akU ± kU\Jcr((T - <*„) for a > a^. (8.41) 

This means that unstable modes occur, when the fraction of the plasma mass density of 
solar wind origin is smaller than a threshold value. It means that the mass of the loaded 
cometary plasma will induce the instability. 

No dust charge variation 

Next we will look at the influence of the mere presence of the dust grains without dust 
charge variations. Therefore we neglect the terms in 7ad in (8.16) and obtain:. 

(u, - kaU)2± -*k> (Vlw - (1 - a)U2) = 0. (8.42) 

When we introduce the notations: 

= vjuztjsm' (844) 

A 
k2 = t 7 7 F 7 = .—. r , (8.45) 

we can rewrite this equation as: 

J1 - [2ERKU ± Sgn(Qd)A] (J + k2AVLSW(M2 - 1) = 0. (8.46) 

The discriminant of (8.46) can then be written for negative dust as: 

A = 4 c r f / 2 ( c r - <Tcr)(k ± ki)(k k2), i f a < (Ta-, 
A = 4 A U 2 { A - Acr)(k ± ki)(k ± k2), i f A > A 

while for positive dust: 

"A = 4<tU2(o- - aCT)(k ki)(k ± k2), i f a < £7CT, 

A = 4(TU2{(J - crcr)(A; ^ ki)(k =F k2), if a > <7«., 

and we come to the following conclusions: 

No charged dust Negatively (positively) charged dust 
O > Ocr 

stable or marginally stable modes 
R H C P (LHCP) becomes unstable 

for ki < k < k2 

a < OCT 

unstable modes due to cometary ion pickup 
RHCP (LHCP) mode is stable for k < k2 

LHCP (RHCP) mode is stable for k < ki 
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Numerical evaluation and conclusions 

To estimate the relevance of the previous calculation, appropriate values should be put 
into the expressions (8.44) and (8.45). We consider a typical solar wind plasma (electrons 
and protons) with plasma density NSWiP = 6 x 10 6 m~ 3 ( p s w = 1 x 1 0 - 2 O k g m - 3 ) an energy 
of 10 eV with an ambient magnetic field of 9 nT. The solar wind velocity is given by 
U — 400 x 1 0 3 m s - 1 and the solar wind magnetic field. VA<3w w 80 x 1 0 3 m s - 1 and hence 
M = h,<?xx = 0.96. 
One expects the variation of the cometary ion density Ni to be similar to that of the 
neutral gas density. The ion mass of the cometary ion group ions is taken to be 16.8 times 
the proton mass. Observations of comet Halley by the Giotto spacecraft would indicate 
that Ni varies as d~2 outside the contact surface. At d = 1.5 x 10 8m, the ion density 
is given by 27 x 1 0 6 m " 3 [Balsiger et al., 1986] or 10 x 10 6 m~ 3 [Mukai et al., 1986]. The 
parameter a is therefore given as a function of d (in units of 10 9 m) by: 

' " 5 T ? ' < 8 - 4 7 > 
with D = 0.756 and D = 2.04 for Mukai et al. [1986] and Balsiger et al. [1986] respectively. 
This means that at a distance of 10 9m, we can use values of a « 0.3 — 0.6. These values 
are smaller than Go-, and hence instabilities are expected. 
For the dust density we use the measurement in the mass channels ranging from 1 0 - 1 3 to 
1 0 - 2 0 kg for the VEGA spacecraft carried out by Vaisberg et al. [1986]. They arrived at a 
dust density of order 1 0 - 3 m - 3 at a distance of 10 8m. The dust is assumed to be charged 
to 7000 elementary charges, and the sign of the dust charge is not really relevant for the 
rest of this discussion. 
When we put these numbers in (8.44) and (8.45), we come for a typical value of a = 0.5: 

fci = 5 x l O - ^ m " 1 (8.48) 
k2 = 3 x 1 0 ~ 1 3 m _ 1 . (8.49) 

These length scales associated with these wavenumbers are bigger than the cometary 
structure itself, and therefore such modes can not exist. We must conclude that the 
presence of dust grains does not influence the mass loading mechanism of the solar wind 
significantly. 

8.2.2 Nonlinear parallel modes in an immobile background 
The nonlinear description of these modes were obtained in a more complete multispecies 
approach with a not a priori specified number of plasma species. We address an interesting 
intermediate regime, where the linear electromagnetic waves are not affected, but the dust 
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charging influences the slower nonlinear development [Verheest and Meuris, 1996b], The 
usual stretching of coordinates and time is [Mio et al., 1976; Mj0lhus and Wyller, 1986] 

£ = e(z-Vt), r = e2t. (8.50) 
Variables connected with parallel effects have the following series expansions around a 
homogeneous equilibrium: 

na = Na + enax + e2na2 , 
qa = Qa + zqa\ +• e2qa2 H , 2 Wa|| = Ua+ £Ua|H + £ Ua\\2 'H , 

= e£?m + £2E{12 + • • •, (8.51) 
whereas those connected with transverse aspects of the waves are developed as 

UaJ. =-£*Uaii +£^Uqj.2 H , 
Bx = ffiBii+eiBj.2 + --- , 
E x = £5E_li + £ 5 E x 2 H (8.52) 

Substitution of the stretching (8.50) and the perturbation expansions (8.51)-(8.52) into 
the equations (8.1-8.3-8.5-8.7) and the quasi-neutrality condition 

£ n Q ? Q = 0, (8.53) a 
gives a sequence of equations, upon equating the coefficients of the various powers of e2. 
To orders \ and | the global equation (8.10) gives 

= (8.54) a Mo d£ 
and 

a or ^ ÔÇ 
ôu + Ylm°>{no>i(u* - V) + Naua\\^ 

_ BodB^2 Namaiap{ua±1 - u^i), (8.55) MO Cç a P 
so that we shall need to determine the dependent variables only to second order. Further-
more, the coefficients related to the different aspects of the fluctuating dust charges like 

f i a and 7 a 0 are supposed to be small, so that the linear waves can be considered as 
stable and the influence of these coefficients only comes into play at the nonlinear level: 

d 7a/? ~ (8.56) OT 
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Because of this ordering, the results to lowest orders are reminiscent to what was found 
in the cold-plasma parallel case for ordinary multispecies treatments [Verheest, 1990]. 
Starting with the continuity equations (6.2) we find 

V -u* • , 

«o||i = —r: n a i , (8.57) l \ a 

and from Faraday's equation (8.5) to order § and the perpendicular equations of motion 
(8.3) to Jowest order. 

- u a X 1 = - 2 - Bj_i. . (8.58) ts o 
We can now derive from (8.54) the dispersion law as 

• 2 
. Y , N*™«{V - Ua)2 = - A (8.59) 

ot 

If all equilibrium drifts vanish, V is nothing but the global Alfven velocity V4. At the 
next order we find that 

Uan ua|ii_ (V-Ua)2 dBxl 1 , 
- + + - w r e > * - o r + * { S 6 0 ) 

With the help of this we find from a combination of the parallel equations and charge 
neutrality that 

„ - U2
paNdqdl / ujp'p 

nal 2B$ 11 Qa(V - Ua)2/ 

u * " - ^ i r 5 - " NaQa(V — Ua) / Ç ( F T ^ - (8-61) 

Although the interplay between the nonlinear effects and the dust charging is clear, direct 
influences of fluctuating dust charges will drop out, when we insert all known expressions 
in (8.55) and eliminate Bj.2 and Ej.2 with the help of Faraday's law (8.5) to order | . This 
yields a nonlinear evolution equation 

<9B 11 I d / , x <92B 11 
0, (8.62) 

the coefficients of which are 

A = YNam«(V -Ua), (8.63) 

c = z N ° m ° Z ; u ° f ' <«•«> 

D = \ Yi H [Namajal3 - Npmpjpc] Up. (8.65) ^ a 0 
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From the vector form (8.62) we can derive the usual scalar form of the modified derivative 
nonlinear Schrodinger equation by projection and combination of <j> = B

x
i + iB

y
i as 

If the charging effects conserve momentum between any two species, as true collisional 
effects do, then N

a
m
a
j
Q
i3 = Npmpipa holds, and D vanishes exactly. This also occurs 

when there are no equilibrium drifts of the different plasma species along the external 
magnetic field. In both cases all reference to fluctuating dust charges is lost at the order 
considered and we are left to discussing the ordinary DNLS equation in multispecies 
plasma, with its attendant soliton solutions. Here we can fall back on existing multispecies 
descriptions [Verheest, 1990; Verheest and Buti, 1992; Verheest, 1992; Deconinck et al., 
1993a; Deconinck et al., 1993b]. We note from these works that the inclusion of pressure 
and temperature effects vastly complicates the expressions for the coefficients of the DNLS 
equations, without altering the structural form of the equation. Hence, we will expect 
similar conclusions to hold also for the DNLS-like equation (8.66) when the source term 
does not vanish. 
When the charging and discharging effects do not conserve momentum between any two 
species then D ^ 0. In that case one is reduced to a discussion of the DNLS-like equation 
(8.66) which contains a source term. If we integrate (8.66) over all f , as is normally done 
to investigate conservation laws of the ordinary DNLS equation, we find that 

There is no stable solution possible, and certainly no conserved densities, in the traditional 
sense of soliton theory. And the presence of fluctuating dust grains introduces additional 
damping (growth) of the modes. 

8.3 Perpendicular and oblique modes 
In a multispecies plasma with an ambient magnetic, field along the z-axis, we consider a 
perpendicular mode along the positive x-axis. The electromagnetic modes propagating 
perpendicularly to an ambient magnetic field in a cold plasma consist of the ordinary (O) 
and the extra-ordinary (X) mode. The X mode is elliptically polarized with the polariza-
tion plane perpendicular to the ambient magnetic field, but not necessarily perpendicular 
to the direction of propagation. The 0 mode is linearly polarized with the electric vector 
vibrating parallel to the ambient magnetic field. Linearizing and Fourier transforming the 

(8 .66) 

Since all 4> vanish at infinity, we conclude that 

(8.68) 
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set of basic equations (8.1-8.8) in a warm plasma, neglecting the charge variation for the 
moment, yields the dispersion law for perpendicular modes as 

det [£>;;]= 0, (8.69) 

the elements of the dispersion tensor being given by 

z?« = u,2 - C2k2 - - £ u*>ku* -
a U 2 - fc2C2 _ Q2 

Dxy = Dyx = J2 

Dxz = Dzx = - £ 

UJ2_k2c2a_Q2a' 

Dyy = U2~ C2k2 ~ £ 

Dyz = Dzy = Y, 

up- — k2cla — ' 

tt u)2 — k2cla — fi2 ' 
U) u a 

a <j'- Pel, - St 1' 

The low-frequency, long-wavelength limit of (8.69) leads to the definition of the generalized 
magnetosonic velocity Vs through 

2 2 
2 , ^pa^sa 

v s = J 2 = Q 7 = V A + [ 1 - ^ ) ^ • (8-71) 
1 ^ Z^ r>2 a a 14a 

We have used the definition of the Alfven velocity obtainable from (8.71) by dropping all 
temperature or pressure effects. 

The O and X mode decouple when there is no relative drift between the plasma popu-
lations. Indeed when Ua = 0, we recover a separate dispersion relation for the O mode 
(Dxx = 0) and for the X-mode (D y y D z z - D2

Z = 0). 

In the presence of charge variation the two modes couple even for a cold non-drifting 
plasma and an analytical description becomes soon very messy. We restrict our analysis 
to the description of modes in the absence of charge fluctuations. In this way a dusty 
plasma can be regarded as a multispecies plasma where the dust is considered as a (very 
massive) plasma population. At the linear level we describe perpendicular modes in the 
frequency regime between the dust and ion gyrofrequency. The nonlinear description of 
magnetosonic modes is developed for the isotropic [Meuris and Verheest, 1997] and the 
anisotropic pressure tensor [Meuris, 1997]. Finally a nonlinear description is given for 
oblique modes in a cold plasma [Verheest and Meuris, 1996a]. 
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8.3.1 Linear magnetosonic mode 
The dispersion relation for the X mode in a warm, driftless plasma becomes: 

We will be interested in the frequency regime for which u f2 a . In this regime (8.72) 
can be written as: 

c + vl n2J i 1 + vl u2 - n 2 ) U + - <8-73) 
with V&, the plasma Alfven velocity, defined by: 

V 2 = - ^ j - . (8.74) ^o La Nama 

When the frequency is lower than the dust gyro-frequency, we recover the classical Alfven 
limit: 

k2c2 c2 . 
— = 1 + 77T' (8-75) ^ Ad 

where VACL stands for the dust Alfven velocity, defined by: 

v 2 d = _ B \ r v i ( 8 . 7 6 ) ^o 2Za,d N ojn a HQNdmd 

provided that the mass of the system is mostly in the-dust grains {Ndmd » A^m*) as is 
usually the case. 
On the other hand, because of the large difference in qa/ma-value for the dust and plasma 
population, there exists a new and interesting frequency regime for which Qd < w 
f2 a . When we assume that c » VA, which is valid for most space plasma applications, 
dispersion law (8.72) becomes: 

= (8.77) 

with , ,2 T/2 I/2 2 _ U J p d V A _ V A 2 
UDLH ~ 2 ~ T7Tild- (8.78) 

c vAd 
It is clear that IJJ"QLH In that case the dispersion relation simplifies to 

- + + k*VfrlLa = 0. (8.79) 

This dispersion relation contains two low-frequency modes. 
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E-ring Spokes 
ND (m-3) 102 10e 

NI (m" 3 ) 107 107 

TE (K) 5 x 105 5 x 105 

TI (K) 5 x 105 5 x 105 

a. (m) 10" 6 10"& 

. BO (T) 0.4 x 10~6 . 4 x 10" 6 

N 0.438 0.0233 
X -1.87 -0.000326 
Upd (s" 1 ) 0.48 0.0083 
UDLH (s" 1 ) 0.00432 7.5 x 1 0 - 4 

nd ( s " 1 ) 0.9 x 10" 6 1.6 x 10" 9 

VA d (ms" 1 ) 564 56 
VA (ms" 1 ) 2.7 x 106 27 x 106 

Table 8.1: Data used in the case studies 

The low frequency solution of (8.79) for which U> U>DLH can be described by 
neglecting the term inw 4 . Thé dispersion law can than be written in the following 
form, similar to the Alfvén modes in a usual proton electron plasma with a frequency 
lower than the lower-hybrid frequency [Booker, 1984]. The role of the resonance 
frequency is played by the dust lower-hybrid, frequency UDLH [Salimullah, 1995]: 

n 2 

nAd 1 - (U2/"DLH) ' 

with 

2 k C 2 £ 

(8.80) 

. n = 
U2 - NAD = 77F- (8-81) 
w VAd 

This resonance described the coupling between the plasma motion of the dust grains, 
and the low-frequency Alfven mode of the surrounding plasma. 

The dispersion law (8.80) makes it possible for very low-frequency dust Alfven waves 
to propagate perpendicular to the magnetic field, in the range where Qd <g; u •c 
UDLH- The frequency UQLH plays the role of the lower-hybrid frequency in a dusty 
plasma. 

2 

The dispersion law (8.79) contains another low-frequency mode. Because 
UDLH, w e c a n safely neglect the last term of (8.79), and the dispersion law becomes 
in a good approximation: 

= K2Y2 + ^UL ( g g 2 ) 

These modes however must obey the assumption u <C Q and therefore they can only 
occur, provided that NdjQdl <C A ^ j , which is highly unlikely for the applications 
we have in mind. 
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o 
00 

Figure 8.1: The dispersion relation for low-frequency modes corresponding with E-ring. The numerical results were obtained by solving 
the dispersion relation (8.77). The dashed line stands for the ion gyrofrequency Qj. 
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Figure 8.2: The dispersion relation for low-frequency 
the dispersion relation (8.77). The dashed line stands 

modes corresponding with the spoke region. The numerical results were obtained by solving 
for the ion gyrofrequency Qj. 
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Two case studies were carried out, with the data of Table 8.1 and both low-frequency 

modes were recovered. The dispersion relation is shown in figures 8.1 and 8.2. The 

dashed curve in these figures corresponds to the ion gyrofrequency. It is clear that the 

dust Alfven waves obey the assumption u> <§C fit while this is not the case for the other 

low-frcquency mode, and hence the second mode is for these particular choice of the 

plasma particles unphysical ! 

8.3.2 Nonlinear perpendicular modes in a warm magnetized 

multi-ion plasma 

The nonlinear multispecies analysis of the magnetosonic modes is carried out using a 

self-consistent reductive perturbation treatment [Meuris and Verheest, 1997]. As the full 

dispersion law (8.69) only contains even powers of k and u>, the correction in k to the linear 

phase velocity will be quadratic, rather than linear as in the case of parallel propagation, 

resulting in the standard Korteweg-de Vries (KdV) stretching 

Z = e1/2(z-Vst), T = ez/2t. (8.83) 

One could let the equations determine the way in which the dependent variables are 

to be expanded, but it turns out that the standard KdV expansions for perpendicular 

propagation are adhered to. Hence we take 

na = Na + enax -I- £2na2 H , 
2 

Pa = Pa + £Pa\ + £ Pa2 H , 
2 

Uqi = Ua + £Uax 1 + £ Uax2 + ' • • , 

i 2 , 
Uaz = £Uazi + £ Uaz2 + • • • , 

2 " 
Bx = £Bxi + £ Bx2 + • • •, 

Ey = £Ey 1 + £2Ey2 + • • • , (8-84) 

whereas the remainder of the nonzero quantities are expanded as 

Uay — ^ ^ ^ayl £ ^ /U,ay2 " * ' j 

By = £3/2Byi + £5^2By2 "f • • ' , 

Ex = £3/2Exi + £5/2Ex2 + • • • , 

Ez = £3/2Ez1 + £5/2Ez 2 + •••, (8.85) 

and of course Bz = 0 due to (8.8). Substitution of the stretching (8.83) and the per-

turbation expansions (8.84) and (8.85) into the equations (8.1-8.8) gives a sequence of 

equations, upon equating the coefficients of the various powers of e. 

We first solve (8.5) for the components of the electric field as a function of the magnetic 

field: 

Ey\ — — VsBxl, 

1 _ v / J * , (8.86) 
8{ dr 5 9( V ' 
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Then the equations of continuity (8.1) and of motion (8.3) are solved to lowest order for 

nQ l and the components of uQ i . These variables are expressed as a function of the field 

components as follows: 

NaBxl nal = Bo ' 
duaxi <7a Byi 
dÇ ma 

Ezl , Vs uayl = — -B0 E 
VSBX1 Uaz\ = Bo : 

c2aadBxX UgByi 
a B0 ' 

(8.87) 

The x-component of Ampere's law (8.7) gives us to order e3/2 that 

By i = 0, (8.88) 

while the y-component of (8.7) vanishes, keeping the definition of Vs in (8.71) in mind. 

The z-component and Poisson's equation (7.5) vanish to first order due to charge and 

current neutrality. 

The next step is to solve the y-component of the equation of motion (8.3) to second order 

in e for 

u . _ Ev2 VsBlvsmaduayl 
Uaz2~ B0 Bq qa IT'. (8'89) 

use the expression for uayi and substitute this into the z-component of Ampere's law 

(8.7) to second order. This gives a relation 

v <*UV$ - 4J 
a ftl dBx 1 Ezl = - -2 8.90) 

^ Q2 a ic,a 
which will allow us to rework the expression for uayX. Finally we solve the z-component 

of (8.3) to order e5/2 for uay2, together with the continuity equation (8.1) to that order 

and the polytropic law to order e2, substitute that in Ampere's law (8.7), and eliminate 

all references to Bx2 and Ey2 via (8.95). The result is a nonlinear KdV equation 

, dBxi ^ dBxi d3Bxi 
A-ar+CB"^f + = ( 8 9 1 ) 

with coefficients 

c = J - ( i + v f k + ( 7 a " 2 ) c* a ) 

B-O \ a ft a ' " ft* 
UJ 2 N < 4 , ( ^ - 4 , ) » (^"im-cLr 

• ( 8 9 2 ) 
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This form generalizes known results for perpendicular magnetosonic modes in a standard 
hydrogen plasma [Kakutani et al., 1968] and in two-ion plasmas [Toida and Ahsawa, 1994], 
In particular, whereas quasi-neutrality indeed follows, the displacement current has a non 
negligible influence, both on the definition of the magnetosonic velocity V$ and of the 
coefficients in the KdV equation (8.120). Moreover, we have incorporated polytropic 
pressure variations, whereas the cited results were strictly for cold plasmas only. 

8.3.3 Nonlinear perpendicular modes in an anisotropic magne-
tized multi-ion plasmas 

When we use an anistropic plasma model, the problem becomes more complicated [Meuris, 
1997]. Indeed, the equation of motion (8.3) must be replaced by 

in which the divergences of the heat-flow tensors and the sink/source term SQ has been 
neglected. 

Korteweg-de Vries equation 

Because we can expect a KdV-equation, we start with the standard KdV-stretching (8.83). 
One could let the equations determine the way in which the dependent variables are 
to be expanded, but it turns out that the standard KdV expansions for perpendicular 
propagation are adhered to. Hence we take for na, uax, uaz, Bx, Ey, Paxx, Payy, Pazz, 
Paxz the expansion fa = Fa+efai+£2fa2-\ whereas the remainder of the quantities, are 
expanded as fa = e^2fai +£5^2/Q2H and of course Bz = 0 due to (8.8). Substitution of 
the stretching (8.83) and the perturbation expansions into the equations (8.1-8.8) gives a 
sequence of equations, upon equating the coefficients of the various powers of e. We first 
solve the eqution of Faraday for the components of the electric field as a function of the 
magnetic field: 

while the evolution of the pressure tensor P is described by (6.20) 

+ ^ - [ B x P a + ( B x P a ) r l = 0 , (8.94) 

Ey\ — —VsBx i, (8.95) 

dEy2 _ dBxl dBx2 

dÇ dr s dÇ ' 
Exl = VsByl, 

(8.96) 

(8.97) 
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To. order e, the pressure equation result in P ^ y = and = 0. The yy and 
zz-components in the order e3^2 gives us the expressions: 

^ = ^ = (8.98) 

P(2) _ m * p ° ± du a z i 
2qaB0 dt (8"99) 

Then the equations of continuity and of motion are solved to lowest order for nQi and the 
components of uQl. These variables are expressed as a function of the field components 
as follows: 

NaBx i 
nal = ß , (8.100) 

duaxi _ ^ gaByi 
m a 

(8.101) 

Ezl\ Vg-2c2
sa±dBxl , UaByl 

VsBxl 
u a z i = — - — . ( 8 . 1 0 3 ) 

Bq 

The x-component of Ampere's law gives us to order e3/2 that 

B y i = 0 , ( 8 . 1 0 4 ) 

while the y-component of Ampere's law gives us the dispersion relation: 

The z-component and Poisson's equation vanish to first order due to charge neutrality. 

The next step is to solve the z-component of the equation of motion to second order in 
£ for. 

B0 B$ qaB0 q*NaB0
 v ' 

use the previous expressions and substitute this into the z-component of Ampere's law 
to second order. This gives a relation 

E z 1 - - 2 — , ( 8 . 1 0 7 ) 

^ Q2 a 1 'a 

which will allow us to rework the expression for u a y l . The pressure equation can provide 
us with an expression for Pj£)z. Indeed, when we combine de t/?/-component and the 
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zz-component at order e 5 / 2 and the 7/z-component of the order e 2 , we find: 
d(2) _ -Pqx „2 , 2-Pgj. p _ 3m aPQj_ d.g z l 

P°" ~ . B$ + B„ e * 2 2B?,„ «« 
+ (8,08) 

V ) de,2 . ' 
Finally we solve the z-component of to order e 5 / 2 for u a y 2, substitute that in Ampère's 
law, and eliminate all references to and Ey2 via the dispersion relation and Faraday's 
law. This results in a Korteweg-de Vries equation. 

<95x1 dBx 1 d3Bx 1 

with coefficients 

• ™ ( 1 + ? f ) 2 > 0 ' 

g - f 1 ' Z E u j 2 p a { 2 c L L " + V g 4 ) fc " ) 2 V a ^q / a ^ a V a ^ a / 

The corresponding linear dispersion law, defining the magnetosonic velocity V5, is derived 
during the calculation: 

and c 2 q ± = KTa±/ma. Here ujpa and Qa denote the plasma and gyrofrequency for species 
a respectively. 

8.3.4 Nonlinear oblique modes in a cold magnetized multi-ion 
plasmas 

We model a homogeneous, cold plasma immersed in a uniform magnetic field, and com-
posed of electrons and different types of ions, the number and characteristics of which 
are not yet specified. For oblique waves or structures propagating along the z-axis, 
all quantities depend only on z arid t, the static magnetic field being taken as Bo = 
i?o(sini9 ex -fcosi? e z ) [Verheest and Meuris, 1996a]. 
The general Alfven velocity V"A is to be determined later from the linear dispersion re-
quirements. As has been argued several times before, at that time for strictly or very 
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nearly parallel propagation [Verheest, 1992; Deconinck et al., 1993a,b], one can let the 
equations determine consistently how the dependent variables are to be expanded and 
hence start for all variables from 

The only nonzero equilibrium quantities (denoted by capital letters like F) are the den-
sities and the components of the static field. It is also prudent not to impose quasi-
neutrality and/or neglect the displacement current from the outset, as is often done in a 
low-frequency approach. 

Substitution of the stretching (8.83) and the perturbation expansions (8.112) into the 
equations (8.1-8.8) gives a sequence of equations, to be solved iteratively. Although we 
will not give the details here, one could proceed very systematically by trying to start 
for low-frequency waves from nonzero E i and Bi . Then, after some straightforward but 
tedious algebra, one would arrive at a true bifurcation point in third order, such that 

In other words, for really oblique propagation (i? # 0 and sini? finite), we need Bxi = 
0, and as a consequence all first-order variables vanish. The expansion thus starts at 
order e1 in our scheme (the usual KdV ordering, if one replaces the traditional e 1 / 2 by e 
itself), except for quantities like uay, By, Ex and Ez, which will only start at order e3. 
This means that the polarization is singled out, for which the wave magnetic field is to 
lowest order perpendicular to the direction of wave propagation, in the plane spanned 
by the wavevector and the static field. The linear wave electric field is perpendicular 
to that plane. For the special case of perpendicular wave propagation, this polarization 
corresponds to the low-frequency branch of the extraordinary mode. 

On the other hand, for strictly or nearly parallel propagation the expansion has to start at 
order z for the perpendicular variables and at order e2 for the parallel quantities. In that 
case, because of the different stretching of the independent variables, it leads to vector 
equivalents of the derivative nonlinear Schrodinger (DNLS) equation [Verheest, 1990] or 
modifications thereof for slightly oblique propagation [Deconinck et al., 1993]. 

To lowest nonzero order we find in the ordering chosen that 

ƒ = F + e h + £2 h + • • • • (8 .112) 

BxiBosintf = 0. (8.113) 

uax2 — 

Uaz2 = 

na2 = 

Uay3 — H n ^ 
CiaBo dÇ B_lo 

V\ dBx2 Ez3 
+ (8.114) 
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The vanishing of Ampere's law (8.7) to lowest nontrivial (third) order yields the proper 
definition of Va, through 

= + ' (8115) 
The global equation (8.10) is then also fulfilled to this order, whereas to order e 4 it shows 
that 

Together with the expression for u a y 3 this yields 

allowing us to rework uay3 as 

u a y 3 Bo \Qa c 2sin 21? f 0* J d( ' ( 8 - 1 1 8 ) 

To order e 5 we will use the global equation (8.10) in the combination of 5 | | 0 times its 
x-component minus B±0 times its z-component. We then eliminate quantities like " 

BhoUqx2 ~ B±0uaz2 = -VaBx2, 
7TL V dlJb B\\QUaxA - B±_QUazA = Ey4 + Uz2BX2 H (8.119) 

with the help of the y-component of the equations of motion (8.3) to orders 2 and 4 and 
earlier expressions. Rearranging the different terms with the help of the dispersion law 
(8.115) and Faraday's law (8.5) to order 5 finally yields a KdV equation 

dBx2 dBx2 d3Bx2 

with coefficients 

K 

This generalizes known results both for oblique modes in a standard hydrogen plasma 
[Kakutani et al., 1968], and for perpendicular modes in bi-ion plasmas [Toida and Oh-
sawa, 1994]. At the same time, we have consistently checked how far the usual assumptions 
concerning low-frequency modes are obeyed in multispecies plasmas of arbitrary compo-
sition. Whereas quasi-neutrality indeed follows to the orders needed, the displacement 
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current could have a non negligible influence, both on the definition of the Alfven velocity 
VA and of the coefficients (8.121) in the KdV equation (8.120). 

The remarkable property is that the nonlinearity is strongest at strictly perpendicular 
propagation, and vanishes if one tries to take the parallel limit. Furthermore, as pointed 
out already by Kakutani et al. [1968], the coefficient of the dispersive term is usually 
negative for most of the range of oblique propagation, positive for strictly perpendicular 
modes and changes sign close to perpendicular propagation. It blows up if one tries to 
take the"parallel limit, except for special plasmas as we shall discuss below. This also 
shows that the case of strictly or very nearly parallel propagation has to be considered 
separately, leading to a completely different type of nonlinear behaviour [Verheest, 1990]. 

We now briefly discuss the behaviour of the coefficient D for specific plasmas, and de-
termine in particular the critical angle i?o where D changes sign. Assuming traditionally 
that VA C, we find that 

. 9 „ 771e sin t?o — l (8.122) 
TTli 

in a classical hydrogen plasma with the usual small mass ratio. This gives a critical 
angle = 88°. A typical multi-ion plasma is the solar wind, which besides the protons 
and electrons carries between several to 10% alpha particles, compared to the proton 
densities, in addition to other minor constituents. Taking for fully ionized helium qa = 2e 
and ma = 4m* and leaving out the really minor species, one obtains 

• 2 „ , 4NiN a sin $0 — 1 o — (8 123) 
N? + 20NiNa •+• 64N% K } 

The critical angles where D changes sign are around 80° at 1%, 72° at 5% and 70° at 
10% alpha particles. Hence increasing the helium number density increases the range of 
angles around perpendicular propagation where the dispersion is positive. 

On the other hand, in an electron-positron plasma (me = m p) we see that 

( 8 l 2 4 ) 

is always positive. A relevant question is then of whether in other plasmas a similarly 
positive dispersion can occur. That would require the vanishing of part of D, such that 

= (8.125) 

In a plasma composed of electrons and different kinds of positive ions this cannot occur, 
as for the usual mass ratios one finds that 

£ ? k = 7 7 P £ N i { m < ~ > ( 8 - 1 2 6 ) 

the sum being over the (positive) ion species. However, in a plasma which contains at 
least one species of negative ions, the condition can be fulfilled at critical densities. Taking 
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for simplicity one positively charged ion species (with label 1) and one negatively charged 
ion species (with label 2), both with unit charges (which amounts to expressing the mass 
as per unit charge), we get from (8.125) that 

N2 = 
"> 2 rn\ — nig 

mo — m? 
m, 

Nx ~ —\NX. 
mt (8.127) 

An example of this would be an Ar + -F~ plasma mixture [Nakamura et al., 1985], where 
the critical density works out as Np ~ 4 .4^ , . , given that iuat = 39.9mproton and 
mp = 19.0mproton. One can easily generalize the above reasoning for more positive and/or 
negative constituents. 

Except for the special cases of electron-positron plasmas (where also several other waves 
decouple) or plasmas with negative ions at critical densities, the critical angle is rather 
close to 90°. Hence the dispersive term has a negative coefficient D for most of the range 
of oblique waves, and turns positive in a narrow range around perpendicular propagation. 
Whenever that happens, the solitons solutions to (8.120) 

3 M A 
BX2 = ———sech 1 

2 \ | 

A\M\ 
~W 

(£ - Mr) (8 .128) 

will change from subalfvenic (M < 0), rarefactive (Bx2 < 0) to superalfvenic (M > 0), 
compressive (Bx2 > 0) in nature. 
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Chapter 9 

Self-gravitational plasmas including 
dust mass distribution 

In plasma physics we may fortunately neglect the gravitational forces. The reason why 
can be easily resolved numerically. When we compare the gravitational (Fg) and electric 
forces (Fe) for classical plasma particles, we find that the quantity 

is of the order of 1036 and 1042 for protons and electrons respectively. Evidently, the 
enormous domination of electric forces over gravitation — because of the relative small 
charge-to-mass ratios — makes it absolutely senseless to take into account the plasma-
plasma gravitational interaction. The situation changes when we consider particles for 
which the charge-to-mass ratio is larger, as is the case for dust grains. For micron-sized 
grains, the charge needed to balance both forces consists of 5 x 10 - 4 elementary charges. 
On the other hand, for one elementary charge, we get the same situation .if a « lOO/zm. 
When we take a more realistic value of 1000 elementary charges, the critical dust size 
becomes a « 1 mm. On the other hand, when we assume that all grain sizes a < Ad, we 
can express mass and charge of a dust particle as follows: 

(9.1) 

t o o 
m(a) = -irpa ~ a , 

o 

q(a) = ^-KEQCLVQ ~ a. 

It can easily be calculated that Fe = Fg is fulfilled for grains for which 

(9.2) 

(9.3) 

(9.4) 

of for a typical ice grain for which p = 1000 kgm 3: 

a { m } = 0.018 x V $ y (9.5) 
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This means that for spherical grains embedded in a proton-electron plasma with tempera-
1/2 

ture (T), there exist a critical radius acri{m} = 0.05 x for which the gravitational and 
electromagnetic forces balance each other. We may conclude that although for micron-
sized grains the self-gravitation is small, it comes into play for millimetre sized grains and 
larger. 

In reality however, as shown in chap te r 2, most astrophysical objects demonstrate a 
broad spectrum of grain sizes. The smallest grains will be mostly influenced by elec-
tric forcés, while the larger grains will mostly feel a gravitational force. Therefore self-
gravitation is intertwined with the form of the grain size distribution. Also, as we will see 
later in this chapter, small low-frequency long-wavelength deviations from an equilibrium 
solution of a dusty plasma system are affected by the self-gravitation of the system. 

Reverting to the general picture, the behaviour of a self-gravitating plasma is described 
by the model of chap t e r 6. However, to include the gravitational forces, we change the 
equation of motion to 

+ u a • V u a = Vp a + — ( E + U a X B) - W . (9.6) 
ot nama ma 

Here ip stands for the gravitational potential described by an additional Poisson equation: 

V2tp = 4ttG ]T nama. (9.7) 
a 

Because of their high masses, one could be tempted to include only the contribution of 
the dust grains in (9.7), but that is an unnecessary restriction at this stage. 

The problem of condensation of neutral grains due to self-gravitation was first studied by 
Jeans [1929] and named after him ( Jeans instability). This is a process in which a slight 
rearrangement of a uniform distribution of mass by the effect of self-gravitation leads to a 
further localized condensation of grains. The Jeans instability was originally defined for 
a neutral gas cloud [Jeans, 1929]. 

We consider a nearly spatially uniform distribution of uncharged grains (with mass density 
Nama) with a slightly overdense region of radius L. This overdense region will collapse 

if the random velocity vrms of the particles, due to their thermal motions is insufficient 
to carry them out of the dense region before collapse can occur. A test particle at rest 
on the edge of the dense sphere will get accelerated by the gravitational forces and the 
time for this particle to reach the center of the density enhancement can be estimated as 
[Mace et al., 1997] 

I ^ 
T c ~ \ l 3 2 G E a N a m a

 ( 9 ' 8 ) 

On the other hand, the timescale re for particles with random speed vTms to escape the 
overdense region is of the order 

Te = — • (9.9) 
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The critical radius for which the region is stable ( r c = r e ) , is given by the Jeanslength, 
defined by: 

where 
= = . (9-11) 

a a 

which defines the proper Jeans length for each particle population a . The Jeans insta-
bility occurs, provided that the Jeans frequency exceeds the thermal frequency, or when 
the characteristic length of the overdense region becomes large than the Jeans length 
([Avinash and Shukla, 1994; Mace et al., 1997]). In the case of charged grains unusual 
and interesting deviations from the corresponding processes of neutral grains are expected. 
As a general remark, iri what follows we will write copQu>ja as coming from Naqa, and 
hence whenever we encounter a single u p a it has to be interpreted as including the sign 
of the charge. It can readily be verified that: 

2 
"pa 

F0 U (9.12) 9 "Ja 
This chapter is structured as follows. In the first section, wie will study the influence of 
a reasonable dust size distribution on the plasma and Jeans frequencies ([Meuris et al., 
1997], [Meuris, 1997]). Then the electrostatic ([Meuris et al., 1997]) and electromagnetic 
modes ([Mace et al., 1997], [Verheest et al., 1997]) are considered in section 2 and 3 
respectively. 

9.1 Influence of a mass distribution on the charac-
teristic frequencies 

When we assume that (9.2) and (9.3) hold, we can describe the different dust species in 
a discontinuous model, where each different qd/md value can be seen as a different dust 
species. To keep the discussion tractable, we start with two different dust species, with 
respective grain sizes a j and a2, and densities Ndi and A^-. The average size is logically 
given by 

Ndlal + Nd2a2 

Ndl + Nd2 V ' 
We can use (9.2) and (9.3) to define 

md 1 = m(ai), qd i = q(ai) 
md2 = m(a2), qd2 = q(a2) (9.14) 
fnd = m(a) ~ a 3 , qd — q(a) ~ a. 
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On the other hand, when the number of different md/qd ratios for the different dust grain 
species increases, a continuous model is reached. For many astrophysical applications the 
mass distribution is given by a power law, for charged dust grains with radii a in a given 
range [am jn ,am o i] . The differential density distribution goes like 

n(a)da = Ka~0da. (9.15) 

This kind of distribution is very common in space plasmas (see chapter 2). We find values 
of 0 = 4!6 for the F-ring of Saturn [Showalter et al., 1993], while for the G-ring values 
of (5 = 7 and 0 = 6 or smaller were obtained [Gurnett et al., 1983; Showalter et al., 
1992; Meyer-Vernet et al., 1997]. For cometary environments, we recall a value of 0 = 3.4 
[McDonnell et al., 1987]. 

On the other hand, for dusty plasma experiments (dusty crystals and charging experi-
ments) the dust size distribution is often found to be normally distributed: 

/ \ j Ntot n{a)da = „ .. , . exp 
(a — a) 

da, (9.16) 

where Ntot denotes the total density of dust grains, a the width of the distribution and e 
the domain [a-e, a+e] in which the particle sizes can be found. We assume that e/cr > 2, 
and therefore Erf [e/cr] « 1. 

Plasma frequency 

• For the discrete model we define the following plasma frequencies 

2 updi 
NdiQdi 
somdi 

,2 
2 _ Nd2qd2 . , 

~ > I9-1 7) 
£q md2 

— (Ndl + Nd2)q22 
^u = = — • £o m d 

Because of (9.13), the total charge (Q t) that resides on the dust grains is the same for 
the case where all dust grains have the same mean radius, Qt = (A^i-I- N^^rreoVoa, 
as for the dust distribution Qt = (Ndiai -I- A^^HTreoVq. 

We can introduce the quantities 

« - f i , (9.18) 
a 2 Nd i 

To model a realistic power law, we have to assume that there are more grains of 
smaller size than larger ones, and hence 6 < 1, v < 1. The following ratio is 



MASS DISTRIBUTION AND CHARACTERISTIC FREQUENCIES 183 

investigated: 

Rd=E U) pd / upd 
1/(1 - 6 ) 2 

= 1 + T7I > 1 (9.19) 8 (1+ v ) 2 

This ratio is larger than one for arbitrary <5 and v, and hence explicit use of two 
du$t species increases the ratio R&. Of course the same reasoning holds a fortiori for 
three or more dust species, by repeating the type of argument whenever two dust 
species are replaced by their averages. 
For the power law mass distribution we define that 

ramox n(a)q2(a) 
uId = / Ja„ eo m(a) da, (9.20) 

and fO-max Q-mox a= f n(a)ada / I n(a)da. (9.21) J&min / Jctmin 
Again, because of this definition, the total charge that resides on the dust grains 
remains the same for both models. Following the previous calculation, we derive 

NtotOd2 D 2 / iytotqd Rc = u d — £om d 

( -ß _ -ß yQ'ma.x ®min ){*-JZ2 ~ a-J:2) (ß - l)2 

(dmai 1 - a " l + 1 ) 2 0 ( 0 ~ 2) 
_ (c~p - l)(c~p+2 - 1) (0 — l)2 

( c - ^ + 1 - 1 ) 2 0(0-2)' 
with Ntot the total number density of dust grains, given by: 

f«mai 
Ntot= / n(a)da, Ja-min 

and c = a m a x / a m i n . Numerical values for Rc(0,c) are shown in Table 9.1. 

(9.22) 

(9.23) 

c = 10° c = 10 1 c = 10 2 c = 10 3 c = 10 4 

0 = 1 1 1.53 4.62 20.9 118 
0 = 2 1 1.41 2.35 3.46 4.60 
0 = 3 1 1.22 1.32 1.33 1.33 
0 = 4 1 1.12 1.12 1.12 1.12 
0 = 5 1 1.07 1.07 1.07 1.07 
0 = 6 1 1.04 1.04 1.04 1.04 
0 = 7 1 1.03 1.03 1.03 1.03 

Table 9.1: The expression Rc(/3,c) as a function of different and c. 

The ratio Rc turns out to be larger than 1 in the range (1 < 0,1 < c), which means 
that also for the continuous case, a power law size distribution increases the dust 
plasma frequency. 
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- For large /?, the ratio goes to 1, and the influence of the dust distribution 
vanishes. In that case the influence of c on the result may be neglected. 

- However, for smaller j3, the ratio Rc reaches higher values and increases with 
c. 

Along the same paths, we define for a normal distribution 

r+e n(a)q2(a) 
= / — (9.24) 

Jä-e £n ml a) pd Ja—e £q 771 ( a ) 

and 

ra+e J ra+e 
a = _ n(a)ada / I n(a)da, 

Ja—e J Ja—e 

= [_ + n(a)ada / Ntot, (9.25) 
Ja—e j 

and calculate the following, ratio: 

(9.26)' £omd 

The numerical results are given in Table 9.2. We can see that, although changes due 
to the normal distribution are small, Rn turns out to be bigger than 1, and hence 
the plasma frequency increases with a normal dust size distribution. 

It can be shown that even for variances in the dust grain size of 30 %, the resulting 
change in the dust plasma frequency is only 5 %. 

a/a 5 % 10 % 20 % 30 % 
Rn{a/a) 1.001 1.005 1.02 1.05 

Table  9.2:  The  expression  Rn{a/a) as a function  of different  ex/a. 

When we consider the dispersion relation for the dust-acoustic mode with a dust 
size distribution [Rao et al., 1990]: 

= (9.27) 

we see that the frequency will get changed by the distribution. The overall Debye 
length remains the same for a mono-sized dust, as for a dust size distribution. 
Indeed, because of the definition of the mean dust grain radius, the total number 
of charges on the dust grains remains the same for the two models. Therefore the 
number of free electrons, and hence the Debye length will not change. The change 
in phase velocity of the dust-acoustic modes relies therefore totally on the difference 
in dust plasma frequency, and the previous results can be used. 
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Jeans frequency 
• For the discrete model we define the following Jeans frequencies 

"JDI = 4*GNDLMDI, 
"jd2 = 4irGNd2md2t (9.28) 
u2Jd = 4nG(Ndl + Nd2)rfQ. 

We again introduce the quantities 
a\ Nd2 S=~, V = TT> (9.29) a2 Ndi 

but now investigate the following ratio: 

S d = Y , u j 2 J d l u 2 j d 

, (6 - l)2i/(l + 28 + 2v + 6v) = 1 + —Vr r̂  - > 1 (9.30 (<5 + u) z v / 
This ratio is larger than one for arbitrary <5 and v, and hence explicit use of two 
dust species increases the ratio Sd and a fortiori for three or more dust species. 

• For the power law mass distribution we now define that 
U)JD = 4tTG / n(a)M(a)da, (9.31) J Urnin 

with again I'O.max I [Umax a = n(a)ada / / n(a)da. (9 .32) Ja-min / Ja-min 
Following the previous calculation, we derive 

Sc = u2Jd/ (4 t tGN t o t r fQ) 
K^max " mm )\umax umin ) VP 

( a ^ t 2 - a - ^ 2 ) 3 (ß-4)(ß-l)2 
( c - 0 + 4 - l ) (c~^ + 1 - l ) 2 (/? — 2) 3 (9.33) ( c - M - l ) 3 (/? — 4)(/3 — l ) 2 

and c = amax/amin. Numerical values for Sc(/3, c) are shown in Table 9.3. 
The ratio Sc turns out to be larger than 1 in the range (1 < /?, 1 < c), which means 
that also for the continuous case, a power law size distribution increases the Jeans 
frequency. 

- For large the ratio goes to 1, and the influence of the dust distribution 
vanishes. Nevertheless, for realistic values of /? given above the effect can be 
considerable. 
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c = 10° c = 101 c = 102 c = 103 c = 104 

ß = 1 1 2.42 7.30 16.0 28.5 
ß = 2 1 3.28 50.2 1520 64200 
ß = 3 1 3.02 25.5 250 2490 
ß = 4 1 2.10 4.09 6.12 8.16 
ß = 5 1 1.52 1.68 1.68 1.69 
ß = 6 1 1.27 1.28 1.28 1.28 
ß = 7 1 1.16 1.16 1.16 1.16 

Table 9.3: The expression Sc(/3, c) as a function of different and c. 

- For smaller (3, the ratio Sc reaches higher values and increases with c. 

• Along the same paths, we define for a normal distribution 

ra+e 
ujjd = 4ttG ƒ n(a)m(a)da, (9.34) 

J as 

and calculate the following ratio: 

Sn = "h/ {^GNtotrfQ). ( 9 .35 ) 

The numerical results are given in Table 9.4. We can see that although changes due 
to the normal distribution are small, Sn turns out to be bigger than 1, and hence 
the Jeans frequency increases with a normal dust size distribution. 

It can be shown that even for variances in the dust grain size of 30 %, the resulting 
change in the Jeans frequency is only 13 %. 

cr/a 5 % 10 % 20 % 30 % 
Sn{a/ä) 1.004 1.02 1.06 1.13 

Table 9.4: The expression Sn(a/a) as a function of different cr/a. • 

Ratio of plasma and Jeans frequency 

Now that we know that both plasma and Jeans frequency increase when we consider a 
mass distribution, it is worth looking at their ratio: 

• We need to investigate the following ratio: 

Td = ^ d U j 2 j d / ^ ^ 
wpd / 

= {Ndla\ + Nd2al)(Ndl + Nd2)4aia2 
(ATdlai + Nd2a2)4(Ndla2 + Nd2ax) 
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= 1 + 

(83 + + v)4S 

(0 + v Y ( \ + 8v) 

i/(l - 8)2 {£2(1 - S) + u2{28 + 482 - u ) + R'} 
+ (6 + v)*{l + 6v) 

V 

(9.36) 

with 
R' = S 1 + 8 + v{2 + 8){2 + v2) > 0. (9.37) 

As can be seen this ratio is larger than one under the assumptions made, and 
therefore the Jeans frequency will increase faster than the plasma frequency. 

• For the continous case and the normal distribution, we can compare the Tables 
9.1-9.4 to come to the same conclusion. 

9.2 Electrostatic modes 

Following Bliokh and Yaroshenko [1985], we linearize and Fourier transform the conti-
nuity equation (6.2), the Poisson equations (6.26) and (9.7), (9.6) neglecting the charge 
variation. This assumes that there exists some kind of equilibrium solution for the dif-
ferent variables. Because there is no such thing as negative masses, there is no way to 
make the gravitational potential disappear in the zeroth order, as is the case for the elec-
trostatic potential. However, we might gain some important physical insight by invoking 
Jeans swindle and ignoring the zeroth order of the potential field of gravity in looking at 
local perturbations. This is justified as long as the scale for changes in the gravitational 
potential in the equilibrium system is much larger than the scale of the perturbations. 

We get the general dispersion law as [Meuris et al., 1997] 

Before discussing (9.38) in more detail, we emphasize that if all species are cold (csa = 0) 
and not streaming (Ua = 0), the last (squared) term vanishes exactly and there is a full 
decoupling between electrostatic and Jeans modes, regardless of the composition of the 
plasma [Bliokh et al., 1995]. This is because u>pau>ja ~ Naqa includes the sign of the 
charges, as stated already in the introduction of this chapter. 

We suppose that both the electrons and the (positive) ions can be treated as inertialess 
Boltzmann species. The condition is now that phase velocities are much smaller than the 
electron and ion thermal velocities, Re ui/k <g[ csi,cse. Defining A as standing for 

sa 

(9.38) 

_ k2\2
D (9.39) 
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with Aq the Debye length, we find from the dispersion law (9.38) without additional 
approximations a simple biquadratic equation: 

+ Jd ~ A Vpd) - 4 Y2 Y,(updUJd> ~ upd>ujd)2 = 0. (9.40) 
1 d d> 

As the product of the roots of (9.40) for u>2 is negative, we always have a real solution for 
to2, corresponding to a stable mode, as well as a purely imaginary mode (w2 < 0). The 
roots are. given by 

Z F = \ ( A ~ B ± ^ A ~ B ) 2 + 2 A C ) . (9-41) u2
pd 2 \ - W " — J 

with 

oj 
B = ~?> 0.42) 

"pd 

c = ~!r J2("pdUJd> - Upd'Ujd)2. (9.43) 
Upd d d> 

Both coefficients would be very small for typical micron-sized dust grains, and it is only 
for highly charged millimetre-sized dust that B ~ 1. For the discussion of the modes we 
remark that 

2 5 - C = J - > 0, (9.44) 

so that we find simple bounds for the discriminant in (9.41) from 

(A - B)2 < (A - B)2 + 2AC = (A + B)2 - 2A(2B - C ) < (A + B)2. (9.45) 

In addition, we get from the special case A = B < 1 a critical wavenumber given by 

kc~ L\ u 2 U ' d
u 2 . (9-46) 

u
Pd u j d 

and can introduce the dust-acoustic frequency uĵ a by 

•2 = a,.,*.= k XDUj2r>d 

"da = = l + k2X2 • (9.47) 

The description of the modes goes as follows (see also Table 9.5): 

• When A > B or ojda > ujjd, the plasma effects dominate, with a permissible k range 
determined by kc < k. In the solution of (9.41) the square root with the plus sign 
gives a generalized dust-acoustic wave [Rao et al., 1990], at a higher frequency due 
to the dust distribution. 

The minus sign in front of the square root gives rise to an unstable mode, the 
frequency of which vanishes when C and the dust mass distribution go to zero. 
Hence we will call this new mode a dust distribution instability. 
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Stable modes (u2 > 0) Unstable modes J 1 < 0 
B < 1 k, < kc New stable mode Jeans instability 

0 <u2<u2
da - u2

Jd < UJ2 < J 1 ^ - u2
Jd < 0 

k — kc New stable mode Dust distribution instability 
w2 = Wpd.ujd\Jc/2 w2 = - UpdUjdyC/2 

kc < k Dust-acoustic mode Dust distribution-instability 
0 < - ojjd < u2 < u4 - u2

Jd < u2 < 0 
B. > 1 all k New stable mode Jeans instability 

0 < a,2 < - aj2
Jd < J1 < -u;jd<0 

Table 9.5: Overview of the different modes included in equation (9.40) 

In the special case that A = B or k = kc, the dust distribution leads to stable and 
unstable modes, with 

(9.48) 

Without dust distribution- these are all zero-frequency modes. 

For the case A < B the self-gravitational effects dominate, and the square root 
with the plus sign gives a new stable mode, which does not exist without dust mass 
distribution. For the limits on k we have to distinguish between the possibilities 
that A < B < 1, with then k < kc, whereas for A < 1 < B there are no restrictions 
on k. This latter case is highly unlikely for the usually considered micron-sized 
grains. 

The mode with the minus sign in front of the square root is a modified Jeans mode, 
and the dust mass distribution increases its growth rate. 

9.3 Electromagnetic modes 

Parallel electromagnetic modes will not couple to the self-gravitation. It can be seen from 
(9.6) that the self-gravitation comes only into play for uQ || k, even in the presence of 
thermal effects. This means that only the electrostatic modes are changed as mentioned 
earlier. The dispersion relation for the parallel electromagnetic modes remains unchanged 
and so the results from section 8.2 are appropriate. 

The description of perpendicular modes is less straightforward. Linearization and Fourier 
transformation of (6.2), (9.6) the Poisson equation (9.7) and Maxwell's equations in a 
warm, magnetized self-gravitational plasma (neglecting charge dluctuations) yields 

XX Dx y (D 
D 
Dzx D 

Dxi, \ 
yX Dyy DyZ D y^j, 

zy D Zlj) 
\ D^x D^y D^z Dijjijj ) 

(Ex\ 
Ey 
E2 

W J 

= 0, (9.49) 
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from which the general dispersion law follows as 
de t [Aj ] = 0. (9.50) 

The elements of the dispersion tensor are (up to scaling factors) given by 

Dxx = 1 - £ J 2 pa 
oc - k*c*a - ni' 

DXy — DyX — 

DXZ = DZX = ce - k*C*3Q - ni' 
VpaUja 

u * S I Ï 
D - „ 2 - 2 / ; 2 

y y « - k 2 c 2 s a -
Dyz = Dzy = Y . UJ^kUaÇîc 

a - k*C*Q - fi2' 
n — r> — _ V^ UpgUjgQa 

a U) " « t t 

Z>„ = W 2 - C 2 * 2 - - £ Q Q 
n n UpaU)jakUQ L) zi/, = = 

o; 

a ^ _ k 2 c 2 a _ Q 2 a ' 

D^= - 1 - £ - 3 a 
a U,2 - k 2 c 2 a _ Q2-

(9.51) 

9.3.1 Driftless, unmagnetized plasma 
In the absence of equilibrium drifts along the external magnetic field (U a = 0), the disper-
sion law splits in two parts. One describes the high-frequency O-mode, with dispersion 
Dzz = 0 or 

. u;2 = c 2 fc 2 + £ > 2 q ) (9.52) 
for which thermal or self-gravitational effects do not come into play. The remainder of 
(9.50) then describes a generalized X-mode . In what follows, we will be concerned with 
the latter. 
If, in addition, the plasma is also unmagnetized, then a further factorization is possible, 
into another times (9.52), and [Bliokh and Yaroshenko, 1985; Meuris et al., 1997] 

t1 - ? ̂ k) H +(? • ° 
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This has interesting long-wavelength or, equivalently, low-temperature limits, in the sense 
that for k —• 0 or csa —• 0 a decoupling occurs between the high-frequency limit, the usual 
electrostatic plasma oscillations, with dispersion 

< 9 - 5 4 > 

and the low-frequency ordinary Jeans instability, obeying 

1 + E , ,2 - 0 - (9.55) 
a UJ2 - k2c2

a 

The latter is also the only global mode surviving in a neutral gas, barring the individual 
sound modes of the constituents (u/k = csa). In the next sections, we will look at low-
frequency, long-wavelength modes in magnetized plasmas, trying to connect the Jeans 
instability to the magnetosonic modes. 

9.3.2 Alfven-Jeans modes 

A first regime is where the wave frequency is assumed to be smaller than all rele-
vant gyrofrequencies, u> <C |f2a|, in a driftless plasma. The proper ordering to take is 
ui, kcsa,<jjja < \Qq\ and then (9.51) yields for the X-mode to lowest significant order: 

n - i l Dxx - V2, 

Dxy Dyx 0, 

DXijj = D^X = — — ( e 
c i^uj2- \ I - N » 

VA V 'a. ' J V 'a / 
2 (9.56) 

A 

•C O Dy^ = D^y = — Uja J , 

-CVv = — i-

In these expressions, the Alfven velocity Va is defined for the plasma as a whole through 

= — % , (9.57) 

and VA C as usual. v In addition, we have introduced a mass-weighted average for the 
square of the thermal velocities by putting 

(o2s) = ( e ^ ^ L ) fe^«™«) • (9.58) 
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It is now readily seen that the X-mode obeys 

= + (9.59) 
a 

retaining only quadratic terms in the different small frequencies. Without self-gravita-
tional effects, the Alfven-Jeans mode described by (9.59) reduces to a generalized mag-
netosonic mode. On the other hand, due to the self-gravitational effects it goes over for 
very smajl wavenumbers into a modified form of the Jeans instability. It is worth remark-
ing that opposition to the gravitational collapse comes not only from the usual thermal 
effects, but also from the external magnetic field which cannot easily be squeezed. Hence 
we have a restoring force against gravitation even in the complete absence of thermal 
effects, for (wave)lengths which are not too large [Mace et al., 1997]. 

9.3.3 Influence of neutral dust or gas 

It is worth mentioning that the inclusion of cold neutral dust or gas is straightforward, 
as it only couples to the plasma motion through the gravitational Poisson equation. For 
the Alfven-Jeans mode, we have to replace D ^ in (9.56) by 

u> 2 

(.9.60) 
a u 2 

so that the dispersion law can be written as 

,2 
= + <c

2» ( i + ' E t ? ) - X > 5 « - E ^ - (9.6i) 
9 u / g 

The index g refers to the neutral gas components of the mixture of plasma, charged dust 
and neutral gas, whereas of course a labels the charged constituents, of both plasma and 
charged dust. As the product of the roots of (9.61) for u 2 is negative, there is always a 
positive solution for u 2 , corresponding to a stable mode, and a negative solution, giving 
purely growing modes. The solution of this dispersion law are: 

u,2 

k2 - kl ± 
V2 2 [ ~ \ 

with 

Ak2 \ 
+ , (9.62) 

k l = E c A + ( 9 6 3 ) 

v£ = V2 + (c2
s). (9.64) 

The critical wavenumber k,„ will increase when neutral gas is added, the other parameters 
remaining equal. The description of the modes goes then as follows: 
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• When k > kcr, the plasma effects dominate and the plus sign in (9.62) gives a 
generalized Alfven-(Jeans) mode. The gas will increase the frequency as is shown 
in Appendix C. 

The minus sign introduces a new unstable mode, the frequency of which vanishes 
with the gas Jeans frequency. When the charged dust density is much smaller than 
the neutral gas density we obtain the ordinary Jeans instability 

.2 u> - - E 4 , - (9-65) 

In the marginal case k — kcr, stable as well as unstable modes occur, described by 

1/2 

(9.66) c 2 = ± 

Without neutral gas these are zero-frequency modes. 

When k < ka., the gravitational effects dominate, and the minus sign gives a gener-
alized (Alfven)-Jeans mode. The gas will render the mode more unstable (Appendix 
C) as might be expected. Indeed, additional neutral gas component(s) increase(s) 
the total mass of the system and this makes it easier for the Jeans instability to 
occur. 

The plus sign describes a stable mode vanishing with the gas Jeans frequency. In 
the long wavelength limit (k2 k£.) this becomes 

LJ 
- l 

. 2 _ . _ 2 T / 2 

= E - L + E - 3 J (9.67) 

9.3.4 Dust Alfven modes 

The next regime to be considered is wave frequencies above the dust gyrofrequency, and 
for simplicity we will only consider one (average) charged dust grain species. There exists 
an interesting frequency regime < u 2 < u>qLH between the dust gyrofrequency and 
the so called dust lower-hybrid, frequency (udlh) (Salimullah, 1995), defined by 

, .2 1/2 
2 _ UJpdVA ,Q "dlh - c2 • (9-68) 

Note that in this section, for reasons which will become clear below, the Alfven velocity is 
defined over the ordinary.plasma species only, for which we will reserve the species index 
p, so that 

V
t
 =
 „ / l n, • ( 9 ' 6 9 ) 

Mo Lp Wpmp 

The regime below uidlh exists provided that f\2
d ojqLH, which is fulfilled provided the 

mass of the system is mostly in the dust grains (Y^pNpmp <§: iVdmd). On the other hand, 
the discussion for u>2

DLH Vt2d is implicitly included in the preceding section. 
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For the dust Alfven mode (9.51) yields to the lowest order: 

D XX — 
C 2 

N " 

2 2 
CUDLH 

u;2V2 ' 

DXy = 
"ID ! "IdVd 
£LD U)2 

2 2 
. . CUDLH 

Dxip = y - Upp^Jp 
^ Cl2 p " p 

UpdUjd CU>DLHUJJD 
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( 9 . 7 0 ) 

Dyy = p2 - k*vA - k2(c23) - U 2
d l h ) , 

N _ <JJPPUJP _ UPDWJDQD CUDLHUJJDCLD 

Qp „2 - u2Va . 

p yip u2 

The average sound speed has been computed as a mass average over the plasma species 
only. Within the frequency regime considered and because Va C, only the dust related 
terms are left, except in Dyy. In this case the dispersion becomes: 

O2 

= + < c J > ) - F - " » 2 M = K2{VLD + C2DA) - (9.71) 
^DLH 

The conclusions are comparable to the Alfven-Jeans modes described earlier, in the now 
expanded frequency domain beyond the dust gyrofrequency. The modifications are that 
the Alfven velocity now is the dust Alfven velocity, hence the name of the mode, and a 
dust-acoustic velocity cda has been introduced through 

2 _ N P M P C % ( Q 

Ndmd ' (9'72) 

There are deviations from the standard definition [Rao et al., 1990], but these are not 
really of major importance here. 

The inclusion of cold neutral dust or gas can be considered by replacing D ^ in (9.70) by: 

(9-73) /, 1 ' /.I* 

This leads to the dispersion relation: 

,2 

= + c l A ) ( l + £ ^ ) - ^ - (9.74) 
9 u / g 

which is formaly the same as (9.61), and hence the analysis of the previous section remains 
valid. 
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9.4 Conclusions and new results 
Although the gravitational force is usually much lower than the electrostatic forces, the 
small low-frequency long-wavelength deviations from an equilibrium solution (which was 
not specified) of a dusty plasma system are affected by the self-gravitation of the system. 
Whereas for neutral grains only thermal effects can stabilize the system against Jeans 
collapse, dusty plasmas containing charged grains can be stabilized by plasma waves. 
Indeed, when no magnetic field is present, the Jeans collapse will be restricted by the 
dust-acoustic modes, and a dust-acoustic-Jeans length can be derived: 

AWw d - u> J d \ D U J 

Ldaj = — — » _u_jP*t (9.75) Ujd UJjd 
which restricts the lengths of a stable system. The dust-acoustic frequency generalizes 
the mean rms value of the velocity of the particles for the specific case where the mass 
can be found in the dust grains, and the thermal effects are due to the plasma. 
The introduction of a size (mass) distribution for the dust grains, will increase both plasma 
and Jeans frequencies, but,the Jeans frequency increases faster than the plasma frequency 
and hence the Jeans instability occurs for smaller systems in a dusty plasma with a dust 
size distribution. The dust-acoustic wave frequency will increase when different dust grain 
sizes are taken into account. 
On the other hand, when an ambient magnetic field is present, the parallel electromagnetic 
modes are not affected by the self-gravity and hence the relevant length scale for parallel 
modes remains as it was. For (perpendicular) magnetosonic modes, we introduce the 
Alfven-Jeans length as: 

/Kl + (c2s) LAJ = 1 • (9.76) Ujd 
This length restricts the magnitude of a stable system in the direction perpendicular to 
an ambient magnetic field. Besides the thermal effects, also the dust Alfven modes will 
stabilize the Jeans collapse. 
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9.5 Appendix C 

Consider the function 

f(k, x,y) = k2 - y - x± \J 4k2x + {k2 - y - x)2, (9 .77) 

with 

x = ZgUjg 
vi 

> 0 (9 .78) 

y = ̂ ISL > o (9.79) 
vs 

We can readily find that: 

df s k2 + y + x 
-±{k,x,y) = - 1 ± y^ (9.80) dx yjik2x + (k2-y- x)2 

For the minus sign, this is always negative, while for the plus sign the opposite is true: 

\j4k2x + {k2 - y - x)2 < k2 + y + x 
4 k2x + (k2-y- x)2 < (k2 + y + x)2 

— 4yk2 < 0. (9 .81) 
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Chapter 10 

General conclusions 

In the second chapter of this thesis we have given a review of the data available for the 
three most promising dusty space plasma environments: the rings of the giant planets and 
cometary and interplanetary environments. To be complete, we have added the charging 
and dusty crystal experiments in laboratories. This clear view on the data is essential 
to quantify the available dust charging mechanisms in space plasmas (chapter 4). The 
charging mechanisms also couple to the collective wave phenomena and therefore this 
chapter serves as a foundation of the thesis. 

The lack and the incompleteness of the available data encouraged us to describe a new dust 
detection method: the "Radio Dust Analyzer" (RDA). This method uses a simple wire 
dipole antenna to recover the characteristics (velocity, direction, charge) of a dust particle. 
Also, some elements of the environmental plasma like the Debye length can be recovered. 
The signal induced by the charged grain on the antenna is examined and the influence of 
the different parameters is shown. The noise levels, due to the plasma particle flyby and 
impact on the antenna, are calculated and compared with the height of the RDA-signal. 
The frequencies of the RDA-signals are estimated for different space missions: Rosetta, 
Wind, Cassini and Voyager. Particles that approach the antenna within a distance of one 
Debye length can be detected and therefore the cross section of the analyzer can be as big 
as thousand square meters. We do not need any specific information of the nature of the 
grains, because the composition is irrelevant for the technique. The implementation of 
this method on a specific space mission requires only a small extra cost when an antenna 
is already available, which is the case for most of the interplanetary space missions. 

Chapter 4 gives a review of the current knowledge on the dust charging theory. Different 
mechanisms play a role: primary charging currents caused by the capture/emission of 
plasma particles, secondary electron emission, photo-emission, electrostatic disruption, 
field emission and centrifugal disruption. The effect of a high dust density in a dust-in-
plasma, and the influence of a magnetic field are reviewed. In the presence of a magnetic 
field, the charging model is far from complete, because in that case collisions may not be 
neglected. 
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The fifth chapter gives the most important elements in the charging model for different 
space plasma environments. The charging process is highly nonlinear and so small changes 
in the model parameters can induce a large difference in the charging behavior. We have 
looked at the equilibrium potential and the charging time, but also the dependence of 
this mechanism on the secondary yield parameters is given. First we have examined the 
rings of Saturn. It was shown that photo-emission plays a minor role in the charging 
mechanism. Also the dependence of the dust-plasma drift was studied. The dependence 
on the secondary yield parameters is especially large in the outer part of the E-ring, where 
it is even possible that the sign of the equilibrium charge changes for different realistic 
secondary yield parameters. The charging time is typically of the order of minutes to 
hours, and therefore smaller than the rotation period of the planet. The primary hot 
electron current will cause the negative charging mechanism, while the positive charging 
mechanism in the inner rings consists mainly of reflected thermal electrons, secondary 
thermal electrons and watergroup ions. When we go farther away from the planet, the 
importance of the latter will decrease and the positive charging mechanism will consist 
mainly of the secondary electron currents. For the interplanetary medium, a distinction 
must be made between the different solar wind activities. Iii most cases considered, the 
equilibrium potential will decrease when we increase the heliocentric distance (r/,). For 
high values of th the equilibrium potential becomes a constant. For a maximum solar wind 
activity however there exists a maximum in the equilibrium potential for grains closer to 
the sun than the Earth. We showed that, although the plasma parameters depend in a 
rather complicated way on (rh), the charging time goes roughly like We must add 
that for cometary environments a detailed analysis of the grain charging mechanisms is 
premature. The availability of the data is restricted to "snapshots" taken by in situ 
spacecraft at a limited number of comets. An additional problem is that the plasma 
parameters vary from comet to comet depending on the nucleus size, composition and 
structure, and for a given comet vary with solar distance, with time, and with distance 
to the nucleus and hence the range of variation" of the parameters is large. There where 
attempts to explain the charging of dust grains in comets (e.g. [Boenhardt en Fechtig, 
1987]), but they were based on a rather simplified model, taking only the primary electrons 
and the photo-emission into account, without specifying quantitatively why the other 
charging mechanisms where neglected. 

The remainder of the thesis describes waves and instabilities in dusty plasmas in space. 
In chapter 6 we have explained why we can use a multi-fluid model. This model has the 
advantage over a kinetic approach that the interpretation is easier. The multi-fluid model 
is also adequate enough for the space applications we consider. The dust component 
was described as an additional fluid species. Later on, in chapter 9, additional dust 
components and a mass-distribution were added, including self-gravitation. The multi-
fluid model has been adapted with extra sink/source terms. These terms will describe 
the liberation/capture of the plasma particles by the dust population. For a simple 
Maxwellian plasma, analytical results are given for parameters describing the source/sink 
terms. 

The seventh chapter described the coupling between the electrostatic waves and the charg-
ing mechanism in a three-component plasma. We have shown that the presence of the 



199 

dust will damp the Langmuir oscillations. This is in contrast to earlier papers that did 
not use a self-consistent approach. This damping was quantified for zero-frequency, dust-
acoustic, ion-acoustic and Langmuir modes, by means of ad hoc parameters that must be 
recalculated for different space plasma environments. This made it possible to come to re-
sults independent of the charging model. For two dusty plasma environments a numerical 
solution of the dispersion relation is given. 
Chapter 8 describes electromagnetic waves. A specific frequency domain is examined 
where the dust grains must be regarded as immobile, due to their large mass, while the 
frequency of the modes is lower than the plasma gyrofrequencies. In this regime, a new 
kind of whistler mode exists, equivalent with the Eckersley approximation in a classical 
plasma. This whistler mode can be stable, depending on the equilibrium between the 
charging mechanism and the drift velocity of the different plasma constituents. This 
frequency regime makes it possible to conclude that the solar wind interaction with a dusty 
cometary plasma is not influenced by the dust grains. Further on, we have developed a 
nonlinear description of parallel electromagnetic modes with the dust considered as a static 
background. We come to a modified nonlinear evolution equation (a modified derivative 
nonlinear Schrodinger equation),, without stable soliton solutions. So the presence of dust 
grains will cause damping/growth of the otherwise stable soliton structures. Perpendicular 
and oblique propagation were analyzed in the second part of this chapter. The linear low-
frequency magneto-acoustic mode propagates perpendicular to the ambient magnetic fteld 
with a phase velocity equal to the dust Alfven velocity (in a cold plasma). This Alfven 
velocity is much lower than the plasma Alfven velocity, because the dust grains determine 
the mass density of the dusty plasma. The nonlinear description of the magneto-acoustic 
modes was carried out for a warm plasma with an isotropic pressure, as well as for a 
anisotropic pressure plasma. For both cases a Korteweg-de Vries equation was obtained. 
An analysis of obliquely propagating modes in a cold plasma follows. This shows that 
parallel propagating modes need another approach "than oblique modes. The (quasi-
paral le l case has been given earlier [Verheest, 1990; Deconinck et al., 1993a, b]. Oblique 
propagation was given in this work. We have recovered a Korteweg-de Vries equation, 
generalizing the work of others. 
The influence of self-gravitation and mass-distribution is examined in chapter 9. Although 
the gravitational force is usually much lower than the electrostatic forces, the small low-
frequency long-wavelength deviations from an equilibrium solution (which was not speci-
fied) of a dusty plasma system is affected by the self-gravitation of the system. Whereas 
for neutral grains only thermal effects can stabilize the system against Jeans collapse, 
dusty plasmas containing charged grains can be stabilized by plasma waves. When no 
magnetic field is present, the Jeans collapse will be opposed by the dust-acoustic modes, 
restricting the lengths of a stable system. The dust-acoustic frequency generalizes the 
mean rms value of the velocity of the particles for the specific case where the mass can 
be found in the dust grains, and the thermal effects are due to the plasma. The Jeans 
instability occurs for smaller systems in a dusty plasma with a dust size distribution. On 
the other hand, when an ambient magnetic field is present, the parallel electromagnetic 
modes are not affected by the self-gravity and hence the relevant length scale for par-
allel modes remains as it was. For (perpendicular) magnetosonic modes, we introduce 
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the Alfven-Jeans length which restricts the magnitude of a stable system in the direction 
perpendicular to an ambient magnetic field. Besides the thermal effects, also the dust 
Alfven modes will stabilize the Jeans collapse. This means that opposition to the gravi-
tational collapse comes not only from the usual thermal effects but also from the external 
magnetic field which cannot easily be squeezed. 
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